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PREFACE

Wireless/mobile communications network technologies have been dramatically ad-
vanced in recent years, inculding the third generation (3G) wireless networks, wireless
LANs, Ultra-wideband (UWB), ad hoc and sensor networks. However, wireless net-
work security is still a major impediment to further deployments of the wireless/mobile
networks. Security mechanisms in such networks are essential to protect data integrity
and confidentiality, access control, authentication, quality of service, user privacy, and
continuity of service. They are also critical to protect basic wireless network function-
ality.

This edited book covers the comprehensive research topics in wireless/mobile net-
work security, which include cryptographic co-processor, encryption, authentication,
key management, attacks and countermeasures, secure routing, secure medium access
control, intrusion detection, epidemics, security performance analysis, security issues in
applications, etc. It can serve as a useful reference for researchers, educators, graduate
students, and practitioners in the field of wireless/network network security.

The book contains 15 refereed chapters from prominent researchers working in
this area around the world. It is organized along five themes (parts) in security issues
for different wireless/mobile networks.

Part I: Security in General Wireless/Mobile Networks: Chapter 1 by Lutz
and Hasan describes a high performance and optimal elliptic curve processor as
well as an optimal co-processor using Lopez and Dahab’s projective coordinate
system. Chapter 2 by Lufei and Shi proposes an adaptive encryption protocol to
dynamically choose a proper encryption algorithm based on application-specific
requirements and device configurations.

Part II: Security in Ad Hoc Networks: The next five chapters focus on security
in ad hoc networks. Chapter 3 by Hoeper and Gong introduces a security
framework for pre-authentication and authenticated models in ad hoc networks.
Chapter 4 by Pan, Cai, and Shen promotes identity-based key management in
ad hoc networks. Chapter 5 by Wu et al. provides a survey of attacks and
countermeasures in ad hoc networks. Chapter 6 by Giruka and Singhal presents
several routing protocols for ad-hoc networks, the security issues related to
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routing, and securing routing protocols in ad hoc networks. Chapter 7 by
Anantvalee and Wu classifies the architectures for intrusion detection systems
in ad hoc networks.

Part III: Security in Mobile Cellular Networks: The next two chapters dis-
cuss security in mobile cellular networks. Chapter 8 by Sun, Xiao, and Wu
introduces intrusion detection systems in mobile cellular networks. Chapter 9
by Zheng et al. proposes an epidemics spread model for smartphones.

Part IV: Security in Wireless LANs: The next three chapters study the secu-
rity in wireless LANs. Chapter 10 by Kim and Shin focuses on cross-domain
authentication over wireless local area networks, and proposes an enhanced
protocol called the Mobility-adjusted Authentication Protocol that performs
mutual authentication and hierarchical key derivation. Chapter 11 by Shi et
al. proposes Authentication, Authorization and Accounting (AAA) architec-
ture and authentication for wireless LAN roaming. Chapter 12 by Agarwal
and Wang studies the cross-layer interactions of security protocols in wireless
LANs, and presents an experimental study.

Part V: Security in Sensor Networks: The last three chapters focus on security
in sensor networks. Chapter 13 by Mišić and Mišić reviews confidentiality
and integrity polices for clinical information systems and compares candidate
technologies IEEE 802.15.1 and IEEE 802.15.4 from the aspect of resilience
of MAC and PHY layers to jamming and denial-of-service attacks. Chapter
14 by Rayi et al. provides a survey of key management schemes in sensor
networks. The last chapter by Su, Xiao, and Boppana introduces security
attacks, and reviews the recent approaches of secure network routing protocols
in both mobile ad hoc and sensor networks.

Although the covered topics may not be an exhaustive representation of all the
security issues in wireless/mobile networks, they do represent a rich and useful sample
of the strategies and contents.

This book has been made possible by the great efforts and contributions of many
people. First of all, we would like to thank all the contributors for putting together
excellent chapters that are very comprehensive and informative. Second, we would
like to thank all the reviewers for their valuable suggestions and comments which have
greatly enhanced the quality of this book. Third, we would like to thank the staff
members from Springer, for putting this book together. Finally, We would like to
dedicate this book to our families.

Yang Xiao
Tuscaloosa, Alabama, USA

Xuemin (Sherman) Shen
Waterloo, Ontario, CANADA

Ding-Zhu Du
Richardson, Texas, USA
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HIGH PERFORMANCE ELLIPTIC CURVE
CRYPTOGRAPHIC CO-PROCESSOR

Jonathan Lutz
General Dynamics - C4 Systems
Scottsdale, Arizona
E-mail: Jonathan.Lutz@gdc4s.com

M. Anwarul Hasan
Department of Electrical and Computer Engineering
University of Waterloo, Waterloo, ON, Canada
E-mail: ahasan@ece.uwaterloo.ca

For an equivalent level of security, elliptic curve cryptography uses shorter key sizes and is
considered to be an excellent candidate for constrained environments like wireless/mobile
communications. In FIPS 186-2, NIST recommends several finite fields to be used in the
elliptic curve digital signature algorithm (ECDSA). Of the ten recommended finite fields,
five are binary extension fields with degrees ranging from 163 to 571. The fundamental
building block of the ECDSA, like any ECC based protocol, is elliptic curve scalar mul-
tiplication. This operation is also the most computationally intensive. In many situations
it may be desirable to accelerate the elliptic curve scalar multiplication with specialized
hardware.

In this chapter a high performance elliptic curve processor is described which is
optimized for the NIST binary fields. The architecture is built from the bottom up starting
with the field arithmetic units. The architecture uses a field multiplier capable of performing
a field multiplication over the extension field with degree 163 in 0.060 microseconds.
Architectures for squaring and inversion are also presented. The co-processor uses Lopez
and Dahab’s projective coordinate system and is optimized specifically for Koblitz curves.
A prototype of the processor has been implemented for the binary extension field with
degree 163 on a Xilinx XCV2000E FPGA. The prototype runs at 66 MHz and performs an
elliptic curve scalar multiplication in 0.233 msec on a generic curve and 0.075 msec on a
Koblitz curve.

1. INTRODUCTION

The use of elliptic curves in cryptographic applications was first proposed inde-
pendently in [15] and [23]. Since then several algorithms have been developed whose
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strength relies on the difficulty of the discrete logarithm problem over a group of elliptic
curve points. Prominent examples include the Elliptic Curve Digital Signature Algo-
rithm (ECDSA) [24], EC El-Gammal and EC Diffie Hellman [12]. In each case the
underlying cryptographic primitive is elliptic curve scalar multiplication. This opera-
tion is by far the most computationally intensive step in each algorithm. In applications
where many clients authenticate to a single server (such as a server supporting SSL
[7, 26] or WTLS [1]), the computation of the scalar multiplication becomes the bottle
neck which limits throughput. In a scenario such as this it may be desirable to acceler-
ate the elliptic curve scalar multiplication with specialized hardware. In doing so, the
scalar multiplications are completed more quickly and the computational burden on the
server’s main processor is reduced.

The selection of the ECC parameters is not a trivial process and, if chosen in-
correctly, may lead to an insecure system [12, 24, 22]. In response to this issue NIST
recommends ten finite fields, five of which are binary fields, for use in the ECDSA [24].
The binary fields include GF(2163), GF(2233), GF(2283), GF(2409) and GF(2571) de-
fined by the reduction polynomials in Table 1. For each field a specific curve, along with

Table 1. NIST Recommended Finite Fields

Field Reduction Polynomial

GF(2163) F (x) = x163 + x7 + x6 + x3 + 1

GF(2233) F (x) = x233 + x74 + 1

GF(2283) F (x) = x283 + x12 + x7 + x5 + 1

GF(2409) F (x) = x409 + x87 + 1

GF(2571) F (x) = x571 + x10 + x5 + x2 + 1

a method for generating a pseudo-random curve, are supplied. These curves have been
intentionally selected for both cryptographic strength and efficient implementation.

Such a recommendation has significant implications on design choices made while
implementing elliptic curve cryptographic functions. In standardizing specific fields
for use in elliptic curve cryptography (ECC), NIST allows ECC implementations to
be heavily optimized for curves over a single finite field. As a result, performance of
the algorithm can be maximized and resource utilization, whether it be in code size for
software or logic gates for hardware, can be minimized.

Described in this chapter are hardware architectures for multiplication, squaring
and inversion over binary finite fields. Each of these architectures is optimized for a
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specific finite field with the intent that it might be implemented for any of the five NIST
recommended binary curves. These finite field arithmetic units are then integrated
together along with control logic to create an elliptic curve cryptographic co-processor
capable of computing the scalar multiple of an elliptic curve point. While the co-
processor supports all curves over a single binary field, it is optimized for the special
Koblitz curves [16].

To demonstrate the feasibility and efficiency of both the finite field arithmetic units
and the elliptic curve cryptographic co-processor, the latter has been implemented in
hardware using a field programmable gate array (FPGA). The design was synthesized,
timed and then demonstrated on a physical board holding an FPGA.

This chapter is organized as follows. Section 2 gives an overview of the basic
mathematical concepts used in elliptic curve cryptography. This section also provides
an introduction to the hardware/software system used to implement the elliptic curve
scalar multiplier. Section 3 presents efficient hardware architectures for finite field
multiplication and squaring. A method for high speed inversion is also discussed. In
Section 4 and Section 5 a hardware architecture of an elliptic curve scalar multiplier is
presented. This architecture uses the multiplication, squaring and inversion methods
discussed in Section 3. Finally Section 6 provides concluding remarks and a summary
of the research contributions documented in this report.

2. BACKGROUND

The fundamental building block for any elliptic curve-based cryptosystem is elliptic
curve scalar multiplication. It is this operation that is to be performed by the co-
processor. Provided in this section is an overview of the mathematics behind elliptic
curve scalar multiplication, including both field arithmetic and curve arithmetic.

2.1. Arithmetic over Binary Finite Fields

The elements of the binary field GF(2m) are interrelated through the operations of
addition and multiplication. Since the additive and multiplicative inverses exist for all
fields, the subtraction and division operations are also defined. Discussed in this section
are basic methods for computing the sum, difference and product of two elements. Also
presented is a method for computing the inverse of an element. The inverse, along with
a multiplication, is used to implement division.

Addition and Subtraction: If two field elements a, b ∈GF(2m) are represented as
polynomials A(x) = am−1x

m−1 + · · · + a1x + a0 and B(x) = bm−1x
m−1 + · · · +

b1x + b0 respectively, then their sum is written

S(x) = A(x) + B(x) =
m−1∑
i=0

(ai + bi)xi. (1)
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A field of characteristic two provides two distinct advantages. First, the bit additions
ai+bi in (1) are performed modulo 2 and translate to an exclusive-OR (XOR) operation.
The entire addition is computed by a component-wise XOR operation and does not
require a carry chain. The second advantage is that in GF(2) the element 1 is its own
additive inverse (i.e. 1 + 1 = 0 or 1 = −1). Hence, addition and subtraction are
equivalent.

Multiplication: The product of field elements a and b is written as

P (x) = A(x) × B(x) mod F (x) =
m−1∑
i=0

m−1∑
j=0

aibjx
i+j mod F (x)

where F (x) is the field reduction polynomial. By expanding B(x) and distributing
A(x) through its terms we get

P (x) = bm−1x
m−1A(x) + · · · + b1xA(x) + b0A(x) mod F (x).

By repeatedly grouping multiples of x and factoring out x we get

P (x) = (· · · (((A(x)bm−1)x + A(x)bm−2)x + · · · + A(x)b1)x
+ A(x)b0) mod F (x).

(2)

A bit level algorithm can be derived from (2). However, many of the faster mul-
tiplication algorithms rely on the concept of group-level multiplication. Let g be an
integer less than m and let s = �m/g�. If we define the polynomials

Bi(x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

g−1∑
j=0

big+jx
j 0 ≤ i ≤ s − 2,

(m mod g)−1∑
j=0

big+jx
j i = s − 1,

then the product of a and b is written

P (x) = A(x)
(
x(s−1)gBs−1(x) + · · · + xgB1(x) + B0(x)

)
mod F (x).

In the derivation of equation (2) multiples of x were repeatedly grouped then factored
out. This same grouping and factoring procedure will now be implemented for multiples
of xg arriving at

P (x) = (· · · ((A(x)Bs−1(x))xg + A(x)Bs−2(x))xg + · · · )xg

+ A(x)B0(x) mod F (x)

which can be computed using Algorithm 1.
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Algorithm 1. Group-Level Multiplication

Input: A(x), B(x), and F (x)

Output: P (x) = A(x)B(x) mod F (x)

P (x) ← Bs−1(x)A(x) mod F (x);

for k = s − 2 downto 0 do

P (x) ← xgP (x);

P (x) ← Bk(x)A(x) + P (x) mod F (x);

Inversion: For any element a ∈ GF(2m) the equality a2m−1 ≡ 1 holds. When a �= 0,
dividing both sides by a results in a2m−2 ≡ a−1. Using this equality the inverse, a−1,
can be computed through successive field squarings and multiplications. In Algorithm
2 the inverse of an element is computed using this method.

Algorithm 2. Inversion by Square and Multiply

Input: Field element a

Output: b ≡ a(−1)

b ← a;

for i = 1 to m − 2 do

b ← b2 ∗ a;

b ← b2;

The primary advantage to this inversion method is the fact that it does not require
hardware dedicated specifically to inversion. The field multiplier can be used to perform
all required field operations.

2.2. Arithmetic over the Elliptic Curve Group

The field operations discussed in the previous section are used to perform arith-
metic over an elliptic curve. This chapter is aimed at the elliptic curve defined by the
non-supersingular Weierstrass equation for binary fields. This curve is defined by the
equation

y2 + xy = x3 + αx2 + β (3)
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where the variables x and y are elements of the field GF(2m) as are the curve parameters
α and β. The points on the curve, defined by the solutions, (x, y), to (3) form an additive
group when combined with the “point at infinity”. This extra point is the group identity
and is denoted by the symbol O. By definition, the addition of two elements in a group
results in another element of the group. As a result any point on the curve, say P , can
be added to itself an arbitrary number of times and the result will also be a point on the
curve. So for any integer k and point P adding P to itself k − 1 times results in the
point

kP = P + P + · · · + P︸ ︷︷ ︸ .

k times

Given the binary expansion k = 2l−1kl−1 + 2l−2kl−2 + · · · + 2k1 + k0 the scalar
multiple kP can be computed by

Q = kP = 2l−1kl−1P + 2l−2kl−2P + · · · + 2k1P + k0P.

By factoring out 2, the result is

Q = (2l−2kl−1P + 2l−3kl−2P + · · · + k1P )2 + k0P.

By repeating this operation it is seen that

Q = (· · · ((kl−1P )2 + kl−2P )2 + · · · + k1P )2 + k0P

which can be computed by the well known (left-to-right) double and add method for
scalar multiplication shown in Algorithm 3.

Two basic operations required for elliptic curve scalar multiplication are point
ADD and point DOUBLE. The mathematical definitions for these operations are derived
from the curve equation in (3). Consider the points P1 and P2 represented by the
coordinate pairs (x1, y1) and (x2, y2) respectively. Then the coordinates, (xa, ya), of
point Pa = P1 + P2 (or ADD(P1, P2)) are computed using the equations

xa =
(

y1 + y2

x1 + x2

)2

+
y1 + y2

x1 + x2
+ x1 + x2 + α

ya =
(

y1 + y2

x1 + x2

)
(x1 + xa) + xa + y1.

Similarly the coordinates (xd, yd) of point Pd = 2P1 (or DOUBLE(P1)) are com-
puted using the equations

xd = x2
1 +

(
β

x2
1

)

yd = x2
1 +

(
x1 +

y1

x1

)
xd + xd.
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Algorithm 3. Scalar Multiplication by Double and Add Method

Input: Integer k = (kl−1, kl−2, . . . , k1, k0)2, Point P

Output: Point Q = kP

Q ← O;

if (kl−1 == 1) then

Q ← P ;

for i = l − 2 downto 0 do

Q ← DOUBLE(Q);

if (ki == 1) then

Q ← ADD(Q, P );

So the addition of two points can be computed using two field multiplications, one
field squaring, eight field additions and one field inversion. The double of a point can
be computed using two field multiplications, one field squaring, six field additions and
one field inversion.

3. HIGH PERFORMANCE FINITE FIELD ARITHMETIC

In order to optimize the curve arithmetic discussed in Section 2.2 the underlying
field operations must be implemented in a fast and efficient way. The required field
arithmetic operations are addition, multiplication, squaring and inversion. Each of
these operations have been implemented in hardware for use in the prototype discussed
in Section 5. Generally speaking, field multiplication has the greatest effect on the
performance of the entire elliptic curve scalar multiplication.1 For this reason, focus
will be primarily on the field multiplier when discussing hardware architectures for
field arithmetic.

This section is organized as follows. Section 3.1 presents a hardware architecture
designed to perform finite field multiplication. In Section 3.2 the ideas presented for
multiplication are extended to create a hardware architecture optimized for squaring.
Section 3.3 gives a method for inversion due to Itoh and Tsujii. This method does not
require any additional hardware but instead uses the multiplication and squaring units
described in Sections 3.1 and 3.2. Section 3.4 gives a description of a comparator/adder

1 Inversion takes much longer than multiplication, but its effect on performance can be greatly reduced
through use of projective coordinates. This is discussed in greater detail in Section 4.1.
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which both compares and adds finite field elements. Finally, Section 3.5 summarizes
results gleaned from a hardware prototype of each arithmetic unit/routine.

3.1. Multiplication

In [11] a digit serial multiplier is proposed which is based on look-up tables.
This method was implemented in software for the field GF(2163) and reported in [14].
To the best of our knowledge this performance of 0.540 µ-seconds for a single field
multiplication is the fastest reported result for a software implementation. In this
section the possibilities of using this look-up table-based algorithm in hardware will be
explored.

First to be described in this section is the algorithm used for multiplication. Then
we present a hardware structure designed to compute R(x)W (x) mod F (x) where
R(x) and W (x) are polynomials with degrees g − 1 and m − 1 respectively and
g << m. A description of the multiplier’s data path follows. In conclusion there will
be a discussion behind the reasons for the choice of digit sizes.

Multiplication Algorithm: The computations of

P (x) ← xgP (x) mod F (x) and

P (x) ← Bk(x)A(x) + P (x) mod F (x)

from the for loop of Algorithm 1 on page 7 can be broken up into the following steps.

V1 = xg

m−g−1∑
i=0

pix
i,

V2 = xg
m−1∑

i=m−g

pix
i mod F (x)

V3 = Bk(x)A(x) mod F (x) and

P (x) = V1 + V2 + V3

Note that V1 is a g-bit shift of the lower m − g bits of P (x). V2 is a g-bit shift of
the upper g bits of P (x) followed by a modular reduction. V3 requires a polynomial
multiplication and reduction where the operand polynomials have degree g − 1 and
m − 1. Algorithm 1 can be modified to create Algorithm 4.

In [11] polynomials V2 and V3 are computed with the assistance of look-up tables
mainly for software implementation. The look-up tables used to compute V2 and V3 are
referred to as the M -Table and T -Table respectively. The M -Table is addressed by the
bit string (pm−1, pm−2, . . . , pm−g) interpreted as the integer 2g−1pm−1+2g−2pm−2+
· · · + pm−g . Similarly the T -Table is addressed by the coefficients of Bk(x), or the
integer Bk(x = 2). The elements of the M -Table are a function of the reduction
polynomial F (x) and can be precomputed. The elements of the T -Table are a function
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Algorithm 4. Efficient Group Level Multiplication

Input: A(x), B(x), and F (x)

Output: P (x) = A(x)B(x) mod F (x)

P (x) ← Bs−1(x)A(x) mod F (x);

for k = s − 2 downto 0 do

V1 ← xg
∑m−g−1

i=0 pix
i;

V2 ← xg
∑m−1

i=m−g pix
i mod F (x);

V3 ← Bk(x)A(x) mod F (x);

P (x) ← V1 + V2 + V3;

of A(x) and hence are dynamic. These values need to be computed each time a new
A(x) is used.

Computation of R(x)W (x) mod F (x): Instead of using tables, below the polyno-
mials V2 and V3 are computed on the fly. The computation of V2 and V3 are similar
in that they both require a multiplication of two polynomials followed by a reduction,
where the first polynomial has degree g − 1 and the other has degree less than m. This
is obvious for V3 and can be shown easily for V2. Note that

V2 = pm−1x
m+g−1 + · · · + pm−g+1x

m+1 + pm−gx
m mod F (x)

= xm
(
pm−1x

g−1 + · · · + pm−g+1x + pm−g

)
mod F (x).

The field reduction polynomial F (x) = xm + xd + · · · + 1 provides us the equality
xm ≡ xd + · · · + 1. Substituting for xm we see that

V2 =
(
xd + · · · + 1

) (
pm−1x

g−1 + · · · + pm−g+1x + pm−g

)
mod F (x).

Provided d + g < m, V2 results in a polynomial of degree less than m which does
not need to be reduced. Since d is relatively small for all five NIST polynomials, it is
reasonable to assume that d+g < m. For the remainder of this chapter, this assumption
is used.

With this said, the following method can be used to compute both V2 and V3.
Consider the polynomial multiplication and reduction R(x)W (x) mod F (x) where



12 JONATHAN LUTZ and M. ANWARUL HASAN

R(x) =
∑g−1

i=0 rix
i and W (x) is a polynomial with degree less than m. Then

R(x)W (x) mod F (x) =rg−1(xg−1W (x) mod F (x))

+rg−2(xg−2W (x) mod F (x))
...

+r1(xW (x) mod F (x))
+r0(W (x) mod F (x))

The value xiW (x) mod F (x) is just a shifted and reduced version of xi−1W (x)
mod F (x). So each value xiW (x) mod F (x) can be generated sequentially starting
with x0W (x) as shown in Figure 1. When using a reduction polynomial with a low
Hamming weight, such as a trinomial or pentanomial, these terms can be computed
quickly at very little cost. Once these values are determined, the final result is computed
using a g-input modulo 2 adder. The inputs to the adder are enabled by their corre-
sponding coefficient ri. This is shown in Figure 2. Note that the polynomial xiW (x)
affects the output of the adder only if the coefficient bit ri is a one. Otherwise the input
associated with xiW (x) is driven with zeros.

= Shift and Reduction

Figure 1. Generating xiW (x) mod F (x)

Each individual output bit of the g-operand mod 2 adder is computed using g − 1
XOR gates and g AND gates. The AND gates are used to enable each input bit and the
XOR gates compute the mod 2 addition. Figure 3 demonstrates how this is done. The
depth of the logic in the figure is linearly related to g.

This method for multiplication is implemented for computation of both V2 and V3.
In the case of V3, the polynomial W (x) has degree m − 1 and will change for every
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Figure 2. Computing R(x)W (x) mod F (x)

field multiplication. For V2 the polynomial W (x) has degree d and is fixed. The value
d is the degree of the second leading non-zero coefficient of F (x). For reasonable digit
sizes this computation can be performed in a single clock cycle.

Multiplier Data Path: The multiplier’s data path connecting the V2 and V3 generators
along with the adder used to compute P (x) = V1 + V2 + V3 is shown in Figure 4.
A buffer is inserted at the output of the V3 generator to separate its delay from the
delay of the adder for V1 + V2 + V3. This, in effect, increases the maximum possible
value for the digit size g. If added by itself, this buffer would add a cycle of latency to
the multiplier’s performance time. This extra cycle is compensated for by bypassing
the P (x) register and driving the multiplier’s output with the output of the 3-operand
mod2 adder. It is important to note that the delay of the 3-operand mod2 adder is being
merged with the delay of the bus which connects the multiplier to the rest of the design.
In this case the relatively relaxed bus timing has room to accommodate the delay.

Choice of Digit Size: The multiplier will complete a multiplication in �m/g� clock
cycles. Since this is a discrete value, the performance may not change for every value of
g. To minimize cost of the multiplier (which increases with g) the smallest digit size g
should be chosen for a given performance �m/g�. For example, the digit sizes g = 21
and g = 22 for field size m = 163 result in the same performance, �163

21 � = � 163
22 � = 8,

but g = 22 requires a larger multiplier.
Implementation results of a prototype of this multiplier for the field GF(2163) and

NIST polynomial for various digit sizes are shown in Table 2. For each digit size, the
table lists the corresponding cycle performance and resource cost. A maximum digit
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m − gg

P (x)

V3

Buffer

m

V1

V2

generate V3

V1 + V2 + V3

g + d

(function of F (x))

generate V2

g-operand mod 2 adder tog-operand mod 2 adder to

A(x)

m
g

P (x) Register

B(x)

Figure 4. Multiplier Data-Path

size of g = 41 is a good choice for several reasons. First, as the performance cost of
the actual field multiplication decreases, the relative cost of loading and unloading the
multiplier increases. So as the digit size increases, its affect on the total performance
(including time to load and unload the multiplier) decreases. Second, results showed
that g > 41 had difficulty meeting timing at the target operating frequency of 66 MHz.

3.2. Squaring

While squaring is a specific case of general multiplication and can be performed by
the multiplier, performance can be improved significantly by optimizing the architecture
specifically for the case of squaring. The square of an element a represented by A(x)
involves two mathematical steps. The first is the polynomial multiplication of A(x)
resulting in

A2(x) = am−1x
2m−2 + · · · + a2x

4 + a1x
2 + a0.
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Table 2. Performance/Cost Trade-off for Multiplication over GF(2163)

Digit Performance # LUTs # Flip
Size in clock cycles Flops

g = 1 163 677 670

g = 4 41 854 670

g = 28 6 3,548 670

g = 33 5 4,040 670

g = 41 4 4,728 670

The second is the reduction of this polynomial modulo F (x). Assuming that m is an
odd integer, which is the case for all five NIST recommended binary fields, if the terms
with degree greater than m − 1 are separated and xm+1 is factored out where possible
the result will be A2(x) = Ah(x)xm+1 + Al(x) where

Ah(x) = am−1x
m−3 + · · · + a(m+3

2 )x
2 + a(m+1

2 )

Al(x) = a(m−1
2 )x

m−1 + · · · + a1x
2 + a0,

The polynomial Al(x) has degree less than m and does not need to be reduced. The
product Ah(x)xm+1 may have degree as large as 2m − 2. The reduction polynomial
gives us the equality xm = xd + · · · + 1. Multiplying both sides by x, we get xm+1 =
xd+1 + · · · + x. So

Ah(x)xm+1 = Ah(x)
(
xd+1 + · · · + x

)
.

This multiplication can be performed using a method similar to the one described in
Section 3.1. The same architecture used to compute R(x)W (x) mod F (x) in the
multiplier is used here to compute xm+1Ah(x). The digit size is set to g = d + 2
and the elements of g-operand mod 2 adder are generated from Ah(x). Ah(x) is in
turn generated by expanding A(x) (i.e., inserting zeros between the coefficient bits of
A(x)). Since the digit size is set to d + 2, the multiplication is completed in a single
cycle. This method only works if d + 2 < m which is the case for each of the NIST
polynomials. Figure 5 shows the data flow for the squaring operation. Note that the
flow does not include any buffers and so is implemented in pure combinational logic.
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Figure 5. Data-Path of the Squaring Unit

The prototype of this squaring unit for field GF(2163) using the NIST reduction
polynomial runs at 66 MHz and is capable of performing a squaring operation in a
single clock cycle. This implementation requires 330 LUTs and 328 Flip Flops.

3.3. Inversion

The inversion method described in Algorithm 2 on page 7 requires m−1 squarings
and m − 2 multiplications. In order to accurately estimate the cycle performance of
the inversion, consideration must be given to the performance of the multiplication and
squaring units as well as the time required to load and unload these units. The architec-
ture of the elliptic curve scalar multiplier will be discussed in detail in Section 5. For
now, it is sufficient to know that the arithmetic units are loaded using two independent
m bit data buses and unloaded using a single m bit data bus. The operands are stored
in a dual port memory which takes two clock cycles to read from and one cycle to write
to. These combined makes three cycles that are required to both load and unload any
arithmetic unit. Further analysis assumes that these three cycles remain constant for all
m. If Cs and Cm denote the number of clock cycles required to complete a squaring
and multiplication respectively, then an inversion can be completed in

(Cs + 3)(m − 1) + (Cm + 3)(m − 2)

clock cycles. For the field GF(2163) where Cs = 1 and Cm = 4, this translates to 1775
clock cycles.

Performance can be improved by using Algorithm 5 due to Itoh and Tsujii [13].

This algorithm is derived from the equation a(−1) ≡ a2m − 2 ≡
(

22m − 1−1
)2
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which is true for any non-zero element a ∈GF(2m). From

a2t−1 ≡

⎧⎪⎨
⎪⎩

(
a2t/2−1

)2t/2 (
a2t/2−1

)
for t even,

a
(
a2t−1−1

)2
for t odd,

(4)

the computation required for the exponentiation 22m−1−1 can be iteratively broken
down. Algorithm 5 requires 	log2(m−1)
+H(m−1)−1 multiplications and m−1
squarings. Using the notation defined earlier, this translates to

(Cs + 3)(m − 1) + (Cm + 3)(	log2(m − 1)
 + H(m − 1) − 1)

clock cycles. For GF(2163) this translates to 711 clock cycles.

Algorithm 5. Optimized Inversion by Square and Multiply

Inputs: Field element a �= 0,

Binary representation of m − 1 = (ml−1, . . . , m2, m0)2

Output: b ≡ a(−1)

b ← aml−1 ;

e ← 1;

for i = l − 2 downto 0 do

b ← b2e
b;

e ← 2e;

if (mi == 1) then

b ← b2a;

e = e + 1;

b ← b2;

Now, the majority of the time spent for each squaring operation is used to load and
unload the squaring unit (three out of the four cycles). Algorithm 5 requires several
sequences of repetitive squaring (i.e. computations of the form x2t

). These repeated
squarings do not require intermediate values to be stored outside the squaring unit. By
modifying the squaring unit to support the re-square of an element, most of the memory
accesses otherwise required to load and unload the squaring unit are eliminated. In fact,
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the squaring unit only needs to be loaded and unloaded once for each multiplication.
Hence the number of clock cycles is reduced to

(Cs(m − 1) + 3(	log2(m − 1)
 + H(m − 1) − 1))
+ (Cm + 3)(	log2(m − 1)
 + H(m − 1) − 1)

clock cycles. For the field GF(2163) with Cs = 1 and Cm = 4, this results in 252 clock
cycles.

This is a competitive value since a typical hardware implementation of the Extended
Euclidean Algorithm (EEA) is expected to complete an inversion in approximately 2m
clock cycles or 326 cycles for GF(2163). This corresponds to a 60 clock cycle reduction
or 20% performance improvement without requiring hardware dedicated specifically
for inversion. Table 3 lists the performance numbers of the previously mentioned
inversion methods when implemented over the field GF(2163).

Table 3. Comparison of Various Inversion Methods for GF(2163)

Method # Squarings # Multiplications # Cycles

Square & Multiply m − 1 m − 2 1127

Itoh & Tsujii m − 1 	log2(m − 1)
 + H(m) − 1 711

Itoh & Tsujii w/ re-square m − 1 	log2(m − 1)
 + H(m) − 1 252

EEA - - 326

The actual time to complete an inversion using the ECC co-processor architecture
discussed in Section 5 is 259 clock cycles. The 7 extra cycles are due to control related
instructions executed in the micro-sequencer.

3.4. Comparator/Adder

The primary purpose of the Comparator/Adder is to compute the sum of two field
elements. This is done with an array of m exclusive OR gates. To minimize register
usage as well as time to complete the addition, the sum of the two operands is the
only value stored in a register. In this way, the sum is available immediately after the
operands are loaded into the Comparator/Adder. In other words, it takes no extra clock
cycles to complete a finite field addition.

In addition to computing the sum of two finite field elements, the Comparator/Adder
also acts as a comparator. The comparison is performed by taking the logical NOR of
all the bits in the sum register. If the result is a one, then the sum is zero and the two
operands are equal. If operand a is set to zero, then operand b can be tested for zero.
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The logic depth for the zero detect circuitry (the m-bit NOR gate) is log2(m) and is
registered before being sent out of the module. Figure 6 provides a functional diagram
of the Comparator/Adder.

Figure 6. Data-Path of the Comparator/Adder

3.5. Remarks

In this section, we have discussed hardware architectures designed to perform finite
field addition, multiplication and squaring. Also discussed was an efficient method for
inversion which uses the squaring and multiplication units. The performance results
associated with these arithmetic units are summarized in Table 4.

4. ECC SCALAR MULTIPLICATION

The section is organized as follows. Section 4.1 introduces projective coordinates
and discusses some of the reasons for using a projective system. Section 4.2 presents
two methods for recoding the scalar. They are non-adjacent form (NAF) and τ -adic
non-adjacent form (τ -NAF).

4.1. Choice of Coordinate Systems

Projective coordinates allow the inversion required by each DOUBLE and ADD
to be eliminated at the expense of a few extra field multiplications. The benefit is
measured by the ratio of the time to complete an inversion to the time to complete a
multiplication. The inversion algorithm proposed by Itoh and Tsujii [13] will be used
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Table 4. Performance of Finite Field Operations

Operation # Cycles # Cycles Including Initial and
(g = 41) Final Data Movement

Multiplication 4 7

Squaring 1 4

Addition 0 3

Inversion 256 259

and therefore, the above ratio is guaranteed to be larger than 	log2(m − 1)
 and could
be larger depending on the efficiency of the squaring operations. Therefore, projective
coordinates will provide us the best performance for NIST curves. Several flavors of
projective coordinates have been proposed over the last few years. The prominent ones
are Standard [21], Jacobian [4, 12] and López & Dahab [18] projective coordinates.

If the affine representation of P be denoted as (x, y) and the projective represen-
tation of P be denoted as (X, Y, Z), then the relation between affine and projective
coordinates for the Standard system is

x = X
Z and y = Y

Z .

For Jacobian projective coordinates the relation is

x = X
Z2 and y = Y

Z3 .

Finally for López & Dahab’s, the relation between affine and projective coordinates is

x = X
Z and y = Y

Z2 .

For López & Dahab’s system the projective equation of the elliptic curve in (3) then
becomes

Y 2 + XY Z = X3Z + αX2Z2 + βZ4.

It is important to note that when using the left-to-right double and add method for scalar
multiplication all point additions are of the form ADD(P, Q). The base point P is never
modified and as a result will maintain its affine representation (i.e. P = (x, y, 1)).
The constant Z coordinate significantly reduces the cost of point addition (from 14
field multiplications down to 10). The addition of two distinct points (X1, Y1, Z1) +
(X2, Y2, 1) = (Xa, Ya, Za) using mixed coordinates (one projective point and one
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affine point) is then computed by

A = Y2 · Z2
1 + Y1

B = X2 · Z1 + X1
C = Z1 · B
D = B2 · (C + α · Z2

1 )
Za = C2

E = A · C
Xa = A2 + D + E
F = Xa + X2 · Za

G = Xa + Y2 · Za

Ya = E · F + Za · G

(5)

Similarly, the double of a point (X1, Y1, Z1) is (Xd, Yd, Zd) = 2(X1, Y1, Z1) is com-
puted by

Zd = Z2
1 · X2

1

Xd = X4
1 + β · Z4

1

Yd = β · Z4
1 · Zd + Xd · (α · Zd + Y 2

1 + β · Z4
1 )

(6)

In Table 5, the number of field operations required for the affine, Standard, Jacobean
and López & Dahab coordinate systems are provided. In the table the symbols M, S,
A and I denote field multiplication, squaring, addition and inversion respectively.

Table 5. Comparison of Projective Point Systems

System Point Addition Point Doubling

Affine 2M + 1S + 8A + 1I 3M + 2S + 4A + 1I
Standard 13M + 1S + 7A 7M + 5S + 4A
Jacobian 11M + 4S + 7A 5M + 5S + 4A

López & Dahab 10M + 4S + 8A 5M + 5S + 4A

The projective coordinate system defined by López and Dahab will be used since
it offers the best performance for both point addition and point doubling.

4.2. Scalar Multiplication using Recoded Integers

The binary expansion of an integer k is written as k =
∑l−1

i=0 ki2i where ki ∈
{0, 1}. For the case of elliptic curve scalar multiplication the length l is approximately
equal to m, the degree of the extension field. Assuming an average Hamming weight,
a scalar multiplication will require approximately l/2 point additions and l − 1 point
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doubles. Several recoding methods have been proposed which in effect reduce the
number of additions. In this section two methods are discussed, namely NAF [9, 29]
and τ -adic NAF [16, 29].

Scalar Multiplication using Binary NAF: The symbols in the binary expansion are
selected from the set {0, 1}. If this set is increased to {0, 1,−1} the expansion is
referred to as signed binary (SB) representation. When using this representation, the
double and add scalar multiplication method must be slightly modified to handle the
−1 symbol (often denoted as 1̄). If the expansion k′

l−12
l−1 + · · · + k′

12 + k′
0 where

k′
i ∈ {0, 1, 1̄} is denoted by (k′

l−1, . . . , k
′
1, k

′
0)SB , thenAlgorithm 6 computes the scalar

multiple of point P . The negative of the point (x, y) is (x, x+ y) and can be computed

Algorithm 6. Scalar Multiplication for Signed Binary Representation

Input: Integer k = (k′
l−1, k

′
l−2, . . . , k

′
1, k

′
0)SB, Point P

Output: Point Q = kP

Q ← O;

if (k′
l−1 �= 0) then

Q ← k′
l−1P ;

for i = l − 2 downto 0 do

Q ← DOUBLE(Q);

if (k′
i �= 0) then

Q ← ADD(Q, k′
iP );

with a single field addition. The signed binary representation is redundant in the sense
that any given integer has more than one possible representation. For example, 17 can
be represented by (1001)SB as well as (1011̄)SB.

Interest here is in a particular form of this signed binary representation called NAF
or non-adjacent form. A signed binary integer is said to be in NAF if there are no
adjacent non-zero symbols. The NAF of an integer is unique and it is guaranteed to
be no more than one symbol longer than the corresponding binary expansion. The
primary advantage gained from NAF is its reduced number of non-zero symbols. The
average Hamming weight of a NAF is approximately l/3 [29] compared to that of the
binary expansion which is l/2. As a result, the running time of elliptic curve scalar
multiplication when using binary NAF is reduced to (l + 1)/3 point additions and l
point doubles. This represents a significant reduction in run time.



24 JONATHAN LUTZ and M. ANWARUL HASAN

In [29], Solinas provides a straightforward method for computing the NAF of an
integer. This method is given here in Algorithm 7.

Algorithm 7. Generation of Binary NAF

Input: Positive integer k

Output: k′ = NAF(k)

i ← 0;

while (k > 0) do

if (k ≡ 1 (mod 2)) then

k′
i ← 2 − (k mod 4);

k ← k − k′
i;

else

k′
i ← 0;

k ← k/2;

i ← i + 1;

Scalar Multiplication using τ -NAF: Anomalous Binary Curves (ABC’s), first pro-
posed for cryptographic use in [16], provide an efficient implementation when the scalar
is represented as a complex algebraic number. ABC’s, often referred to as the Koblitz
curves, are defined by

y2 + xy = x3 + αx2 + 1 (7)

with α = 0 or α = 1. The advantage provided by the Koblitz curves is that the DOUBLE
operation in Algorithm 6 can be replaced with a second operation, namely Frobenius
mapping, which is easier to perform.

If point (x, y) is on a Koblitz curve then it can be easily checked that (x2, y2) is also
on the same curve. Moreover, these two points are related by the following Frobenius
mapping

τ(x, y) = (x2, y2)

where τ satisfies the quadratic equation

τ2 + 2 = µτ. (8)

In (8), µ = (−1)1−α and α is the curve parameter in (7) and is 0 or 1 for the Koblitz
curves.
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The integer k can be represented with radix τ using signed representation. In this
case, the expansion is written

k = κl−1τ
l−1 + · · ·κ1τ + κ0,

where κi ∈ {0, 1, 1̄}. Using this representation, Algorithm 6 can be rewritten, replacing
the DOUBLE(Q) operation with τQ or a Frobenius mapping of Q. The modified
algorithm is shown in Algorithm 8. Since τQ is computed by squaring the coordinates
of Q, this suggests a possible speed up over the DOUBLE and ADD method.

Algorithm 8. Scalar Multiplication for τ -adic Integers

Input: Integer k = (κl−1, κl−2, . . . , κ1, κ0)τ , Point P

Output: Point Q = kP

Q ← O;

if (κl−1 �= 0) then

Q ← κl−1P ;

for i = l − 2 downto 0 do

Q ← τQ;

if (κi �= 0) then

Q ← ADD(Q, κiP );

This complex representation of the integer can be improved further by computing
its non-adjacent form. Solinas proved the existence of such a representation in [29] by
providing an algorithm which computes the τ -adic non-adjacent form or τ -NAF of an
integer. This algorithm is provided here in Algorithm 9. In most cases, the input to
Algorithm 9 will be a binary integer, say k (i.e. r0 = k and r1 = 0). If k has length l
then TNAF(k) will have length 2l, roughly twice the length of NAF(k).

The length of the representation generated by Algorithm 9 can be reduced by either
preprocessing the integer k, as is done in [29], or by post processing the result. A method
for post processing the output of Algorithm 9 is presented here.

Remember that τ(x, y) = (x2, y2). Since z2m

= z for all z ∈GF(2m), it follows
that

τm(x, y) = (x2m

, y2m

) = (x, y).

This relation gives us the general equality

(τm − 1)P ≡ 0
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Algorithm 9. Generation of τ -adic NAF

Input: r0 + r1τ where r0, r1 ∈ Z

Output: u =TNAF(r0 + r1τ )

i ← 0;

while (r0 �= 0 or r1 �= 0) do

if (r0 ≡ 1 (mod 2)) then

ui ← 2 − (r0 − 2r1 mod 4);

r0 ← r0 − ui;

else

ui ← 0;

t ← r0;

r0 ← r1 + µr0/2;

r1 ← −t/2;

i ← i + 1;

where P is a point on a Koblitz curve. As a result, any integer k expressed with radix τ
can be reduced modulo τm−1 without changing the scalar multiple kP . This reduction
is performed easily with a few polynomial additions. Consider the τ -adic integer

u = u2m−1τ
2m−1 + · · · + um+1τ

m+1 + umτm + um−1τ
m−1 + · · · + u1τ + u0.

Factoring out τm wherever possible, the result is

u = (u2m−1τ
m−1 + · · · + um+1τ + um)τm

+(um−1τ
m−1 + · · · + u1τ + u0)

Substituting τm with 1 and combining terms results in

u = ((u2m−1 + um−1)τm−1 + · · · + (um+1 + u1)τ + (um + u0).

The output of Algorithm 9 is approximately twice the length of the input but may
be slightly larger. Assuming the length of the input to be approximately m symbols,
the reduction method must be capable of reducing τ -adic integers with length slightly
greater 2m. Algorithm 10 describes this method for reduction.
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Algorithm 10. Reduction mod τm

Input: u = ul−1τ
l−1 + · · · + u1τ + u0 with m ≤ l < 3m

Output: v =REDUCE TM(u)

v ← 0;

if (l > 2m) then

v ← (ul−1τ
l−2m−1 + · · · + u2m+1τ + u2m);

if (l > m) then

v ← v + (u2m−1τ
m−1 + · · · + um+1τ + um);

v ← v + (um−1τ
m−1 + · · · + u1τ + u0);

Now the result of Algorithm 10 has length m but is no longer in τ -adic NAF form.
There may be adjacent non-zero symbols and the symbols are not restricted to the set
{0, 1, 1̄}.

The input of Algorithm 9 is of the form r0 + r1τ where r0, r1 ∈ Z. The output is
the τ -adic representation of the input. For v ∈ Z[τ ] we can write

v = vm−1τ
m−1 + · · · + v2τ

2 + v1τ + v0

= vm−1τ
m−1 + · · · + v2τ

2 + TNAF(v1τ + v0)

Now the two least significant symbols of v are in τ -adic NAF. Repeating this procedure
for every bit in v the entire string can be converted to τ -adic NAF. This process is
described in Algorithm 11.

The output of Algorithm 11 is in τ -adic NAF and has a length of approximately m
symbols. If the result is larger than m symbols, it is possible to repeat Algorithms 10
and 11 to further reduce the length. Algorithms 9, 10 and 11 have been implemented in
C and were used to generate test vectors for the prototype discussed later in this section.
During testing, it was found that a single pass of these algorithms generates a τ -adic
representation with average length of m and a maximum length of m + 5.

Like radix 2 NAF the τ -adic NAF uses the symbol set {1, 0, 1̄} and has an average
Hamming weight of approximately l/3 for an l-bit integer [29]. So Algorithm 8 has a
running time of l/3 point additions and l − 1 Frobenius mappings.

Summary and Analysis: A point addition using López & Dahab’s projective coor-
dinates requires ten field multiplications, four field squarings and eight field additions.
A point double requires five field multiplications, five field squarings and four field
additions. Using this information, the run time for scalar multiplication can be written
in terms of field operations. Typically scalar multiplication is measured in terms of field
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Algorithm 11. Regeneration of τ -adic NAF

Input: v = vm−1τ
m−1 + · · · + v1τ + v0

Output: w =REGEN TNAF(v)

w ← v;

i ← 0;

while (wj �= 0 for some j ≥ i) do

if (wi == 0) then

i ← i + 1;

else

t0 ← wi;

t1 ← wi+1;

wi ← 0;

wi+1 ← 0;

w ← w+TNAF(t1τ + t0);

i ← i + 1;

multiplications, inversions and squarings, ignoring the cost of addition. In the case of
this architecture, field multiplication and squaring are completed quickly enough that
the cost of field addition becomes significant. The run times using binary, binary NAF
and τ -adic NAF representations are shown in Table 6. These values are based on the
curve addition and doubling equations defined in (5) and (6) assuming arbitrary curve
parameters α and β and the average Hamming weights discussed in the previous sec-
tions. For the case of τ -NAF, a Frobenius mapping is assumed to require three squaring
operations. The symbols M, S, A and I correspond to field multiplication, squaring,
addition and inversion respectively. In each case it is assumed that the length of the
integer is approximately equal to m.

5. A CO-PROCESSORARCHITECTURE FOR ECC SCALAR MULTIPLICATION

In the recent past, several articles have proposed various hardware architectures/
accelerators for ECC. These elliptic curve cryptographic accelerators can be categorized
into three functional groups. They are
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Table 6. Cost of Scalar Multiplication in terms of Field Operations

Generic m m = 163

Binary (10M + 7S + 8A)m + I 1630M + 1141S + 1304A + I
NAF ( 25

3
M + 19

3
S + 20

3
A)m + I 1359M + 1033S + 1087A + I

τ -NAF ( 10
3

M + 13
3

S + 8
3
A)m + I 544M + 706S + 435A + I

1. Accelerators which use general purpose processors to implement curve oper-
ations but implement the finite field operations using hardware. References
[2] and [30] are examples of this. Both of these implementations support the
composite field GF(2155).

2. Accelerators which perform both the curve and field operations in hardware
but use a small field size such as GF(253). Architectures of this type include
those proposed in [28] and [8]. In [28], a processor for the field GF(2168) is
synthesized, but not implemented. Both works discuss methods to extend their
implementation to a larger field size but do not actually do so.

3. Accelerators which perform both curve and field operations in hardware and use
fields of cryptographic strength such as GF(2163). Processors in this category
include [3, 10, 17, 25, 27].

The work discussed in this section falls into category three. The architectures pro-
posed in [25] and [27] were the first reported cryptographic strength elliptic curve
co-processors. Montgomery scalar multiplication with an LSD multiplier was used
in [27]. In [25] a new field multiplier is developed and demonstrated in an elliptic
curve scalar multiplier. In both [17] and [3] parameterized module generation is dis-
cussed. To the best of our knowledge the architecture proposed in [10] offers the fastest
scalar multiplication using FPGA technology at 0.144 milliseconds. This architecture
uses Montgomery scalar multiplication with López and Dahab’s projective coordinates.
They use a shift and add field multiplier but also compare LSD and Karatsuba multi-
pliers.

This section describes a hardware architecture for elliptic curve scalar multiplica-
tion. The architecture uses projective coordinates and is optimized for scalar multipli-
cation over the Koblitz curves using the arithmetic routines discussed in Section 3 to
perform the field arithmetic.

5.1. Co-processor Architecture

The architecture, which is detailed in this section, consists of several finite field
arithmetic units, field element storage and control logic. All logic related to finite field
arithmetic is optimized for specific field size and reduction polynomial. Internal curve
computations are performed using López & Dahab’s projective coordinate system.
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While generic curves are supported, the architecture is optimized specifically for the
special Koblitz curves.

The processor’s architecture consists of the data path and two levels of control.
The lower level of control is composed of a micro-sequencer which holds the routines
required for curve arithmetic such as DOUBLE and ADD. The top level control is im-
plemented using a state machine which parses the scalar and invokes the appropriate
routines in the lower level control. This hierarchical control is shown in Figure 7.

Figure 7. Co-Processor’s Hierarchical Control Path

Co-processor Data Path

The data path of the co-processor consists of three finite field arithmetic units as
well as space for operand storage. The arithmetic units include a multiplier, adder,
and squaring unit. Each of these are optimized for a specific field and corresponding
field polynomial. In an attempt to minimize time lost to data movement, the adder and
multiplier are equipped with dual input ports which allow both operands to be loaded
at the same time (the squaring unit requires a single operand and cannot benefit from
an extra input bus). Similarly, the field element storage has two output ports used to
supply data to the finite field units. In addition to providing field element storage, the
storage unit provides the connection between the internal m-bit data path and the 32-bit
external world. Figure 8 shows how the arithmetic units are connected to the storage
unit.

The internal m-bit busses connecting the storage and arithmetic units are controlled
to perform sequences of field operations. In this way the underlying curve operations
DOUBLE and ADD as well as field inversion are performed.

Field Element Storage: The field element storage unit provides storage for curve
points and parameters as well as temporary values. Parameters required to perform
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Figure 8. Co-Processor Data-Path

elliptic curve scalar multiplication include the field elements α and β and coordinates
of the base point P . Storage will also be required for the coordinates of the scalar
multiple Q. The point addition routine developed for this design also requires four
temporary storage locations for intermediate values. Figure 9 shows how the storage
space is organized.

Figure 9. Field Element Storage

The top eight field element storage locations are implemented using 32-bit dual-
port RAMs generated by the Xilinx Coregen tool and the bottom three storage locations2

2 These locations are shaded gray in Figures 9 and 10.
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are made of register files with 32-bit register widths. The dual 32-bit/m-bit interface
support is achieved by instantiating � m

32� dual-port storage blocks (either memories
or register files) with 32-bit word widths as shown in Figure 10. The figure assumes
m = 163. If the 32-bit storage locations in Figure 10 are viewed as a matrix then the
rows of the matrix hold the m-bit field words. Each 32-bit location is accessible by
the 32-bit interface and each m-bit location is accessible by the m-bit interface. For
simplicity sake the field elements are aligned at 32 byte boundaries.

Figure 10. 32-bit/163-bit Address Map

Computation of τQ: In addition to providing storage, the registers in the bottom three
m-bit locations are capable of squaring the resident field element. This is accomplished
by connecting the logic required for squaring directly to the output of the storage register.
The squared result is then muxed in to the input of the storage register and is activated
with an enable signal. Figure 11 provides a diagram of this connection. This allows the
squaring operations required to compute τQ to be performed in parallel. Furthermore,
it eliminates the data movement otherwise required if the squaring unit were to be
loaded and unloaded for each coordinate of Q. This provides significant performance
improvement when using Koblitz curves.

The Micro-sequencer

The micro-sequencer controls the data movement between the field element storage
and the finite field arithmetic units. In addition to the fundamental load and store
operations, it supports control instructions such as jump and branch. The following list
briefly summarizes the instruction set supported by the micro-sequencer.

ld: Load operand(s) from storage location into specified field arithmetic unit.

st: Store result from field arithmetic unit into specified storage location.

j: Jump to specified address in the micro-sequencer.
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Figure 11. Efficient Frobenius Mapping

jr: Jump to specified micro-sequencer address and push current address onto
the program counter stack.

ret: Return to micro-sequencer address. The address is supplied by the program
counter stack.

bne: Branch if the last field elements loaded into the ALU are NOT equal.

nop: Increment program counter but do nothing.

set: Set internal counter to specified value.

rsq: Resquares the contents of the squaring unit.

dbnz: Decrement internal counter and branch if the new value of the counter is
zero. This opcode also causes the contents of the squaring unit to be resquared.

A two-pass perl assembler was developed to generate the micro-sequencer bit
code. The assembler accepts multiple input files with linked addresses and merges
them into one file. This file is then used to generate the bit code. The multiple input file
support allows different versions of the ROM code to be efficiently managed. Different
implementations of the same micro-sequencer routine can be stored in different files
allowing them to be easily selected at compile time.

Micro-sequencer Routines: The micro-sequencer supports the curve arithmetic prim-
itives, field inversion as well as a few other miscellaneous routines. The list below
provides a summary of routines developed for use in the design.

POINT ADD (P, Q): Adds the elliptic curve points P and Q where P is repre-
sented in affine coordinates and Q is represented using projective coordinates.
The result is given in projective coordinates.
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POINT SUB (P, Q): Computes the difference Q − P . P is represented using
affine coordinates and Q is represented using projective coordinates. The result
is given in projective coordinates. This routine calls the POINT ADD routine.

POINT DBL (Q): Doubles the elliptic curve point Q. Both Q and the result
are in projective coordinates.

INVERT (X): Computes the inverse of the finite field element X .

CONVERT (Q): Computes the affine coordinates of an elliptic curve point Q
given the point’s projective coordinates. This routine calls theINVERT routine.

COPY P2Q (P , Q): Copies the x and y coordinates of point P to the x and y
coordinates of point Q. The z coordinate of point Q is set to 1.

COPY MP2Q (P , Q): Computes the x and y coordinates of point −P and copies
them to the x and y coordinates of point Q. The z coordinate of point Q is set
to 1.

Several versions of the POINT ADD routine have been developed. The most
generic one supports any curve over the field GF(2m). In this version, the values
of α and β are used when computing the sum of two points. This curve also checks
if Q �= P , Q �= −P and Q �= O. The second version of the point addition routine
is optimized for a Koblitz curve by assuming α and β are equal to the NIST recom-
mended values. The number of field multiplications required to compute the addition
of two points is reduced from 10 to 9. The third version of the routine is optimized
for a Koblitz curve and also forgoes the checks of point Q. If the base point P has a
large prime order and the integer k is less than this order3, it will never be the case that
Q = ±P or Q = O. This final version of the routine is the fastest of the three routines
and is the one used to achieve the results reported at the end of the section.

Top Level Control

The routines listed above along with the POINT FRB(Q) operation are invoked
by the top level state machine. The POINT FRB(Q) routine computes the Frobenius
map of the point Q. This operation is not as complex as the other operations and is not
implemented in the micro-sequencer. It is invoked by the top level state machine all
the same.

The state machine parses the scalar k and calls the routines as needed. Since
integers in NAF and τ -NAF require use of the symbol −1 (denoted 1̄), the scalar
requires more than just an m-bit register for storage. In the implementation given here,
each symbol in the scalar is represented using two bits; one for the magnitude and one
for the sign. Table 7 provides the corresponding representation. For each bit ki in the
scalar k the magnitude is stored in the register k

(m)
i and the sign is stored in register

3 These are fair assumptions since the security of the ECC implementation relies on these properties.
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Table 7. Representation of the Scalar k

Symbol Magnitude Sign

0 0 -

1 1 0

1̄ 1 1

k
(s)
i . Table 8 provides example representations for integers in binary form, NAF, and

τ -adic NAF using m = 8.

Table 8. Example Representations of the Scalar

k k(m) k(s)

(01001100)2 (01001100)2 (00000000)2

(01001̄010)NAF (01001010)2 (00001000)2

(01001̄010)τ−NAF (01001010)2 (00001000)2

The top level state machine is designed to support binary, NAF and τ -adic NAF
representations of the scalar. This effectively requires the state machine to perform
Algorithms 3, 6 and 8. By taking advantage of the similarities between these algorithms,
the top level state machine can perform this task with the addition of a single mode.
This is shown in Algorithm 12. The algorithm is written in terms of the underlying
curve and field primitives provided by the micro-sequencer (listed in Section 5.1).

The first step of Algorithm 12 is to search for the first non-zero bit in k(m). Once
found, either P or −P is copied to Q depending on the sign of the non-zero bit. The
while loop then iterates over all the remaining bits in the scalar performing “doubles
and adds” or “Frobenius mappings and adds” depending on the mode. Since the curve
arithmetic is performed using projective coordinates, the result must be converted to
affine coordinates at the end of computation.

Choice of Field Arithmetic Units

The use of redundant arithmetic units, specifically field multipliers, has been sug-
gested in [3] and should be considered when designing an elliptic curve scalar multiplier.
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Algorithm 12. State Machine Algorithm

Inputs: k(m) = (k(m)
l−1 , k

(m)
l−2 , . . . , k

(m)
1 , k

(m)
0 )2,

k(s) = (k(s)
l−1, k

(s)
l−2, . . . , k

(s)
1 , k

(s)
0 )2,

Point P and mode (NAF or τ -NAF)

Output: Point Q = kP

i ← l − 1;

while (k(m)
i == 0) do

k ← i − 1;

if (k(s)
i == 1) then

COPY MP2Q(P, Q);

else

COPY P2Q(P, Q);

i ← i − 1;

while (i ≥ 0) do

if (mode == τ -NAF) then

Q ← POINT FRB(Q);

else

Q ← POINT DBL(Q);

if (k(m)
i == 1) then

if (k(s)
i == 1) then

Q ← POINT SUB(Q, P );

else

Q ← POINT ADD(Q, P );

i ← i − 1

Q ← CONVERT(Q);
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It seems the advantage provided remains purely theoretical. This can be seen by exam-
ining the top performing ECC multipliers in [10] and [27], both of which use a single
field multiplier. Reasons for doing the same for this ECC accelerator are twofold. (1)
One of the limiting factors for the performance of the design is data movement. As
shown in Figures 12 and 13 the bus usage for point addition and point doubling is very
high (83% and 80% respectively). If another multiplier is added to the design there
may not be enough free bus cycles to capitalize on the extra computational power. For
the field GF(2163), the multiplier computes a product in four clock cycles and requires
three cycles to load and unload the unit. If a second multiplier is added, then two
multiplications can be completed in four cycles but six cycles are required to unload
the multiplier. (2) Many of the multiplications in point addition and point doubling
are dependent on each other and must be performed in sequence. For this reason, the
second multiplier may sit idle much of the time. The combination of these observations
seems to argue against the use of multiple field multiplication units in the design.

5.2. FPGA Prototype

A prototype of the architecture has been implemented for the field GF(2163) using
the NIST recommended field polynomial. The design was coded using Verilog HDL
and synthesized using Synopsys FPGA Compiler II. Xilinx’ Foundation software was
used to place, route and time the netlist. The prototype was designed to run at 66 MHz
on a Xilinx’ Virtex 2000E FPGA.

The resulting design was verified on the Rapid Prototyping Platform (RPP) pro-
vided by Canadian Microelectronics Corporation (CMC) [5, 6]. The hardware/software
system includes anARM Integrator/LM-XCV600E+ (board with aVirtex 2000E FPGA)
and an ARM Integrator/ARM7TDMI (board with an ARM7 core) connected by the
ARM Integrator/AP board. The design was connected to an AHB slave interface which
made it directly accessible by the ARM7 core. Stimulated by compiled C-code, the
core read from and wrote to the prototype. The Integrator/AP’s system clock had a
maximum frequency of 50 MHz. In order to run our design at 66 MHz it was necessary
to use the oscillator generated clock provided with the Integrator/LM-SCV600E+. The
data headed to and coming from the design was passed across the two clock domains.

5.3. Results

Table 9 shows the performance in clock cycles of the prototypes field and curve
operations. These values were gathered using a field multiplier digit size of g = 41.

Note that the multiple instantiations of the squaring logic allow for the Frobenius
mapping of a projective point to be completed in a single cycle. This significantly
improves the performance of scalar multiplication when using the Koblitz curves.

The prototype of the scalar multiplier has been implemented using several digit
sizes in the field multiplier. Table 10 reports the area consumption and resulting
performance of the architecture given the different digit sizes. Table 11
provides a comparison of published performance results for scalar multiplication.
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Table 9. Performance of Field and Curve Operations

Operation # Cycles
(g = 41)

Point Addition 79

Point Subtraction 87

Point Double 68

Frobenius Mapping 1

Table 10. Performance and Cost Results for Scalar Multiplication

Multiplier
Digit # LUTs # FFs Binary NAF τ -NAF
Size (ms) (ms) (ms)

g = 4 6,144 1,930 1.107 0.939 0.351

g = 14 7,362 1,930 0.446 0.386 0.135

g = 19 7,872 1,930 0.378 0.329 0.113

g = 28 8,838 1,930 0.309 0.272 0.090

g = 33 9,329 1,930 0.286 0.252 0.083

g = 41 10,017 1,930 0.264 0.233 0.075

Table 11. Comparison of Published Results

Implementation Field FPGA Scalar Mult. (ms)

S. Okada et. al. [25] GF(2163) Altera EPF10K250 45

Leong & Leung [17] GF(2155) Xilinx XCV1000 8.3

M. Bednara et. al. [3] GF(2191) Xilinx XCV1000 0.27

Orlando & Paar [27] GF(2167) Xilinx XCV400E 0.210

N. Gura et. al. [10] GF(2163) Xilinx XCV2000E 0.144

Our design (g = 14) GF(2163) Xilinx XCV2000E 0.135

Our design (g = 41) GF(2163) Xilinx XCV2000E 0.075
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The performance of 0.144 ms reported in [10] is the fastest reported scalar multiplication
using FPGA technology. The design presented in this report provides almost double
(0.075 ms) the performance for the specific case of Koblitz curves.

The co-processor discussed in this chapter requires approximately half the CLBs
used in the co-processor of [10] using the same FPGA. It must be noted that the co-
processor presented in [10] is robust in that it supports all fields up to GF(2256). In
applications where support for a only single field size is required it is overkill to support
elliptic curves over many fields. In scenarios such as this, this new elliptic curve co-
processor offers an improved cost effective solution.

6. CONCLUDING REMARKS

In this chapter, the development of an elliptic curve cryptographic co-processor
has been discussed. The co-processor takes advantage of multiplication and squaring
arithmetic units which are based on the look-up table-based multiplication algorithm
proposed in [11]. Field elements are represented with respect to the polynomial ba-
sis. While the base point and resulting scalar are given in affine coordinates, internal
arithmetic is performed using projective coordinates. This choice of coordinate system
allows the scalar multiple of a point to be computed with a single field inversion allevi-
ating the need for a highly efficient inversion method. The processor was designed to
support signed, unsigned and τ -NAF integer representation. All curves over a specific
field are supported, but the architecture is optimized specifically for the Koblitz curves.
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Use of encryption for secure communication plays an important role in building applications
in mobile computing environments. With the emergence of more and more heterogeneous
devices and diverse networks, it is difficult, if not impossible, to use a one-size-fits-all en-
cryption algorithm that always has the best performance in such a dynamic environment.
We envision that the only way to accelerate the deployment of encryption algorithms is
providing a flexible adaptation of choosing an appropriate encryption algorithm from mul-
tiple diverse algorithms according to the characteristics of heterogeneous mobile computing
environments.

Based on the Fractal framework [1], we propose and implement an adaptive encryption
protocol, which can dynamically choose a proper encryption algorithm based on application-
specific requirements and device configurations. Performance evaluation results show that
in the divergent environment with different devices and applications, the adaptive encryption
protocol successfully selects the best encryption algorithm from the candidate algorithms,
and minimizes the total time overhead and insures the security as well.

1. INTRODUCTION

Use of encryption for secure communication is important for building distributed
applications. With the development of computer and communication technologies,
more and more heterogeneous devices, like desktops, laptops, PocketPCs, and cellular
phones are connected to the Internet using diverse networks, like Ethernet, Wi-Fi, Blue-
tooth, 3G/4G wireless technology. On one hand, different technologies have different
characteristics. On the other hand, a heterogeneous environment makes it possible
to dynamically change between different devices and network environments. For in-
stance, a person uses a laptop with a cable modem at home, a cell phone with 3G/4G
or Bluetooth on the way to the office, a desktop with Ethernet LAN in the office and a
PDA with Wi-Fi in the meeting room. Diverse network connections and heterogeneous
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devices demand the adaptation functionality in a distributed fashion because no one-
size-fits-all single function or protocol can perform well over all these networks and
devices. Although many symmetric or asymmetric encryption algorithms have been
proposed, none of them takes the diversities of device and network into the design. It
is difficult, if not impossible, to build a one-size-fits-all encryption protocol which can
run well in the dynamic environment. The only way to accelerate the deployment of
encryption algorithms is to provide a flexible adaptation of choosing multiple diverse
algorithms.

Adaptation has been considered as a general approach to address the mismatch
problem between clients and servers [2, 3, 4, 5]. From the perspective of adaptation lo-
cations, some of them propose the in-network adaptation, such as CANS [2], Rover [3],
Odyssey [4], and Active Names [5], which focus on how to do the adaptation step by
step across an overlay path. From the network OSI model’s point of view, some of
them work in the network layer [6], which adapts the TCP/IP protocol dynamically ac-
cording to the changing situations on both ends. The Fractal framework [1], a dynamic
application level protocol adaptation approach, utilizes the mobile code technology
for protocol adaptation and leverages existing content distribution networks (CDN) for
protocol adaptors (mobile codes) deployment. The protocol adaptation in Fractal is
based on the assumption that an application protocol is composed of a series of com-
ponents, also called protocol adaptors (PAD). When a protocol needs to be adapted, the
application simply needs to add or remove some PADs into or from it. We will give a
brief introduction about the Fractal framework in Section 3.

Based on the Fractal framework, we propose and implement an adaptive encryp-
tion protocol, which dynamically chooses a proper encryption algorithm based on
application-specific requirements and device configurations. Evaluation results show
that the adaptive encryption protocol can choose the best encryption algorithm from
the candidates to minimize the total time overhead and ensure the security as well.

The rest of the chapter is organized as follows. After a brief introduction of back-
ground in Section 2, the Fractal framework and platform of the adaptive encryption
protocol are depicted in Section 3. Section 4 describes the adaptation model for the
adaptive encryption protocol. Performance evaluation and related work are described
in Section 5 and Section 6 respectively. We summarize the chapter in Section 7.

2. BACKGROUND

In the design and implementation of the adaptive encryption protocol, several
background topics are involved, such as: mobile code [7, 8], content distribution net-
work [9, 10], protocol adaptation [11, 6, 12], and encryption algorithms. In this section,
we explain the general background of each related research field.

2.1. Mobile Code

Mobile code [8] is defined as the data that can be executed as a program. The code
can be pre-compiled for immediate execution on the recipient’s processor, compiled
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upon receipt for subsequent execution or interpreted. The mobile code system has been
used to build a distributed processing environment that is flexible in the communication
abstractions it provides to applications and to enhance existing distributed applications.
For the benefit of mobile code [7], a major asset provided by code mobility is that
it enables service customization. The ability to request the remote execution of code
helps increase application server flexibility without permanently affecting the size or
complexity of the server. In Fractal we implement each protocol adaptor as a mobile
code module, which is sent and executed remotely on the client side to build a new
protocol allowing the client to talk with the application server.

2.2. Content Distribution Network

Content Distribution Networks (CDN) [10] is an intermediate layer of infrastruc-
ture between origin servers and clients. CDN can achieve scalable content delivery by
distributing load among its edgeservers, by serving client requests from edgeservers
that are close to requests, and by bypassing congested network paths. Currently CDNs
are only used to deliver Web-based content. In Fractal framework, CDN is used to
deliver protocol adaptor (PAD). If we consider the PAD as a Web-based object, most of
the current techniques in CDN can be leveraged to the delivery of PAD. Fractal frame-
work extends the utilization of CDNs from traditional Web-based content to Web-based
objects like mobile code and mobile agent.

2.3. Protocol Adaptation

Changing protocols to adapt link condition and network environment is not the
new idea, e.g., Reno and Vegas congestion control in TCP/IP protocol [13] is a kind of
adaptation. More sophisticated protocol adaptation approaches, such as STP proposed
in [6], but most of them are in the network layer which makes them hard to have
a general view of the whole system status. The problem of adapting to a changing
network environment is further complicated because changes in network conditions
are usually transparent to higher layers of the protocol stack. When higher layers, e.g.,
application layer, are aware of network variation, protocol adaptation can be done more
adaptively and intelligently. Based on these observations, Fractal works entirely in the
application layer to adapt the application protocol according to heterogeneous client
environments.

2.4. Three Symmetric-Key Encryption Algorithms

Many symmetric key encryption algorithms have been proposed. DES, AES, and
RC4 are three of the most popular shared-key encryption algorithms.

1. DES/Triple DES [14] Data Encryption Standard is addressed in FIPS PUB 46.
Data are encrypted in 64-bit blocks using a 56-bit key. DES transforms 64-bit
input in a series of steps into a 64-bit output. The same steps and the same key
are used to decrypt the data. With the development of hardware technology,
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DES shows potential vulnerability to a brute-force attack. Triple DES (3DES)
is an alternative of traditional DES algorithm. Triple DES provides a security
level of 2112, independent of the key size. National Institutes of Standards
and Technology (NIST) requires all new applications should use triple DES or
more advanced encryption algorithms, while DES is still supported for legacy
applications. DES can be broken by brute force attack because of the limited
key length. Triple DES is secure but with the computation time as three times
slower than DES. The poor performance of triple DES triggered the call for an
advanced encryption standard (AES).

2. AES [15] AES is a relatively new algorithm compared with DES. Observing
that DES is more and more out of date and 3DES is not a long term replacement
candidate for the widely used DES algorithm. NIST called a new Advanced
Encryption Standard (AES).AES is more secure than DES. It can has key length
as long as 256 bits. It also have high computation efficiency and flexibility to
be practical in a wide range of applications. The security level of AES is
2128,192,256 depending on the used key size, where the AES block sizes are
128, 192, and 256.

3. RC4 Stream Cipher [16] RC4 is a contemporary variable key-size stream cipher
with byte-oriented operations. It is based on the use of a random permutation.
Key length is in a range from 1 to 256 bytes. RC4 is easy to be implemented
even on resource-constraint devices, such as Berkeley Motes and smart cards.
Adjustment of key length can achieve a tradeoff between running speed and
security level.

There are several other symmetric algorithms have been proposed; however, we
believe these three algorithms are diverse enough to show the basic idea of adaptive
encryption in this case study.

3. PLATFORM OF THE ADAPTIVE ENCRYPTION PROTOCOL

The adaptive encryption protocol is utilized between two communication parties:
application server and client. We assume that some clients use legacy applications,
which support only old encryption algorithms, while some clients have more flexibil-
ity to choose different algorithms. Three encryption algorithms, namely DES [14],
AES [15], RC4 [16] are the candidates of encryption algorithms. The sender side
adopts the Fractal framework [1] to choose proper encryption algorithms based on their
diverse characteristics and different client applications configurations. Note that we
focus on how to choose different algorithms in the context of symmetric encryption.
The procedure to set up the symmetric key(s) is beyond the scope of this chapter. It
is very easy to set up the symmetric keys using the Diffie-Hellman [17] key exchange
mechanism.

Figure 1 shows the platform of the adaptive encryption protocol including five
components: Application server, Adaptation proxy, CDN edgeservers, Protocol adap-
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Figure 1. Platform for the adaptive encryption protocol.

tors (PADs), and Clients (e.g., desktop, laptop, PocketPC). The application server is
the application service provider. In order to provide the functionality to heteroge-
neous clients in diverse environments, the application server usually communicates
with clients through different encryption protocols. Although the application server
can talk in many different encryption protocols, the client may not have the necessary
protocol to talk with the sender. To help the client talk with the application server, the
PAD, which is a protocol adaptor, encapsulates the encryption protocol candidates into
a mobile code module and deploys them across the CDN edgeservers that locates on
the edge of the Internet. By downloading and deploying one or more PADs, the client
is then capable of starting communication with the application server using required
encryption protocols. On the sender side, we assume the application server has already
deployed all PADs in advance. An important issue for the sender is which PADs should
be used and where to find them. Close to the application server, an adaptation proxy is
set up to handle the issues about PAD negotiations. Before the initialization of commu-
nication between the sender and the client, the client has to negotiate with the adaptation
proxy to find proper PADs. The client will be asked to provide some metadata about his
environments, such as computing ability, memory space, and network configurations
to the adaptation proxy. Having these metadata, the adaptation proxy will generate the
metadata of the proper PADs for the client and send the metadata of PADs back to the
client. Inside these metadata is enough information for the client to download the PADs
from the closest edgeserver of CDNs with which the application server is associated.
Next, we will give more details about the adaptation proxy.
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3.1. Adaptation Proxy

Adaptation proxy plays an important role in the adaptive encryption protocol.
Usually it is deployed in the same administration domain as the application server and
is responsible for negotiation with the client. A general structure of the adaptation proxy
is shown in Figure 2, which includes a negotiation manager module and a distribution
manager module. Each module is running as a daemon on the adaptation proxy. Next
we will explain the structure and functionality of each module respectively.

Adaptation Proxy

AppMeta

Application
Server

DevMeta

Ntw kMetaProtocolCache

PADMeta

Negotiation Manager

Distribution Manager

Client

Adaptation Cache

PAT

Figure 2. Structure of the adaptation proxy.

Negotiation Manager As shown in Figure 2, the negotiation manager is the key in the
adaptation proxy which negotiates with the client. Some application level metadata is
needed to be transmitted between the adaptation proxy and the application server, and
between the adaptation proxy and the client to support the negotiation function. We
define these metadata formats in Figure 3. In the rest of the chapter, we will use the
acronyms in the parentheses to refer to them.

Device Metadata (DevMeta) = { Operating system type, CPU type, CPU speed, memory size }

Network Metadata (NtwkMeta) = { Network type, Network bandwidth }

PAD Metadata (PADMeta) = { PAD ID, PAD size, PAD overhead, Message digest, URL, Parent link, Child link, ... , Child link }

Application Metadata (AppMeta) = { Application ID, PADMeta 1, ... , PADMeta n}

Figure 3. Definitions of metadata.
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DevMeta and NtwkMeta, provided by clients, contain the hardware information
and the network environment of the client. The application server supplies PADMeta
to the negotiation manager, who holds the general information of each PAD. PAD ID is
a unique identification generated by the application server. PAD overhead consists of
the computing overhead at both the client side and server side, and corresponding traffic
overhead in the network. Message digest is computed using the SHA-1 [18] function
and used by clients to verify the integrity of the PAD. URL is the link to download
the PAD. Note that it is the CDN’s responsibility to find the closest edgeserver which
holds the PAD, and to redirect the request to that edgeserver. Parent link and Child
link are used to build the protocol adaptation topology in the negotiation manager.
AppMeta is comprised of Application ID, which marks different applications, and some
PADMeta, which forms a protocol adaptation topology. The application server pushes
new AppMeta to the negotiation manager when the protocol adaptation topology is first
created or changed later. Usually the protocol adaptation topology is represented by a
protocol adaptation tree (PAT) structure as shown in Figure 2 in the upper box located
in the negotiation manager. We will give more details about the PAT tree in Section 4.1.

When the negotiation manager receives a request from a client, it first checks its
adaptation cache, located in the distribution manager. The cache has entries mapping
client side information to an array of PADMeta that the client needs. Each mapping
entry is structured as follows:

{ DevMeta, Application ID, NtwkMeta } ⇒ { PADMeta 1, ... ,PADMeta n }

If the adaptation cache does not have the entry corresponding to the client side metadata,
the negotiation manager then will use a path search algorithm described in Section 4.2
to form a new entry and transfer it to the distribution manager.

Distribution Manager The distribution manager is in charge of further processing of
these PADMeta received from the negotiation manager, updating the adaptation cache,
and finally sending PADMeta back to the client. When the distribution manager receives
the PADMeta generated by the negotiation manager, it inserts message digest and URL
data into the PADMeta and hides the parent and child links since the exposure to the
client is unnecessary. After the negotiation procedure, which will be discussed in the
following section, the distribution manager will update the adaptation cache so that the
negotiation result can be directly retrieved from the cache if the same client configuration
occurs later. Finally the distribution manager will handle the network communication
details and send these PADMeta back to the client. Next we will explain the interactive
negotiation protocol.

3.2. Interactive Negotiation Protocol

An interactive negotiation protocol(INP) is proposed for the interactions among
these components, as shown in Figure 4. We assume both the client side and server side
understand the protocol definitions. The application server has pre-deployed PADs in
the application context and already pushed the AppMeta to the adaptation proxy, which
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has built a PAT inside the negotiation manager. The PADs have been distributed across
the CDNs edgeservers.

At the beginning of the negotiation, a client first checks its own protocol cache,
which contains some PADMeta saved for previous requests. If there is an entry of the
protocol cache which matches the current request, the client will directly start the appli-
cation communication with the application server. If not, the client sends INIT REQ,
which contains application request in payload, to the adaptation proxy 1 to initialize
the protocol negotiation. Each packet has an INP header segment, which is used to
maintain the interactive negotiation protocol integrity, and we will omit the details in the
INP header. The adaptation proxy then sends INIT REP as well as Cli META REQ,
having empty DevMeta and NtwkMeta to be filled by the client, to acknowledge the
request and ask some information about the client. After getting the reply, the client
gets the content of DevMeta and NtwkMeta locally by probing the system using system
calls and sends out the Cli META REP. Based on the Cli META REP, PADMeta is
computed and sent back to the client inPAD META REP by the adaptation proxy. Next,
the client updates his protocol cache and sends PAD DOWNLOAD REQ containing PAD
ID to the URL of the PAD. The CDN will automatically choose a close CDN edgeserver
and send back the PAD code in PAD DOWNLOAD REP. If multiple PADs are required,
it is not necessary that those PADs downloaded from the same edgeserver. It is up to the
CDN to manage the delivery of PADs. After the security check and PAD(s) deployment,
the client sends out the APP REQ to the application server. The APP REQ contains the
application request as well as the negotiated protocol identifications, which notify the
application server to choose the proper PADs to talk with the client. From now on the
client and the application server continue the application session using the negotiated
protocol. The formats of all message types used in INP are listed on the bottom of
Figure 4.

4. ADAPTATION MODEL OFTHEADAPTIVE ENCRYPTION PROTOCOL

Adaptation is the major function of the adaptive encryption protocol. In this sec-
tion, we will show how the adaptation model works. First, we will explain the protocol
adaptation topology, the protocol adaptation tree (PAT), which is the main data struc-
ture in the procedure of adaptation. Then we will clarify the adaptation path search
algorithm.

4.1. Protocol Adaptation Tree and Protocol Adapters

Figure 5 shows a general example of the protocol adaptation tree (PAT), which is
built by the negotiation manager based on AppMeta received from the application server.
Each node of PAT is a protocol adaptor. The child PAD is an auxiliary component of
the parent PAD. In order to run the parent PAD, one and only one of the children PADs

1 Note that the client does not have to realize the existence of the adaptation proxy. The application server
will automatically redirect the request to its corresponding adaptation proxy.
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Figure 4. The Interactive Negotiation Protocol.

must work together with the parent PAD. For example, in Figure 5, if PAD2 is the FTP
protocol, PAD7 is the TCP protocol, and PAD8 is the UDP protocol, the PAD2 can
choose either PAD7 or PAD8, but not both. It is possible that one PAD is needed by
multiple PADs, like TCP protocol is needed by both FTP and HTTP protocols. For the
purpose of maintaining the tree structure, we use a symbolic copy of the child PAD if it
is required by more than one parent PAD. For instance, in Figure 5, PAD6 is a symbolic
link of PAD7, which is needed by both PAD1 and PAD2. So in order to satisfy an
application protocol, a path should be found from the root application to one leaf, e.g.,
the path composed of PAD2 and PAD7 in the dotted line in Figure 5. The PADs along
the path forms the adaptive protocol. The PAT in the adaptive encryption protocol is
a one-level tree as shown in Figure 6 with each leaf is an encryption PAD. Key length
and size of each PAD is shown in Table 1. Next, we will explain how to select the PADs
in the adaptation path to build the adaptive encryption protocol.
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Figure 6. Protocol adaptation tree of the adaptive encryption protocol.

Table 1. The key length and size of each PAD.

PAD name 3DES-64 3DES-128 3DES-192 AES-128 AES-192 AES-256 RC4

Key Length 64 bits 128 bits 192 bits 128 bits 192 bits 256 bits 64 bits

Size 24KB 24KB 24KB 21KB 21KB 21KB 10KB
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4.2. The Adaptation Path Search Algorithm

The goal of the adaptation path search algorithm is to find certain PADs from PAT
to form an adaptation path for a client so that the overhead occurred by using the PADs
along the path, is reduced as much as possible. For more complicated PAT such as the
one in Figure 5, the Fractal framework [1] proposed an adaptation path search algorithm
to find the path efficiently. For the one-level PAT in the adaptive encryption protocol the
adaptation path search algorithm reduces to evaluate the overhead of each encryption
PAD algorithm one by one and choose the one with the least overhead.

PADtotal = PADdownload time+PADserver
comp +PADclient

comp +PADtraffic overhead
(1)

We define the total overhead of each PAD as the sum of PAD download time, server
side and client side computing time for unit data, i.e. RC4 encryption time for 1KB
data on server side and decryption time for 1KB data on client side, finally the traffic
overhead incurred by this PAD as shown in Equation 1. Since the PAD size is very
small as we can see in Table 1, large amount PAD download experiment from the three
PlanetLab nodes shows that the average download time are as close as 1 millisecond
difference. Furthermore, each PAD is at most downloaded once in the whole application
procedure. We consider the PAD download time as a constant and eliminate it from the
PAD total overhead evaluation. On the other hand, since the three PADs, 3DES, AES,
and RC4 do not change the size of the input data even with different key length, the
traffic overhead of each PAD can also be excluded. Eventually, the PAD total overhead
is simplified as Equation 2.

PADtotal = PADserver
comp + PADclient

comp (2)

Server side computing time of each PAD can be obtained proactively by testing each
PAD on the application server. In order to evaluate the client side computing time of
each PAD, running each PAD on each client configuration to get the overhead is not
a wise solution because there are so many different client configurations. Instead, we
use a linear model to estimate the overhead, which inspired by the observation that
the computing overhead of each PAD is roughly proportional to the processor speed.
As shown in the second part of the new total overhead equation 3, if the computing
overhead of a PAD on a standard processor speed, Stdcpu, i.e. 500MHz Pentium IV
in the platform, is known as the PADStd

comp, the computing overhead on the client side
can be deducted from the linear ratio of the speed of the standard processor and client
processor. However, this linear model is not so accurate because other parameters
of the system introduces error into the linear model, i.e. the operating system. We
abstract normalized ratio parameters about two key properties: processor types as A
and application types as B in the equation. Note that it is easy to introduce more
parameters if necessary, e.g., the operating system types and the network types defined
in Fractal framework [1].
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PADtotal = PADserver
comp + A × B × Stdcpu

Clicpu
× PADStd

comp (3)

Usually, the normalized ratios such as A and B are in the form of matrix, as shown in
Equation 4, to measure the performance ratios of 7 PADs on 3 kinds of processor types
and on 2 kinds of application types, legacy and new system since they have different
encryption requirements. P , D , and L represent the Intel PXA 255 processor in Pocket
PC, Pentium IV 2.0GHz processor in Desktop, and Pentium IV 3.06GHz processor in
Laptop respectively. We use the following simple example to explain the normalized
matrix.

WinCE PalmOS

WinMedia
Kinoma

(
1 ∞
∞ 1

)

The above matrix shows the impacts of two operating systems (the top line) on two
multimedia players (the left most column). The values in the matrix mean the Windows
Media works fine in the WinCE operating system (WinCE) [19] but not in PalmOS,
while Kinoma player [20] runs well in PalmOS instead of WinCE. The value of ratios
does not have to be an integer. Suppose now we are about to find the better one in terms
of the computing time from these two players on WinCE platform. We get the time
value using the linear method as, for instance, 5 sec for WinMedia and 2 sec for Kinoma.
Without the normalized matrix, Kinoma will be chosen as the better player; however,
the fact is that Kinoma can not run on WinCE at all. To get the correct result, we can
use the first column of this normalized matrix to adjust the linear results by multiplying
2 sec with ratio 1 for WinMedia and multiplying 5 sec with ratio ∞ for Kinoma. Then
the computing time of Kinoma becomes ∞, which immediately disqualifies itself.
Go back to the normalized matrix A and B, because most of the operations in these
encryption algorithms are bit operations instead of float-point operations, they have
almost same running efficiency in these client CPU types. We set all values as 1.
Different encryption requirements of applications are reflected in B. For example, the
legacy systems only use the DES algorithm while the new applications will utilize the
new encryption algorithms. Correspondingly in the normalized ratio matrix, we set the
ratio as 1 for 3DES algorithm and ∞ for others in legacy systems. In our experimental
platform, we specify the client applications on desktop as a legacy system and that on
laptop and PocketPC as a new system. This may not be always true in reality, but just
for comparison purpose in this experimental platform.
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Now for a specific incoming client with processor type i and application type j available
in metadata, the adaptation proxy will find the corresponding ratio vector(

α0(i) α1(i) . . . αn(i)
)T

, and
(

β0(j) β1(j) . . . βn(j)
)T

from A, and B
based on its processor and application types. Given that we have only a limited number
of consumer-used processors, the vector will be found with high probability. Other-
wise a similar type with close parameters will be chosen instead. After the application
session, the normalized matrix will be extended to include the new processor types.
Then the normalized ratio matrix can be formed to estimate the total time overhead of
each PAD for this new client using Equation 4. After obtaining the total time overhead
of each PAD, The adaptive encryption protocol can be decided using the reduced adap-
tation path search algorithm. For the comprehensive descriptions of total overhead,
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normalized matrix, and adaptation path search algorithm, please refer to the Fractal
framework [1].
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5. PERFORMANCE EVALUATION AND ANALYSIS

In our experimental platform, as shown in Figure 1, three kinds of client hosts,
desktop, laptop, and Pocket PC, use different message receiver applications, to connect
to the message sender and an adaptation proxy. The hardware and software configura-
tions of the servers and clients are also shown in Figure 1. The message sender has 100
messages with size as 100K bytes. We implement three encryption algorithms, 3DES,
AES and RC4 in C code as three protocol adaptors. The first two encryption algo-
rithms have three different key length settings. Key length and size of each algorithm
is shown in Table 1. We also implement an adaptation proxy connected with the ap-
plication server in the same LAN domain. Similar to the previous section. To emulate
the behavior of the real content distribution network and edgeservers, we utilize three
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nodes, in Wayne State University, New York University, and University of California
at Berkeley respectively, from PlanetLab [21] as the distributed PAD servers.

We test the total time overhead of each algorithm for desktop, laptop, and PocketPC
clients, as shown in Figure 7. Thex-axis lists different encryption algorithms, they-axis
shows the total time for each algorithm including the sender encryption time and the
receiver decryption time. In Figure 7(a), since the receiver application of the desktop is
a legacy application in our experimental setup, which accepts only DES algorithms, the
output of the adaptive path selection algorithm will set all other encryption algorithms
except DES algorithms to infinite, which is denoted as N/A in the figure. However,
for comparison purpose, we also show their corresponding computing overhead on the
same figure. As a matter of fact, although AES-class algorithms have less computing
overhead, they will not be chosen as the proper encryption algorithm for the desktop,
which runs legacy applications only. Now only 3DES algorithms are eligible candidates.
It is trivial that 3DES with 64 bits key should run faster than 3DES with 128 bits or
192 bits length key. Usually the adaptive encryption protocol will choose 3DES-64
since it has the fastest running speed with reasonable security enforcement. But this
does not prevent application from choosing 128 or 192 bits 3DES. By introducing more
adaptation parameters, like a normalized matrix for application security requirements,
more secure algorithm could be selected. We believe this is a trivial task and decide
not to be discussed in this chapter.

For the applications running on the laptop, 3DES is obviously not considered
because it is out of date (and replaced by AES algorithms) for new applications. AES-
128 which has slightly less total time overhead than other three algorithms have, as
shown in Figure 7(b), will be selected by the adaptive encryption protocol. Note that
similar to the case for desktop, other AES algorithms could also be selected for more
secure purpose by extending the total time overhead evaluation formula. Finally, in
Figure 7(c), we can see that the major part of the total time overhead is contributed
by the receiver decryption time because the hardware of PocketPC on which receiver
application executes is not as powerful as desktop or laptop hardware configurations.
Not surprising, RC4-64 is selected as the most appropriate encryption algorithm, which
is much faster than other algorithms. This is compatible with the fact that RC4 is almost
the default encryption algorithm for small resource-constraint devices. It is worth
noting that the choice made by the adaptive encryption protocol is straightforward in
this case study. However, our work is the first effort to make the choice making in a
formal way. We believe that the adaptive encryption protocol will be more useful in
complicated applications in the foreseeable future work, includes investigating more
encryption algorithms in heterogeneous environments, and applying this technique to
the distributed computer-assistant surgery application [22].

6. RELATED WORK

The adaptive encryption protocol shares its goals with some recent efforts that are
aimed at injecting functionality into application for adaptation. We categorize related
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Figure 7. A comparison of the total time overhead for different message receivers:
(a) Desktop, (b) Laptop, and (c) PocketPC.
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research into three groups as distributed adaptation, protocol adaptation, and mobile
code and mobile agent.

Distributed adaptation From the Internet topology’s point of view, adaptation
functionality can be introduced either at the end-points or distributed on intermediate
nodes. Odyssey [4], Rover [3] and InfoPyramid [23] are examples of systems that
support end point adaptation. Conductor [24] and CANS [2] provide an application
transparent adaptation framework that permits the introduction of arbitrary adaptors in
the data path between applications and end services. While these approaches provide an
extremely general adaptation mechanism, significant change to existing infrastructure is
required for their deployment. However, the adaptive encryption protocol does not have
the deployment problem for leveraging the existing CDNs technology to distributed
protocol adaptors, which are implemented using mobile code.

From the network structure’s perspective, there are two issues: whether adapta-
tion functionality is introduced at network layer with application-transparency or at
the application level with application-awareness. Systems such as transformer tun-
nels [12] and protocol boosters [11] are examples of application-transparent adaptation
efforts that work at the network level. Such systems can cope with localized changes
in network conditions but cannot adapt to behaviors that differ widely from the norm.
Moreover, their transparency hinders composability of multiple adaptations. More gen-
eral are programmable network infrastructures, such as COMET [25], which supports
flow-based adaptation, and Active Networks [26, 27], which permit special code to
be executed for each packet at each visited network element. While these approaches
are very general adaptation mechanisms, significant change to existing infrastructure
is required for their deployment. The adaptive encryption protocol overcomes this
shortcoming because it works entirely on the application level. Similar efforts also
work at the application level. The cluster-based proxies in BARWAN/ Daedalus [28],
TACC [29], and MultiSpace [30] are examples of systems where application-transparent
adaptation happens in intermediate nodes (typically a small number) in the network.
Active Services [31] extend these systems to a distributed setting by permitting a client
application to explicitly start one or more services on its behalf that can transform the
data it receives from an end service. Our work is different from other application level
approaches in the following ways: first, it is not using intermediate nodes which may
occur with deployment problems. Second it does not rely on any specific data stream
or client conditions. On the contrary, it is designed to cope with any applications and
client environments as long as one has the proper protocol adaptor.

Protocol adaptation There are some research work about the protocol adaptation.
In network level systems such as [6], in which communicating end hosts use untrusted
mobile code to remotely upgrade each other with the transport protocols that they
use to communicate. Transformer tunnels [12] and protocol boosters [11] are doing
application-transparent adaptation by tuning the network protocol according to the
change of network situations. Such systems can deal with localized changes in network
conditions but cannot react to changing environments outside the network layer. Since
the adaptive encryption protocol works at the application layer, it can maximally adapt
application level protocols which have no way to be completed in the network layer. It



60 HANPING LUFEI and WEISONG SHI

is also different from the Web browser plugins, e.g., Realplay, Flash, and so on. Plugin
is an application component which completes part of the functionality, incapable of
doing protocol adaptation. Although today some Web sites provide multiple choices of
plugins to do the similar function, they still need the client to manually select one, but
maybe not the best. The adaptive encryption protocol adapts the functionality by means
of protocol adaptation which has transparency to the client and other characteristics,
such as flexibility and extendibility, which plugins do not have.

Mobile code and mobile agent Mobile code is a good candidate for carrying a
protocol module since it has long been known as a mechanism for providing a late
binding of function to systems [32, 33, 34]. Mobile code and related technologies also
have been proposed and studied as effective means of implementing content adaptation,
protocol update, and program migration in distributed applications. In [35, 6] they
propose a system in which communicating end hosts use untrusted mobile code to
remotely upgrade each other with the transport protocols that are used to communicate.
Our work is complimentary to their work because our proposal works in the application
level. A new lightweight, component-based mobile agent system that can adapt to
diverse devices and features resource saving is proposed in [36]. In this system, mobile
code is brought in and associated execution states of an application dynamically after
migration. NWSLite [37] provides a sophisticated predicting tools for the remote code
execution offloaded from mobile client to the close server. To our best knowledge, the
adaptive encryption protocol is the first approach to use mobile code to do encryption
protocol adaptation that extends the utilization of mobile code technology.

Finally, a lot of encryption algorithms have been proposed [38], e.g., DES [14],
AES [15], and RC4 [16], however, the focus of this paper is on selecting an appropriate
encryption algorithm for a specific client configuration. Therefore, we envision our
work complements to the research of cryptography algorithms very well.

7. SUMMARY

In this chapter, an adaptive encryption protocol is proposed to benefit the applica-
tion from choosing the appropriate encryption algorithm according to dynamic client
devices and application requirements. With the emergence of more and more cryptog-
raphy algorithms, adaptation becomes a necessity because each algorithm has distinct
characteristics from others although they are for the same application purposes. For
the whole encryption algorithms family, some of them are very secure but require more
computing power, while some of them are less secure but can run on tiny resource-
constraint devices. We believe that the proposed adaptive encryption protocol makes
an initial step towards using mobile code to support the application-level encryption pro-
tocol adaptation. The adaptive encryption protocol shows great flexibility in adapting
encryption algorithms among multiple encryption algorithms in various client envi-
ronments to reduce the total overhead without sacrificing of security, and it is a very
promising approach in both conventional distributed applications and ever-increasing
resource-constraint information appliances, such as smart phones, PocketPCs, and so
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on. Furthermore, we have observed that our prediction of the PAD overhead is partially
based on the ratio between the client CPU speed and a standard CPU speed. This may
not completely reflect the real situation in which client may have one or more of the
following: (1) multiple processors, (2) multiple pipelines within in a single processor,
(3) varying cache sizes, etc. All these can affect the computation time and hence the
total delay time. Thus, it is very interesting to investigate the influence of diverse CPU
architectures and adjust the adaptation model to reflect the variation accordingly.
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Providing entity authentication and authenticated key exchange among nodes are both target
objectives in securing ad hoc networks. In this chapter, a security framework for authenti-
cation and authenticated key exchange in ad hoc networks is introduced. The framework is
applicable to general ad hoc networks and formalizes network phases, protocol stages, and
design goals. To cope with the diversity of ad hoc networks, many configuration parameters
that are crucial to the security of ad hoc networks are discussed. Special attention is paid to
the initial exchange of keys between pairs of nodes (pre-authentication) and the availability
of a trusted third party in the network. Next, several pre-authentication and authentication
models for ad hoc networks are discussed. The models can be implemented as a part of
the proposed security framework and correspond to the wide range of ad hoc network ap-
plications. Advantages and disadvantages of the models are analyzed and suitable existing
authentication and key exchange protocols are identified for each model.

1. INTRODUCTION

The number of applications that involve wireless communications among mobile
devices is rapidly growing. Many of these applications require the wireless network
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to be spontaneously formed by the participating mobile devices themselves. We call
such networks ad hoc networks. The idea of ad hoc networks is to enable connectivity
among any arbitrary group of mobile devices everywhere, at any time. We distinguish
two categories of ad hoc networks, mobile ad hoc networks (MANETs) and smart sensor
networks. Typical devices of MANETs are PDAs, laptops, cell phones, etc., and the
devices of smart sensor networks are sensors. MANETs are used at business meetings
and conferences to confidentially exchange data, at the library to access the Internet
with a laptop, and at hospitals to transfer confidential data from a medical device to a
doctor’s PDA. Sensor networks can be used for data collection, rescue missions, law
enforcement and emergency scenarios. Many more applications exist already or are
imaginable in the near future. Caused by the widespread applications, a general security
model and protocol framework for authentication and authenticated key establishment
in ad hoc networks have not been defined yet.

1.1. Ad Hoc Network Properties

To achieve the ambitious goal of providing ubiquitous connectivity, ad hoc net-
works have special properties that distinguish them from other networks. We briefly
discuss those properties in the following.

Ad hoc networks are temporary networks because they are formed to fulfill a special
purpose and cease to exist after fulfilling this purpose. Mobile devices might arbitrarily
join or leave the network at any time, thus ad hoc networks have a dynamic infrastruc-
ture. Most mobile devices use radio or infrared frequencies for their communications
which leads to a very limited transmission range. Usually the transmission range is
increased by using multi-hop routing paths. In that case a device sends its packets to
its neighbor devices, i.e. devices that are in transmission range. Those neighbor nodes
then forward the packets to their neighbors until the packets reach their destination. The
most distinguishing property of ad hoc networks is that the networks are self-organized.
All network interactions have to be executable in absence of a trusted third party (TTP),
such as the establishment of a secure channel between nodes and the initialization of
newly joining nodes. Hence, in contrast to wireless networks, ad hoc networks do
not rely on a fixed infrastructure and the accessibility of a TTP. The self-organizing
property is unique to ad hoc networks and makes implementing security protocols a
very challenging task. Another characteristics of ad hoc networks are the constrained
network devices. The constraints of ad hoc network devices are a small CPU, small
memory, small bandwidth, weak physical protection and limited battery power, as first
summarized in [23]. In most ad hoc networks all devices have similar constraints.
This property distinguishes the architecture of an ad hoc network from a client-server
structure.

1.2. Security Challenges

The special properties of ad hoc networks enable all the neat features such net-
works have to offer, but at the same time, those properties make implementing security
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protocols a very challenging task. There are four main security problems that need to
be dealt with in ad hoc networks: (1) the authentication of devices that wish to talk
to each other; (2) the secure key establishment of a session key among authenticated
devices; (3) the secure routing in multi-hop networks; and (4) the secure storage of (key)
data in the devices. Note, that once (1) and (2) are achieved, providing confidentiality
is easy. In the remainder of this article, we will focus on entity authentication and
authenticated key establishment (AAKE) protocols and their implementation issues in
ad hoc networks. Note that most security problems related to such protocols occur in
the bootstrapping phase, i.e. at the time nodes wish to securely communicate for the
very first time. We refer to this phase as the pre-authentication phase, and we define
and discuss this stage in great detail later in this chapter.

1.3. Outline

As said earlier, due to the wide range of ad hoc network applications, no general
security framework has been introduced yet. In this chapter, we introduce a security
framework for authentication and authenticated key exchange in ad hoc networks. The
framework is applicable to general ad hoc networks and formalizes network phases,
protocol stages, and design goals. To cope with the diversity of ad hoc networks,
we discuss many configuration parameters that are crucial to the security of ad hoc
networks. We pay special attention to the initial key exchange between pairs of nodes
(pre-authentication) and the availability of a TTP in the network. We then categorize
several pre-authentication and authentication models that can be implemented as a part
of the proposed security framework. The models correspond to the wide range of ad hoc
network applications and we analyze their advantages and disadvantages and identify
suitable existing authentication and key exchange protocols for each model.

The rest of this chapter is organized as follows. In Section 2, we introduce a
security framework for ad hoc networks, including network and authentication phases,
protocol stages and design goals. In Section 3, we identify some security related
configuration problems that are crucial for protocol implementations in many ad hoc
network applications. Taking all previous results into account, we categorize and
analyze a number of pre-authentication and authentication models in Section 4 and 5,
respectively. Finally, in Section 6, conclusions are drawn.

2. SECURITY FRAMEWORK

In this section, we first discuss the different network phases that occur in the
lifecycle of an ad hoc network. Then, we introduce the two authentication phases of
communicating nodes in such networks. Next, we define the protocol stages of general
AAKE protocols in ad hoc networks. At the end of this section, we summarize the
design goals all protocols that are designed for ad hoc networks should meet. All
these definitions combined form a security framework for general ad hoc networks.
The framework helps designing security solutions for ad hoc networks. In particular,
when proposing protocols for ad hoc networks, all network and authentication phases,
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protocol stages and design goals as defined in this security framework need to be
addressed.

2.1. Network Phases

We distinguish two network phases in ad hoc networks, namely the network ini-
tialization phase and the running system phase. In the first phase, the network is set
up. All nodes that are present at the network initialization phase, i.e. during the time
the network is formed, are initialized. The self-organization property of the network
is sometimes not required in this phase. For instance, a TTP might be available in the
initialization phase in order to initialize all present nodes with required data, such as
system parameters and cryptographic keys. After the initialization phase, nodes can
freely join or leave the network at any time. We refer to this as running system phase.
Ad hoc networks are generally self-organized in this phase. This follows that no TTP
or other fixed infrastructure is longer available. Consequently, current network nodes
are responsible to initialize newly joining nodes with required key material, cope with
leaving nodes and execute all other necessary administrative tasks in a self-organized
manner.

2.2. Authentication Phases

We distinguish two authentication phases for authentications among network nodes.
The first phase consist of the initial exchange of data and cryptographic key material
among a group of two or more nodes. The data can include secret or public keys,
for example. The same data is used to identify each other in all later authentications
among the same nodes. The described initial authentication phase is called imprinting
in the resurrecting duckling model [23], and initialization in the Bluetooth protocol [4].
Henceforth, we will adopt the term pre-authentication from [2]. The data that is ex-
changed in the pre-authentication phase needs to be sent over a secure channel, where
secure refers to an authentic and confidential channel for exchanging symmetric key
data, and to an authentic channel for exchanging public keys in asymmetric schemes.
Pre-authentication is not limited to the devices present at the time of the network initial-
ization phase, it also needs to be provided to subsequently joining nodes in the running
system phase. All nodes that subsequently join the ad hoc network need to be able
to securely obtain shared data and required key material from all potential commu-
nication partners. The main challenge is to provide pre-authentication in the running
system phase, even though the network environment might have changed and a TTP
is not accessible any longer. During the second phase, the authentication phase, the
nodes identify each other by using the authentic data that was exchanged in the pre-
authentication phase. These authentications are executed over an insecure channel and
need to be secured by the key material exchanged during pre-authentication.

2.3. Protocol Stages

We now consider the protocol stages of a two party AAKE protocol. The desired
AAKE protocol should first provide pairwise pre-authentication, then mutual authenti-
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cation between the same two nodes, and lastly, a secure establishment of a session key
shared between the nodes. All AAKE protocols can be executed in the running system
in an ad hoc network, i.e. after the network initialization phase. A suitable AAKE
protocol should take all ad hoc network properties and constraints into account. Note,
that the protocol design goals are defined in the next section.

A typical AAKE protocol in our security framework for ad hoc networks consists
of the following three stages:

1. Pre-Authentication
The first stage is the pre-authentication between two devices that wish to communicate
with each other at this or a later time. In this phase either a secret key or an authentic
copy of a public key are securely shared between the devices. Keys can be shared during
pre-authentication using one of the pre-authentication models that we will introduce
in Section 4. The best suited model needs to be chosen according to the particular
application.

The key data that has been exchanged or established during pre-authentication is
used in all subsequent authentications between the same nodes. Hence, the next time
the same nodes wish to securely communicate, i.e. to execute an AAKE protocol, the
nodes can skip the pre-authentication stage and directly start with the authentication.
Pre-authentication needs only to be repeated if keys are revoked or expired.

2. Authentication
In the second stage, the authentication stage, the participants mutually authenticate each
other using the key data from the pre-authentication phase. A suited authentication
protocol can be chosen out of the authentication models introduced in Section 5. The
best suited protocol needs to be chosen according to the respective application. If the
authentication of one node fails, the protocol stops and further countermeasures might
be taken, for example revoking the key of the rejected node.

3. Session Key Establishment
Upon successful mutual authentication, the nodes start establishing a session key in
the third protocol stage. Note that all session keys need to be established over an
authentic channel. Otherwise, Oscar could take over Alice’s role after her successful
authentication to Bob. To overcome this attack, the session key establishment stage
can be combined with the previous authentication stage. Again, for suitable AAKE
protocols please refer to Section 5.

2.4. Design Goals

After discussing the special properties and needs of ad hoc networks and several
of the issues that occur when implementing protocols in such networks, we now derive
the design goals that all ad hoc network protocols should meet in order to be suitable.

All protocols should only require few computational steps due to the limited battery
power of all ad hoc devices. Too many computational steps would drain the battery. For
the same reason protocols should only require few message flows. Caused by the nature
of wireless networks, the communication bandwidth is very small. If messages are too
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large, they will be split into several packets. Sending many packets contradicts with the
previous design goal, therefore small data packages are desirable. Due to the limited
computational power of ad hoc devices, preferable protocols should mainly require
cheap computations. As a general trend, the processors of most ad hoc devices, such
as PDAs, are becoming more and more powerful, and therefore heavy computations,
such as modular exponentiations, are becoming feasible. However, heavy computa-
tions require more battery power, and thus, it is important to restrict the number of
heavier computations. Based on the assumption that all ad hoc network devices have
similar constraints, suited protocol should be balanced, i.e. all devices need to perform
approximately the same number of equally heavy computations. Considering the very
limited memory space of all devices, protocols should neither require much memory
space for the protocol code itself nor for the storage of parameters and key material. As
a consequence, short code, short keys and short system parameters are desirable. When
designing protocols the consequences of data disclosure should be very restricted be-
cause ad hoc network devices and especially sensors provide only a low level of physical
protection. Once an attacker gains access to the device, he/she is usually able to obtain
the stored data, including the key material. Note that this attack is quite reasonable
since such devices cannot be protected as some servers that are locked away in secure
rooms, for instance. The protocol should be designed in a way that the disclosure of
the stored data does not compromise the entire system. Also the delectability of such
disclosures within the system needs to be examined when designing a protocol.

In addition to the previous design objectives, protocol designed for sensor networks
should be scalable to cope with the large number of sensors in the network and be fault
tolerant because sensors are very prone to failures.

3. SYSTEM CONFIGURATIONS

In this section, we identify the problems that one might encounter when imple-
menting AAKE protocols in ad hoc networks. Therefore, we consider several system
settings that occur in different applications, such as the availability of a TTP, the se-
curity of the communication channels, the constraints of the devices, the number of
participating domains, etc..

3.1. Availability of Trusted Third Party (TTP)

The availability of a TTP is crucial for a protocol implementation and one of the
new challenges of ad hoc networks. A TTP can play several roles in a network, for
instance, the TTP could be responsible to initialize devices with secret keys, issue
and distribute public keys and certificates, distribute session keys to devices that wish
to securely communicate, or help to verify the validity of certificates by providing
certificate revocation lists (CRLs). We distinguish among four different settings for the
availability of a TTP, described in the following paragraphs and illustrated in Figure 1.
The four rows in the figure correspond to the four settings, where the first column
describes the network initialization phase, the second column the event of a joining
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Figure 1. Four scenarios of TTP availabilities AV-1 – AV-4, as described in Section 3.1: (1)
during the network initialization; and (2) in the running system when (a) new nodes join or
(b) present nodes establish a secure channel, i.e execute an AAKE protocol.

node in the running system phase and the third column the event of present nodes
establishing a secure channel, i.e executing an AAKE protocol.

AV-1: TTP is always available
The case that a TTP is accessible by all network nodes at any time is generally not
considered as an option in ad hoc networks, because ad hoc networks should be self-
organized after their initialization phase. However, in the future it might be reasonable
to assume an Internet connection in some as hoc network applications, for example via
an access point. In that case, we could adopt WLAN solutions and modify them to
cope with the resource constraints and mobility of ad hoc network devices.
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AV-2: TTP is available at network initialization phase and every time a node joins
The second option comprises all scenarios where a TTP is available at the network
initialization phase and, in addition, the TTP is accessible by all nodes that subsequently
join the network. This assumption is not as restrictive as it might seem, because the
TTP does not need to be accessible by all network nodes every time a new node joins
a network. For instance, there could be applications in which nodes contact a TTP
to receive the required system parameters and keys before joining the network. The
network itself is still self-organized and the present nodes have no access to a TTP.

AV-3: TTP is available at network initialization phase
In this scenario only the nodes that were present at the time of the network initialization
phase are initialized by the TTP. Usually this is called self-organization property of the
network. The present network nodes are responsible to take over the tasks of the TTP,
such as issuing and distributing keys and/or certificates to subsequently joining nodes.

AV-4: No TTP is available at any network phase
In this scenario network nodes need to take over the tasks of the TTP during the network
initialization phase and in the running system phase. If no TTP is available at any time,
implementing security protocols such as AAKE protocols is very challenging. If we
want to implement a symmetric scheme we would need to develop a security model
in which devices can securely exchange their common keys. Whereas implementing a
public key encryption schemes would require an authentic channel to exchange public
keys without the aid of a TTP that issues keys or key credentials.

3.2. Other Configuration Parameter

There are many other implementation issues that depend on the particular ad hoc
network application. We will discuss some of those issues that could affect the imple-
mentations of security protocols.

First of all, the security of the communication channels is a crucial parameter in ad
hoc network applications. We distinguish two communication channels. One channel
to exchange the data during the pre-authentication phase and another channel for the
authentication and key establishment phases. As discussed earlier, pre-authentication
requires a secure channel among the devices to securely exchange authentic public
key data or authentic and confidential secret key data. Upon pre-authentication, all
communications can be executed over an insecure channel where the communication
is secured by the key material that was exchanged during pre-authentication. How a
secure pre-authentication or authentication channels can be established is discussed in
Section 4 and 5, respectively.

Another implementation issue is the level of resource constraints. Depending on
the computational constraints of the network devices it might be feasible or infeasible
to execute protocols requiring heavy or many computations, as required in most public
key schemes. In addition to the computational constraints, we have to consider the
communication and power constraints when designing or implementing a protocol.
Generally sensors are too constrained for implementing public key protocols.
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Hierarchical ad hoc networks haven been proposed as alternative to flat ad hoc
topologies to overcome some limitations of the latter, as for instance described in [5].
Hierarchical ad hoc networks have several layers, where each layer consists of a set of
similar devices. For instance, the lowest layer consists of the least powerful devices,
e.g. sensors, and each higher level consists of some more powerful devices, where the
top level could be the Internet. In this way, all heavy computations could be shifted from
the very constrained devices to the more powerful ones and thus asymmetric schemes
could become feasible. For this reason, the model is attractive for sensor networks. It
needs to be analyzed for particular applications if it is reasonable to assume that higher
layers can be accessed by all sensor networks at any time.

When Stajano and Anderson [23] were among the first to consider the special prop-
erties of ad hoc networks, they assumed a controller (mother duck) and several devices
that are controlled (ducklings) in all ad hoc networks. In the proposed resurrecting
duckling model, the mother duck imprints their ducklings, who, from then on, follow
their mother. In another more recent paper Messerges et. al [21] described some ap-
plications that require a controller, e.g. sensor networks used for industrial control and
building automation. In networks without a controller all nodes have similar roles and
are assumed to have similar resource constraints. Whether we have an ad hoc network
with or without controller depends on the application.

In some scenarios devices might be aware of their location and are able to provide
information about their location, such as their geographical coordinates. A simple
solution for providing the present location of mobile devices is to embed an additional
integrated chip, such as a GPS chip, in all devices. For instance, some high-end PDAs
are already equipped with GPS chips. However, there are many different systems
that provide location coordinates depending on the network range and location. The
most commonly known systems for tracking down devices are: (1) satellite navigation
systems, such as GPS, or the European equivalent Galileo; (2) systems for locating
devices inside a building using visual, ultra sonic, radio, or infrared channels; and
(3) network based positioning system, such as GSM, and WLAN. If a user knows
the location of its communication partner the data could be used to build an authentic
channel, e.g. for authentication or public key exchange. However, special equipment
for tracking devices is unnecessary if the location of devices is predictable. For instance,
in some sensor networks, the sensors have an expected location. This knowledge is
used in a location-based pairwise key establishment protocol [18], for instance.

The last system property we consider is the number of domains in our network.
All devices in one domain share the same domain parameters, such as shared keys,
that has been distributed during the network initialization, a certificate issued by the
domain’s certification authority (CA), or system parameters required for some compu-
tations. In most sensor networks, it is reasonable to assume one domain. However, in
many MANETs, devices are from different domains. Providing authentication in those
scenarios is harder to implement. Communicating parties need mechanisms to verify
the trustworthiness of devices outside their own domain and to securely agree on some
common system parameters. These compatibility issues have to be considered when
implementing an AAKE protocol.
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4. PRE-AUTHENTICATION MODELS

In this section we discuss several symmetric and asymmetric pre-authentication
models (PAMs) for providing pre-authentication in ad hoc networks. We summarize
all models for better comparison in Table 1. We reference some papers that introduced
protocols in the respective models in the second column and summarize the advantages
and disadvantages of each model in the right column.

4.1. Symmetric Solutions

When using symmetric encryption a secret must be shared among the devices
that wish to communicate. The secrets are established during the network initializa-
tion phase and the pre-authentication phase of the devices. Clearly, an authentic and
confidential channel needs to be established to ensure secure pre-authentication. The
following models describe how such a secure channel can be established.

PAM-S1. Secure Side Channel Model
In this model the secret information is exchanged over a secure side-channel during the
network initialization phase and the pre-authentication phase of the devices. How this
secure channel is established is not further specified in the model and left to be done
by the users or the administrators that implement the protocol. For instance, the IEEE
standard for wireless local area networks (WLAN) IEEE 802.11 [14] does not provide
any recommendations and information of how pre-authentication can be achieved and
assumes that pre-authentication has taken place before devices start communicating
with each other. Hence, IEEE 802.11 is a protocol standard proposed in the discussed
model.

PAM-S2. PIN Model
Protocols in this model require that passwords, PINs, or keys are manually entered in
all devices that wish to securely communicate. This can be done by an administrator
during the network initialization phase or by users as pre-authentication of their devices.
Solutions in this model do not scale well because the secret needs to be entered manually
in each device. An example for a protocol in this model is the Bluetooth protocol that
was introduced by the Bluetooth Special Interest Group (SIG) [4]. The protocol is
standardized as IEEE 802.15 [14] for wireless personal area networks (WPANs).

PAM-S3. Physical Contact Model
In this model the symmetric keys are exchanged by physical contact among the devices.
Note that the physical contact provides an authentic and confidential channel. The
requirement of physical contact among all communicating devices is be too restrictive
in some applications. A protocol in this model is introduced in [23].
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Table 1. Pre-authentication models for ad hoc networks

Model Implementation Comments∗

PAM-S1.
Secure Side-
Channel

Keys exchanged over secure side-
channel, e.g. IEEE 802.11 [14]

− secure channel not pro-
vided by system itself

PAM-S2.
PIN

PIN manually entered in all de-
vices, e.g. Bluetooth [4]

− does not scale well

PAM-S3.
Physical Contact

Key exchanged by physical con-
tact, e.g. resurrecting duckling
protocol [23]

− requires proximity of the
devices

PAM-S4.
Pairwise Key Pre-
Distribution

Sensors initialized with
subset of key pool before de-
ployed, e.g. [8]

− only one domain
− requires TTP for every
initialization

PAM-A1.
Location-Limited

Public key directly exchanged,
e.g. [2, 6]

− requires proximity of de-
vices

PAM-A2.
ID-Based

Identity used as self-
authenticated public key, e.g. [15,
12]

+ implicit
pre-authentication
− KGC is key escrow

PAM-A3.
Self-Certified Pub-
lic Key

Certificate embedded in public
key, e.g. [9]

+ implicit
pre-authentication
− no AAKE protocols

PAM-A4.
Distributed CA

CA represented by n nodes using
threshold scheme [27, 16, 19]

+ self-organized
− not efficient†

− requires many nodes

PAM-A5.
Trusted Path

PGP-like; find trusted path be-
tween two nodes, e.g. [11, 7]

+ self-organized
− not efficient
− requires many nodes

∗ “+”/“−” denote advantages and disadvantages of the model, respectively.
† Efficiency with respect to computation and communication cost.
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PAM-S4. Pairwise Key Pre-Distribution Model
Public key cryptography is not feasible in sensor networks and therefore only symmetric
schemes are applicable. The approach that all sensors share the same secret key is not
suited because once a single key is compromised the entire sensor network would be
compromised as well. Due to the weak physical protection of sensors, compromising
a single sensor and thus its stored key material is very likely. For this reason, sharing
keys in a pair-wise fashion seems to be a more reasonable approach. Since sensors
have very constrained memory, they cannot store symmetric keys of every other sensor
in the network. To overcome this constraint, the pairwise key pre-distribution model is
introduced, in which each sensor is initialized with a subset of all network keys. Note
that all sensors need to belong to the same domain. However, in most sensor network
applications, it can be assumed that a trusted authority can set-up all sensors before
they are deployed. An example of a protocol in this model is in [8].

4.2. Asymmetric Solutions

We describe several asymmetric pre-authentication models (PAM-As) in this sec-
tion. Each model provides a method to obtain an authentic copy of the public key of
a communication partner. The lack of a central CA is the main problem when imple-
menting asymmetric protocols in ad hoc networks. We distinguish four categories of
PAM-As: (1) with CA and use of certificates; (2) with CA and no use of certificates; (3)
without CA and use of certificates; and (4) without CA and no use of certificates. The
first category includes the distributed CA model; the second one includes the identity-
based model and the self-certified public key; the third category contains the trusted
path model; and the fourth contains the location-limited model.

PAM-A1. Location-Limited Model
If proximity of the ad hoc network devices is given, a secure pre-authentication channel
can be established by visual or physical contact among the communicating devices. This
secure pre-authentication channel enables the devices to directly exchange their public
keys, i.e. without the necessity of a CA and public key certificates. This model is
based on two assumptions, (1) all participants are located in the same room; and (2)
all participants trust each other a priori. The model is well suited in all scenarios that
meet those two assumptions and not applicable in any other scenario. Protocols in this
model are introduced in [2, 6]. Note that in most cases where devices can perform
physical contact implementing the physical contact model (PAM-S3) seems to be more
reasonable.

PAM-A2. Identity-Based Model
Identity (ID)-based schemes, introduced in [22], do not require any key exchange prior
to the actual authentication, because common information, such as names and email
addresses, is used as public key. Since public keys are self-authenticating, certificates
are redundant in this model. Pre-authentication is implicitly provided by the system
because the (authentic) public keys of all network devices are known prior communi-
cating. As a consequence, protocols in the identity-based model do not require any



WIRELESS NETWORK SECURITY 77

secure pre-authentication channel. This feature makes the ID-based model attractive
for ad hoc networks. ID-based schemes require a TTP that serves as key generation
center (KGC) in the network initialization phase in order to generate and distribute the
personal secret keys to all users. Drawbacks of this model are: (1) the KGC knows
the secret keys of all users; and (2) a confidential and authentic channel between the
CA and each network device is required for the securely distribution of the secret keys.
The latter problem can be eliminated by using a blinding technique as shown in [17]
and the first drawback is shown to have low impact in ad hoc networks in [13]. The
first protocol in this model is in [15], but the authors do not provide an actual AAKE
protocol and many open questions for a protocol implementation remain. Some AAKE
protocols in this model are in [12].

PAM-A3. Self-Certified Public Key Model
In this model the certificates are embedded in the public keys themselves. So-called
self-certified public keys are introduced in [9] and, other than in ID-based schemes, the
identity itself is not directly used as a key. In fact the identity is a part of the user’s
public key and signed by a CA and the users themselves. Hence, the public keys are
unpredictable and need to be exchanged prior to the communication. The authenticity
of the public keys is provided by the keys themselves, and thus we do not need a secure
pre-authentication channel. In addition, this approach helps to save some bandwidth
and memory space, because certificates do not need to be transmitted and stored. A
CA is required to generate the self-certified public keys using the devices’ public keys,
identifiers, and the CA’s master secret key as input. Protocols in this model are an
authentication protocol without key agreement and a static DH-like key agreement [9].

PAM-A4. Distributed CA Model
In the distributed CA model the power and the tasks of a CA are distributed to t network
nodes by implementing a (t, n)-threshold scheme. The idea is based on the fact that a
CA should not be represented by a single node, because nodes can be relatively easily
compromised by an adversary. In this model a group of t nodes can jointly issue and
distribute certificates. Protocols in this model might support certificate renewing and
revocation. We distinguish two cases, (1) a distributed CA with special nodes and (2)
a distributed CA without special nodes. In the first case t special nodes, that have
more computational power and that were present at the network initialization phase,
represent the CA. The special role of the server nodes contradicts with the property of
similar constrained devices as stated in our design goals. An example of a protocol that
has been proposed in this model is [27]. In the distributed CA model without special
nodes, any t network node represent the CA and can thus issue certificates. Protocols
that have been proposed in this model are [16, 19].

PAM-A5. Trusted Path Model
The trusted path model emphasizes the self-organization property which is a unique
and challenging feature of ad hoc networks. Network nodes issue and distribute their
own certificates and sign other certificates. The model assumes the existence of trust
between some nodes and generates trust between nodes in a PGP manner, i.e. by
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finding a so-called trusted path consisting of certificates between the communicating
nodes. The performance of pre-authentication highly depends on the length of the
trusted path, which is generally hard to predict. This approach is very efficient in the
set-up phase and does not require any heavy computation steps from any parties other
than the communicating ones. However, a node probably needs to verify more than
one certificate for pre-authentication. An example of a proposed protocol in this model
is [11]. This model is also applied to a group case, in which trusted subgroups search
for intersections to create a trusted path [10].

5. AUTHENTICATION MODELS

After the pre-authentication phase, the exchanged key material can be used to
enable authentication and key establishment in any of the authentication models (AMs)
described in this section. We briefly discuss some symmetric, hybrid, and asymmetric
authentication models (AM-S, AM-H, AM-A) and summarize the models in Table 2,
where we reference proposed protocols in the second column and summarize advantages
and disadvantages of the models in the right column. Please note that many more models
exist and we only present a small subset, where we limit our focus to models suitable
to ad hoc networks.

5.1. Symmetric Solutions

After successful pre-authentication has taken place in any of the previously de-
scribed symmetric pre-authentication models, we can run any symmetric AAKE pro-
tocol.

AM-S1. Challenge-response Using Symmetric Schemes
The devices can use their shared key in a challenge-response type protocol [20], in
which devices authenticate each other by demonstrating knowledge of the shared key
by encrypting a challenge.

5.2. Hybrid Solutions

Some ad hoc network solutions combine symmetric and asymmetric crypto schemes
to provide entity authentication and optionally key establishment after pre-authentication
phase has taken place in any of the presented pre-authentication models.

AM-H1. Password Model
Depending on the available memory size and the way the secret is exchanged, it might
be desirable to share a short password instead of a long secret key. Note that such pass-
words are weak secret keys. Due to their shortness, passwords are prone to brute-force
attacks, where user-friendly passwords are also prone to off-line dictionary-attacks.
The password needs to be securely exchanged by one of the PAM-S discussed in Sec-
tion 4.1. AAKE protocols in the password model combine a weak password and an
asymmetric scheme to obtain a strong shared key and are called password-authenticated
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Table 2. Authentication models for ad hoc networks

Model Implementation Comments∗

AM-S1.
Challenge-
Response

Devices demonstrate knowledge of
shared key by encrypting a
challenge [20]

+ efficient†

− requires long and secure
shared secret

AM-H1.
Password

Shared password is used for encrypting
public keys, e.g. [3, 1]

+ requires short (memoriz-
able) password
− not efficient

AM-A1.
Challenge-
Response

Devices either decrypt a challenge that is
encrypted under their public key or sign
a challenge [20]

− not efficient

AM-A2.
Key Chain

Anchor x0 of hash chain is private key,
xn public key [24, 25, 26]

+ very efficient
− no key agreement

∗ “+”/“−” denote advantages and disadvantages of the model, respectively.
† Efficiency with respect to computation cost.

key exchange (PAKE) protocols [3]. Due to the use of asymmetric crypto schemes,
PAKE protocols require some heavy computational steps, and are thus only applicable
to ad hoc networks consisting of powerful devices that have sufficient computation
power. Examples of protocols in this model are [3] for the two-party case and [1] for
the multi-party case.

5.3. Asymmetric Solutions

We can implement any asymmetric AAKE protocol after pre-authentication has
taken place in one of the PAM-As discussed in Section 4.2.

AM-A1. Challenge-Response Using Asymmetric Schemes
Once the devices share authentic copies of their public keys they can use either these
public keys or their own private keys to prove their identities. A common method are
challenge-response type protocols [20]. The establishment of an encryption key for the
current session may be a part of the protocol as well.

AM-A2. Key Chain Model
Hash chains [20] are an asymmetric approach that is attractive for ad hoc network due
to the excellent performance. In hash chain schemes, a hash function h(·) is applied
n times to a random value x. The initial value x0 = x is the so-called anchor which
serves as the private key, whereas the last value of the hash chain xn = hn(x) serves
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as public key. Each device first computes its own hash chain, also called key chain,
then authentically exchanges xn with its communication partners in one of the pre-
authentication models described in Section 4.2. The value x0 is kept secret. A device
that is challenged by a value xi from its key chain can prove its identity by responding
with the previous value xi−1 of the chain. Only a device that knows the anchor x0 is able
to compute the required response. This scheme requires only the computation of hash
values which can be implemented very efficiently. Note that schemes implementing
key chains provide only unidirectional authentication and no key is established during
the protocol execution. Examples of the protocols in this model are [24, 25]. Note that
the protocol in [24] is broken and fixed in [26].

6. CONCLUSIONS

Authentication and authenticated key exchange are both identified as primary secu-
rity objectives in ad hoc networks. In this chapter, we introduced a security framework
for general ad hoc networks to achieve these two goals. As part of the security frame-
work we defined network phases, protocol stages, and design goals. Next, we coped
with the diversity of ad hoc network applications. Therefore, we identified crucial
configuration parameters of particular applications, that need to be taken into account
when implementing AAKE protocols in these scenarios. Here, our special focus was
on the availability of a TTP, but many other security related configuration parameters
were discussed as well. Considering all special network and device constraints, we
derived a set of design objectives for general ad hoc network protocols. Taking all
previous results into account, we finally categorized a number of pre-authentication
and authentication models based on symmetric, hybrid, and asymmetric cryptographic
schemes. The models can be implemented as a part of the security framework and they
correspond to the diversity of ad hoc network applications. We analyzed the models,
pointed out their advantages and disadvantages, and showed for which application par-
ticular models are best suited. Furthermore, we identified several previously proposed
AAKE protocols that are suitable for each model. Our results can be used as a toolbox
for designing and analyzing AAKE protocols as well as a guideline for choosing the
best suited protocol for particular ad hoc network applications.

We conclude from our analysis that some commercial ad hoc network applications
can be securely and efficiently implemented by existing symmetric solutions. The
PIN model is applicable to all PANs, in which a user can set up all of his/her devices
with one PIN or password, or an administrator is able to set up all authorized devices
in order to share network resources. The physical contact model is suitable for all
applications where people or devices, who already trust each other, are located in a
small area. Protocols in the pre-distribution scheme are suited in sensor networks
in which all sensors belong to one domain. An asymmetric approach which seems
to be suitable for mobile device-terminal connections is the exchange of public keys
over a location-limited channel. This approach could be implemented in some civil
applications, such as virtual classrooms, internet access points, and all communications
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between PDAs and laptops of different users. The approach is limited to networks with
a small number of devices that provide moderate computational power. All approaches
in the distributed CA and trusted path model are only suitable for networks with a large
number of nodes. Furthermore, we believe that these two models are not efficient in
terms of the computational and communication overhead. The identity-based and the
self-certified public key model are both promising pre-authentication models because
they do not require a secure channel. However, those models need to be further studied
and protocols have to be proposed.
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In wireless ad hoc networks, mobile peers communicate with other peers over wireless
links, without the support of preexisting infrastructures, which is an attractive form of
peer communications for certain applications. Although many enabling technologies have
progressed significantly in recent years, the highly-anticipated deployment of large-scale,
heterogeneous wireless ad hoc networks still faces considerable technical challenges, among
which achieving secure, trustworthy and dependable peer communications is a major one.
In this chapter, we promote identity-based key management, which serves as a prerequisite
for various security procedures. We first identify that peer identity plays an irreplaceable
role in wireless ad hoc networks, where autonomous peers can join or leave such systems
and change their location in these systems at any time. Next, we show that identity-based
key management schemes are effective and efficient for bootstrapping any chosen security
procedures, especially in wireless ad hoc networks where both over-the-air communica-
tion and on-board computing resources can be severely constrained. Finally, we illustrate
identity-based secure communication schemes with a security enhancement to the Dynamic
Source Routing protocol. We find that identity-based schemes are intrinsically suitable for
and practically capable of securing wireless ad hoc networks and may have great impact on
dealing with other network security issues.
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1. INTRODUCTION

With the rapid advance of miniaturized computers and radio communication tech-
nologies, wireless ad hoc networks have attracted a lot of attention from both research
communities and the industry in recent years [1, 2, 3, 4]: without relying on any preex-
isting communication and computing infrastructures, autonomous peers are envisioned
to communicate with other peers over wireless links, or to assist communications among
others when necessary. Also, mobile peers can join or leave such systems at any time;
when peers are in these systems, they can change their location at any time. This
self-organizing and adaptive form of peer communications is particularly attractive in
certain scenarios, where communication or computing infrastructures are either too
expensive to build or too fragile to maintain. Wireless ad hoc networks have found
many applications in military, commercial and consumer domains; they also have other
variants (e.g., wireless sensor networks) with various similarities.

However, the highly-anticipated deployment of large-scale, heterogeneous wireless
ad hoc networks still faces considerable technical challenges. Among them, achieving
secure, trustworthy and dependable peer communications is a major one, which can hin-
der the further development of these systems. Due to the absence of properly-protected
media and well-trusted infrastructures, and due to the reliance on unknown third-parties
to relay data, peer communications in these systems are intrinsically vulnerable to var-
ious passive and active attacks [5], which can compromise the confidentiality, integrity
and authenticity of information exchange among peers. Also, in some wireless ad hoc
networks, peers can become selfish, greedy and even tampered by adversaries, which
brings more challenges to secure the already vulnerable peer communications in these
systems.

Many efforts have been devoted to securing peer communications in wireless ad
hoc networks, and most of them are based on either symmetric-key (SKC) or public-
key cryptography (PKC) systems (see [5, 6] and the references therein). Although
these systems have successfully demonstrated their capability in securing information
infrastructures in other contexts (e.g., the Internet), many of them are found inade-
quate for wireless ad hoc networks, either due to severe communication or computing
constraints, or due to the lack of infrastructure support in such networks. One issue,
key management, is of the greatest interest [7], since it is a prerequisite for any secu-
rity procedures of publicly-known cryptographic algorithms. For example, in SKC,
shared keys or preshared secrets should be arranged for involved peers before they can
communicate; in PKC, information senders should obtain the public-key of receivers
and verify it with trusted third-parties. Pairwise keying is cumbersome in wireless ad
hoc networks of many peers with dynamic membership; public-key verification usually
relies on centralized key directories or hierarchical certificate authorities, which may
not be always available in wireless ad hoc networks. In addition, voluntary public-
key verifications may introduce a risk of denial-of-service (DoS) attacks due to the
amount of computing and communication resources involved even before the regular
communications among peers can happen.
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In this chapter, based on the latest advances in identity-based cryptography (IBC),
we prompt identity-based key management in wireless ad hoc networks. IBC is a special
form of PKC [8]. In regular PKC, an entity (or a peer in ad hoc networks) of known
identity generates a pair of public-key and private-key or obtains it from public-key
infrastructures (PKIs). The binding between the peer identity and its public-key should
be certified by trusted third-parties; otherwise, a peer can easily impersonate others by
forging their public-keys and compromise communications intended for those peers.
In IBC, such binding and verifying are unnecessary, since the public-key of a peer is
exactly its identity (or a known transformation of the identity). As far as a peer can
communicate with others by their identity, the peer can apply any security procedures
bootstrapped from identities to secure its communications with those peers. We find
that the unique features offered by IBC make identity-based key management a strong
candidate for securing peer communications in wireless ad hoc networks.

The contributions of this chapter are twofold. First, we present identity-based
key management schemes designed for bootstrapping various security procedures in
wireless ad hoc networks. We show that these schemes not only accomplish their
goals without the support of communication and security infrastructures, but also ac-
commodate dynamic peer membership for potentially a large number of mobile peers.
Also, these schemes are effective and efficient. For example, a sender-only peer has
no security overhead in terms of verifying the public-key of others or obtaining its
own private-key; a peer can send another peer some information only accessible by
the latter in the future; a compromised peer can be easily identified and excluded from
such systems. Second, we illustrate identity-based secure communication schemes
with a security enhancement to the Dynamic Source Routing (DSR) protocol, in order
to demonstrate that these schemes are intrinsically suitable for and practically capable
of securing wireless ad hoc networks. We also expect that such schemes have great
impact on dealing with other network security issues. An IBC and threshold-based
key distribution scheme is independently proposed in [9]; in contrast to a conceptual
sketch in [9], here we give a concrete design of all necessary building blocks. Although
IBC has been explored in other contexts such as IPsec, personal area networks, IPv6
neighbor discovery and grid computing [10, 11, 12, 13], our goal in this chapter is not
only to show that IBC-based schemes can support confidentiality, integrity and authen-
ticity, but also to reveal that these security properties can be achieved more effectively
and efficiently with IBC-based schemes due to the irreplaceable role of peer identity in
wireless ad hoc networks.

The remainder of this chapter is organized as follows. In Section 2, we present
a model of wireless ad hoc networks and their security requirements; we also briefly
overview identity-based cryptography and its latest advances. In Section 3, we in-
troduce identity-based key management schemes for bootstrapping and managing any
chosen security procedures in wireless ad hoc networks. In Section 4, we illustrate
identity-based secure communication schemes to ensure the confidentiality, integrity
and authenticity of information exchange among autonomous peers in these systems;
we also design a security enhancement to DSR, with focus on its route discovery and
maintenance procedures and its resistance against various attacks. Section 5 offers
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Figure 1. A wireless ad hoc network at a recreation park.

further discussion, and Section 6 reviews related work. Section 7 concludes the chapter
with directions of our future work.

2. PRELIMINARIES

2.1. Network Model

Wireless ad hoc networks are fully-distributed systems of self-organizing peers that
want to exchange information over wireless links but do not rely on any preexisting
infrastructures [1, 2, 3, 4]. Fig. 1 shows such networks in a generic format. Mobile
peers (e.g., laptop computers with wireless interfaces as filled or unfilled dots) can join
or leave such systems (depicted by a large dashed circle, e.g., a recreation park) at any
time. Only peers require keying have to pass by an offline authority regularly (e.g., a
ticketing booth within a small dotted circle). However, there are no physical barriers
around the vicinity, and peers can join or leave systems at any locations (e.g., a sender-
only peer without keying). While peers are in the system, they can remain stationary or
change their location, and keep idle or communicate with others. Also, peers can assist
communications among others if they choose to do so. Without any centralized online
authorities, peers communicate in uni- or bi-direction, single- or multi-hop, single- or
multi-path, and single- or multi-point form, or any combinations of these forms.

For a given information exchange between two peers, e.g., transferring a bulk data
of b unit amount from peer i to k that is d unit distance away in Fig. 1 (zoomed in a
dotted ellipse), i has two strategies. With the first one, i transmits b to k directly, and
consumes energy

et
i(b, d) = (t1 + t2d

n)b, (1)

where 2 ≤ n ≤ 6 is the path loss exponent, and t1 and t2 are the coefficients of distance-
independent and distance-related energy consumption, respectively. Some facts may
prevent i from adopting this strategy: i) when d > D, where D is the maximum
transmission range of i; ii) direct wireless communications of i and k may impose
strong interference on peers between i and j. With the second strategy, when there is
a third peer j that lies in between i and k, i may save energy by requesting j to relay b
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to k. Without loss of generality, assume j is d1 away from i and d2 from k. If d1 < d,
relaying b through j is preferable for i, while j has to volunteer er

j(b) = rb to receive
b, et

j(b, d2) = (t1 + t2d
n
2 )b to transmit b to k, and eo

j(b) to cover its local expenses. If

et
i(b, d) − et

i(b, d1) > er
j(b) + et

j(b, d2) + eo
j(b), (2)

relaying b through j is also preferable for the entire system, since, overall, it takes less
energy to move the same b from i to k. This relaying strategy can be applied recursively
to peers in the vicinity of i, j and k.

To enable such relayed communications, peers need to identify other peers of their
interest. There are many different naming schemes; e.g., on the Internet, nodes are
identified by their IP address or host name. Public IP addresses are location-dependent
with regard to the attachment point of addressed nodes to the global Internet routing
fabric, which is not available in wireless ad hoc networks. Although host names can
be location-invariant, they have to be mapped to IP addresses with the assistance of
a hierarchical Domain Name System (DNS), which may not be always available in
wireless ad hoc networks. Therefore, mobile peers can only be identified by their own
identity of spatial and temporal invariance. For example, peers propose their identity
when joining such systems (sender-only peers can have no identity and remain anony-
mous). To keep collision-free in the identity space, the offline authority can append a
timestamp or sequence number to the identity proposed by peers when they request key-
ing. To find a multi-hop path from one peer to another, the source peer initiates a route
discovery procedure with the source and destination peer identities. Route requests are
forwarded by neighboring peers after their identities have been appended to the request.
This process is recursive until the request reaches the destination peer, where a route
reply is sent back to the source peer by reversing the forward path identified by the
identities of forwarding peers. As we can see, peer identity plays an irreplaceable role
in enabling multi-hop communications in wireless ad hoc networks; in the next section,
we will see it also plays an important role in key management.

2.2. Security Model

With relaying, peers no longer always communicate with intended peers directly, so
they should be assisted with additional security procedures to ensure the confidentiality,
integrity and authenticity of their information exchange with intended peers. Without
any preexisting communication and security infrastructures, peers may have to deal
with unknown relaying peers without the preestablished trustworthiness.

Many security threats appear in ad hoc networks [5]. In addition to poorly-protected
communication channels open to various passive and active attacks, pairwise trust-
worthiness among all involved peers is unpractical to build and difficult to maintain,
especially when there is a large number of mobile peers joining or leaving such sys-
tems without notice. Selfish peers have the motive and excuse to corrupt relayed data
(no matter intentionally or not). Relaying peers and neighboring non-relaying peers
have the incentive to eavesdrop relayed data. Malicious or compromised peers can



88 JIANPING PAN, et al.

impersonate others to steal genuine information or inject false information into these
systems. Besides data plane attacks, there are control plan attacks (e.g., black/gray
holes [14, 15], replay attacks [16], network partitions) for specific routing protocols.
When collaborative relaying becomes profitable, greedy relaying or non-relaying peers
have a strong motive to boost their wealth improperly, by trying to cheat source, desti-
nation or other relaying peers. When there is a certain number of malicious peers, they
may collude with each other and attempt to beat the entire system (e.g., wormholes [17],
rushing attacks [18]). Our focus in this chapter is not on individual or new data plane
or control plane attacks, but on the identity-based key management schemes that can be
used to bootstrap various security procedures to defend against these and other possible
attacks.

Traditional cryptographic techniques have been used to provide certain security
properties in networks with trusted infrastructures; similar efforts were attempted in
wireless ad hoc networks. For example, source and destination peers should authenti-
cate to each other before information exchange. Also, information should be encrypted
by source peers to keep confidentiality, and be verified by destination peers to preserve
integrity. These procedures rely on either certified public-keys in PKC-based systems,
or pairwise shared-keys in SKC-based systems. If there is a trusted infrastructure (e.g.,
a generic PKI in corporate networks or a base-station in multi-hop cellular networks),
such requirements can be satisfied accordingly.

However, these techniques may not be readily applicable to wireless ad hoc net-
works. First, there is no generic PKI or central online authority in these systems that
can always be involved in communications between any pairs of mobile peers. Sec-
ond, most end-to-end communications in these systems occur in a hop-by-hop manner,
whereby unknown third-parties are required to relay packets; i.e., security proprieties
should be achieved not only at the end-to-end level, but also at the per-hop level. Finally,
some existing security procedures (e.g., electronic payment) either rely on an online
interactive authority (e.g., a bank), or are too heavy (in terms of communication and
computing complexity) for wireless ad hoc networks, within which on-board energy
constraints are normally the foremost concern.

In summary, security procedures bootstrapped by effective and efficient key man-
agement schemes, identity-based ones as we advocate, are highly desirable to ensure the
confidentiality, integrity and authenticity of information exchange among autonomous
peers in wireless ad hoc networks.

2.3. Identity-Based Cryptography

Motivated by these observations, we approach this challenge from a novel angle
and with a new tool — IBC, a special form of PKC. As shown in Fig. 2(a), in regular
PKC, the public-key should be certified, since there are no intrinsic bindings between the
public-key and the identity of an entity. Otherwise, any entities can impersonate others
with a forged public-key. To facilitate public-key certification, hierarchical certificate
authorities (CAs) are introduced, and the root CA should be trusted by everyone. This
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Figure 2. Two forms of public-key cryptography systems.

model may not be applied to wireless ad hoc networks, where neither a PKI nor a CA
hierarchy is easy to build or maintain in practice.

Unlike regular PKC, in which an entity generates its public-key and private-key
(or obtains them from PKI) and has the public-key certified by CA, in IBC, the entity
proposes a unique identity (e.g., a@b.com), which is also its public-key. A private-key
generator (PKG) extracts a corresponding private-key from the public system parame-
ters and the master-key that is only known to the PKG. The procedure is shown in
Fig. 2(b). For example, when a peer i wants to send a message m to another peer k
(see Fig. 1), m is encrypted with k’s identity idk and the system parameters; only k
can decrypt the encrypted message with its private-key pkk and the system parameters.
When k signs the receipt of m, the receipt is manipulated with pkk, and is verifiable
by everyone knowing idk. i has to know idk when communicating with k, and no one
else can compromise these procedures without knowing pkk. Also, IBC can bootstrap
symmetric cryptographic procedures by establishing a shared-key ski,k for i and k.

The concept of IBC was first introduced by Shamir in 1984 [19], and several
efficient IBC-based signature schemes had been found subsequently. However, non-
mediated IBC-based encryption (IBE) has proved to be much more challenging, and
it is relatively recent that practical IBE schemes were found [8]. The first efficient
and secure IBE scheme was given by Boneh and Franklin in 2001, which employs
Weil pairing on elliptic curves and is considered more efficient than using regular
RSA-based counterparts [20]. Its security is based on the bilinear Diffie-Hellman
problem (BDHP), which is considered secure in the random oracle model (ROM) [21].
The Boneh-Franklin (BF-IBE) scheme is semantically secure against chosen ciphertext
attacks, even when an adversary has the private-key of any entities other than the one
being attacked. Lynn extended the BF-IBE scheme to provide message authenticity
without extra computation cost; i.e., receivers can verify the identity of senders and
whether the received messages have already been tampered, even without resorting to
digital signatures [22].

Based on the latest advances in IBC and related techniques, in the next section,
we will design key management schemes to bootstrap secure communications among
identifiable peers in wireless ad hoc networks, without PKIs, CAs, key directories,
always online authorities, or manually-arranged pairwise preshared secrets among all
involved peers.
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3. KEY MANAGEMENT

3.1. System Setup

Before an IBC-powered wireless ad hoc network becomes fully functional (i.e.,
allowing peers to join the system and request keying), an offline PKG first picks a
random master-key x ∈ Zq (q is a prime and Zq is an algebraic field) and a bilinear
mapping f : G × G → Zq. f is defined on the points of an elliptic curve (as a group
G), and has the following property that for any P, Q ∈ G and for any integer a and b,

f(aP, bQ) = f(P, bQ)a = f(aP, Q)b = f(P, Q)ab. (3)

The PKG then picks a random generator P , and publishes P , xP , f and four chosen
cryptographic hash functions as the public system parameters. These hash functions,
which will be explained shortly, are used to hash an arbitrary identity (e.g., any ASCII
strings) to a point on the elliptic curve (H1), to achieve security against chosen ciphertext
attacks (H2 and H3), and to encrypt plaintext (H4), respectively. The PKG should keep
x secret, and no one else can derive x even when they have both P and xP .

A lot of offline entities (e.g., the ticketing booth of a recreation park) can assume
the role of PKG, as long as they can keep the master-key secret and extract private-keys
from the master-key for peers joining the system and requesting to be keyed. Once the
private-key is extracted, a peer has no need to communicate with the PKG (nor to keep
the PKG online), unless the peer wants to propose a new identity. Also, the offline
PKG can key peers in batch (e.g., only during normal business hours), since peers can
receive regular, encrypted information even before they request keying. Compared
with an online PKI, the offline PKG has many advantages in wireless ad hoc networks.
With a PKI, whenever a peer k joins a system, the PKI should verify the binding of
the public-key of k and its identity, and broadcast the authenticated public-key to all
existing peers, or keep the public-key in a central directory for queries from other peers.
No matter when another peer i wants to communicate with k, i has to obtain both the
identity and the public-key of k, and i should have a way of verifying the public-key.
The complexity of obtaining, verifying and managing public-keys creates considerable
overhead in energy-constrained systems that rely on radio technologies to exchange
identities, keys and data.

3.2. Peer Keying

When a peer k joins an IBC-powered wireless ad hoc network, k proposes a system-
wide unique identity idk (or the PKG appends a timestamp or sequence number to
peer identity). The PKG obtains a corresponding point Q = H1(idk) on the elliptic
curve by hashing idk, and extracts k’s private-key pkk = xQ from the master-key x.
idk can be the email address of k, concatenated with temporal or spatial properties
(e.g., a@b.com@date@site). Identity ownership should be easily verified, e.g., by
short-range encounters [23] when peers passing by the PKG or by sending a request-
to-confirm email to a@b.com. pkk is conveyed back to k in a secure, out-of-band side
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channel (e.g., through the ticketing process at a recreation park); the system parameters
are periodically broadcasted by the PKG (e.g., through public announcement). To
fight against identity theft or spoofing, the PKG should not extract private-keys more
than once for the same identity even claimed by the same entity; instead, by using
timestamp or sequence number, the entire identity space is always collision-free and
forward-secure.

The security of the entire system relies on the master-key x kept by the PKG, since
the private-key of all peers in IBC-based wireless ad hoc networks can be derived from
x. To reduce the risk of total-exposure even if the PKG is compromised and to address
the concern of key escrow for peers with a new PKG, x can be distributed in a t-of-n
manner to a group of n PKGs by applying threshold cryptography (TC) techniques [24].
With TC, k thereby derives pkk alone by combining pkt

k obtained from any t PKGt.
Unless there are more than t unknowingly-compromised or bogus PKGs, the secrecy
of all peers and their private-key are still preserved.

To support a large entity population, Gentry and Silverberg extended the BF-IBE
scheme with a hierarchical PKG structure (GS-HIBC), where a lower-level PKG inherits
the identities of its ancestors and obtains its master-key from the parent PKG [25]. In
HIBC-powered systems, peers are identified by a tuple of identities, corresponding to
their location in the PKG hierarchy, which is also their localized public-key. With
HIBC, a peer can easily roam from one ad hoc network to another, and communicate
with peers in other networks, by just knowing their identities and the system parameters
of the root PKG (not the PKG of correspondent peers). For simplicity, here we focus
on keying with a single PKG; our schemes can be extended for t-of-n or hierarchical
PKGs as well.

3.3. Key Maintenance

In identity-based schemes, the public-key of a peer is exactly its identity or a known
transformation of the identity. Hence, a peer can receive regular information encrypted
with its identity from other peers even before the peer has obtained its private-key from
the PKG. This unique feature allows asynchronous communications in wireless ad hoc
networks, where autonomous peers can be in active, idle or sleep state periodically
without global synchronization to conserve energy. Also, this feature reduces the cost
of operating the offline PKG, since peers can request keying in batch only after they
are actively and willingly involved in receiving information from other peers and when
the PKG goes online according to its own schedule. In contrast, in SKC or regular
PKC systems, peers have to establish pairwise shared-keys or obtain public-key and
private-key pairs way before any secure communications can happen; i.e., keying is
always mandatory and proactive for all peers, even if they eventually have no secure
communications throughout the validity of their keys in these systems.

Once a peer obtains its private-key extracted from its identity and the system para-
meters, the peer can decrypt received information encrypted with its identity, authenti-
cate itself to other peers, and sign outgoing messages. We will present these procedures
in detail in the next section. Also, peers can bootstrap shared-keys or derive session-
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keys from their identity-based private-keys for symmetric security procedures. Once
bootstrapped, symmetric procedures have much less overhead than their asymmetric
counterparts. Depending on the definition of peer identity, a peer, as well as the PKG,
can determine the lifetime of its private-key. For example, a peer can propose the same
identity (e.g., username) to systems with different parameters (i.e., the peer will have
different private-keys in different systems); even if its private-key is compromised in
one system, the information exposure is confined to that system. A peer can propose
an ephemeral identity (e.g., user@time); even if its private-key is compromised at a
certain time, the peer can request a new private-key with a partially-updated identity in
time portion, without totally losing its identity or forcedly leaving the system. When
necessary, a peer can proactively refresh its identity (e.g., user@date) with the PKG
and remain forward-secure even if its current private-key is captured and compromised
by adversaries. To deal with an unknown PKG, a peer can propose a temporary identity
(e.g., user@site) to a newly-encountered system, while maintaining credentials with
other well-known systems. As we mentioned, a peer can request keying with multiple
or hierarchical PKGs to reduce its exposure due to compromised PKGs, and to ease its
concern of key escrow by untrusted PKGs.

The PKG, on the other hand, can also control the validity of peer identities and
extracted private-keys. For example, a peer should have a way of proving its identity
ownership (e.g., a@b.com) or accept assigned identities (e.g., prepaid personal identi-
fication number, PIN). A peer is uniquely identified by its identity, which can be both
time and location invariant within the system. No matter how the peer changes its lo-
cation and status in the system, it solely relies on its identity to receive information and
communicate with other peers. In addition, its identity is related to its reputation (e.g.,
cooperativeness in relaying) and wealth (e.g., collected credits for its cooperation) in
the system. If a peer is found greedy and always fails to relay for other peers, this fact
can be taken into account when the peer is in need of relaying by other peers. If a peer is
found malicious, either persistently or opportunistically, the peer can be excluded from
the system by identity blacklisting or key expiring (e.g., the PKG enforces an identity
upgrade and refuses to key compromised peers). The PKG can have differentiated
policies, e.g., extracting keys of user@month for well-established or reputable peers
(e.g., a monthly pass to a recreation park) and of user@day for new or ill-behaving
peers (e.g., a one-time ticket). Certainly, the PKG can enforce a system-wide rekeying
after a long time-period by updating the master-key and the system parameters, and
peers will need to contact the PKG again to extract their new private-key.

The irreplaceable role of peer identity in wireless ad hoc networks leads to the
promotion of identity-based key management schemes in these systems. These key
management schemes can effectively and efficiently bootstrap security procedures pro-
posed in Section 4 to ensure the confidentiality, integrity and authenticity of information
exchange among peers.
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Figure 3. IBC-based encryption and decryption flows.

4. SECURE COMMUNICATIONS

4.1. Information Exchange

Encryption and decryption

Suppose that peer i wants to send a message m to peer k (see Fig. 1). i first picks
a random number σ, and obtains r = H3(σ, m). i then employs gr = f(xP, Q)r as a
session-key for m, where Q = H1(idk), and sends rP to k. Consequently, k has

gr
′
= f(rP, pkk) = f(rP, xQ) = f(P, xQ)r = gr, (4)

since f(P, xQ) = f(xP, Q) according to the bilinear pairing property of f in (3).
With this procedure, both i and k derive the same session key gr, without knowing the
secrecy of their counterpart. Other peers can learn about rP and Q, as well as P and
xP , but they cannot obtain r or x; in other words, there is no way for these peers to
obtain gr, nor can they recover the encrypted version of message m.

Fig. 3 gives a detailed illustration of the BF-IBE encryption and decryption flows.
Besides f , only hash functions and XOR operations are used, allowing these procedures
to be efficiently implemented in resource-constrained peers. Also, there are consider-
able efforts to implement pairing (e.g., Tate pairing) more efficiently in software and
hardware [26]. For a plaintext m, the ciphertext has three parts {rP, σ ⊕ H2(gr), m ⊕
H4(σ)}. When k receives a ciphertext {U, V, W}, k first recovers gr

′
from U , with

its private-key pkk, and then recovers σ′ from V , with the hashed H2(gr
′
). m′ is re-

covered from W , with the hashed H4(σ′). Finally, r′ = H3(σ′, m′) is recovered. To
verify message integrity, k compares r′P with U . If r′P == U , m′ is accepted as m;
otherwise, m′ is rejected by k.
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Authenticated encryption

If i obtains g = f(pki, H1(idk)) = f(xQi, Qk), k then has

g′ = f(H1(idi), pkk) = f(Qi, xQk) = g, (5)

since f(xQi, Qk) = f(Qi, xQk) according to (3). With this procedure, both i and k
have derived the same shared-key g, even without having any physical communications
between them. Also, k knows that only i can create such keys with its own pki. Thus, k
can be assured that the shared-key g and ciphertext W are indeed created and encrypted
by i, respectively. This scheme (IBAE) achieves authenticated encryption for messages
between i and k without relying on the digital signature of i or k on each message, which
is another advantage for energy-constrained wireless ad hoc networks, since signing
digital signatures is an expensive procedure in general.

Signed encryption

Although BF-IBE can verify whether the recovered plaintext should be accepted
or rejected, message integrity can be significantly strengthened by applying keyed-hash
message authentication code (HMAC) with shared secret (e.g., the authenticated shared-
key g), or by applying signed encryption (i.e., signcryption) in asymmetric procedures.
Libert and Quisquarter further extended the BF-IBE scheme, and proposed an identity-
based signcryption (LQ-IBSC) scheme, by combining the functionality of signature
and encryption (but with much less cost than that of a sign-then-encrypt procedure)
and offering confidentiality, authenticity, integrity and non-repudiation seamlessly [27].
Message integrity is then verified by applying the same HMAC function with the shared-
key derived from the identity of senders and the private-key of receivers, or by applying
the unsigncryption procedure in IBSC. When message confidentiality is not a concern,
Boneh, Lynn and Shacham proposed an IBC-based short signature scheme (BLS-IBS)
that is also based on Weil pairing [28]. With efficient elliptic curve cryptography
(ECC) primitives, a BLS-IBS-based signature is only about half the size of a DSA-
based signature, but still offers a similar level of security and protection, which is
also very attractive for energy-constrained wireless ad hoc networks, where shorter
signatures are always preferred.

4.2. Message Routing

With achieved secure information exchange, we can further secure the underlying
routing protocol in wireless ad hoc networks. Now, we assume that peers are collabora-
tive once they choose to do so. Designing schemes to stimulate peers to be collaborative
and compensate them if they indeed are is one of our future work items.
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Route discovery

Here, we want to secure a DSR-like reactive ad hoc routing protocol [29] with
identity-based key management. It is feasible to secure other routing protocols with the
designed security procedures [30, 31]. In DSR, when a peer i wants to send a message
m to another peer k and has no known routes to k in its route cache, i initiates a route
discovery procedure by broadcasting a route request message RREQ{idk, rn, idi}
with the identities of i and k, and a sequence number rn to suppress broadcast loops.
If a neighboring peer j has a valid route to k in its cache (e.g., {j +1, · · · , k −1, k}), j
can respond a route reply message RREP{idk, rn, idi, idj , idj+1, · · · , idk} to i with
its identity idj and the cached route; otherwise, j appends idj to i’s request message
and broadcasts the updated RREQ{idk, rn, idi, idj}. This process is recursive, until
the request message reaches k, where a route reply message will be generated and sent
back to i by reversing the forward path. With rn, peers never react on duplicated or
outdated routing messages, but can learn from bypassed messages.

Obviously, DSR-like routing schemes rely on voluntary peer collaborations, and
are highly vulnerable to false routing information corrupted or injected by malicious
peers. To fight against these attacks, routing messages should be authenticated by
their initiators and verified by their recipients. First, i authenticates its routing request
message with its private key pki, which is verifiable by all other peers knowing idi’s
identity. Similar procedures are required for peers that forward the appended request
message. When a routing reply message is generated by j or k, the initiator should
also authenticate itself and the route information. Finally, when i receives the reply
message, the authenticity of peers (e.g., j and k) among the discovered route is verified
by their identities (idj and idk). The BLS-IBS-based routing request message arriving
at k then has the format

RREQ{{{idk, rn, idi}pki
, idj}pkj

, ··, idk−1}pkk − 1 , (6)

where {·}pkj implies that the message has been authenticated by j’s private-key pkj ,
and is verifiable by j’s identity idj . En-route peer identity has to appear in routing
messages no matter whether systems are powered by IBC. The construction in (6) is
similar to that with a regular PKC; however, with IBC, there is no need to obtain the
public-key of a peer to verify its messages, which is very attractive for wireless ad hoc
networks. The routing reply message generated by k and arriving at i has the format

RREP{{{idk, rn, idi}pki , idj}pkj , · · · , idk}pkk
. (7)

If the reply message is generated by j according to its route cache, it has the following
format instead

RREP{{idk, rn, idi}pki
, idj , idj+1, · · · , idk}pkj

. (8)

With (7) and (8), i can tell whether a route to k is actually certified by k or just endorsed
by j. Hence, no peer can corrupt a relayed routing message without altering message
authenticity or revealing its identity.
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In the above route discovery procedure, all involved peers have authenticated them-
selves, so the discovered route is cacheable by all peers, which can reduce the commu-
nication cost if these peers also want to obtain the route to k or other downstream peers.
However, this procedure requires every en-route peer to sign the hash of the appended
request message, which may impose a non-negligible computing overhead in dense ad
hoc networks. An alternative is to have all en-route peers authenticate themselves only
to the request initiator i, by using a keyed hash of the appended request message with
the pairwise shared-key derived from their private-key and i’s identity. Accordingly,
(6) can be redefined in the following format

RREQ{{{idk, rn, idi}pki
, idj}ski,j

, · · · }ski,k−1 , (9)

where {·}ski,j
implies that the message is protected by an HMAC with the shared-key

ski,j defined by (5). Similarly, (7) then is redefined in the following format

RREP{{{idk, rn, idi}pki
, idj}ski,j

, ··, idk}ski,k
. (10)

By doing so, only i can verify the authenticity of all peers that appear in the discovered
route, which suggests that the route is not cacheable by peers other than i, unless they
have already established trustworthiness with downstream peers. These peers have
to initiate their own route discovery if necessary, although some heuristics can help
them verify route validity (e.g., i and k exchange data packets successfully after route
discovery).

Route Maintenance

Another procedure in DSR is route maintenance. If a peer finds that a route is
broken, it notifies the source peer with a route error message, and the source peer
initiates another route discovery if there are no alternative routes in its route cache.
Apparently, a malicious peer can abuse error report messages and mount DoS attacks.
Therefore, report messages should be authenticated by the report initiator with its
private-key and be verifiable for everyone knowing its identity (which is included in the
message, along with the sequence number and the reversed forward path). The route
error message generated by j has the format

RERR{idk, rn, idi, · · · , idj−1, idj}pkj
, (11)

or alternatively with HMAC,

RERR{idk, rn, idi, · · · , idj−1, idj}ski,j
. (12)

The source peer and other upstream peers should verify the authenticity and integrity
of the message, and update their route cache accordingly. Again, the reporting peer
has to trade off computing and communication overhead, by choosing either to sign
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the hash of the error report message, or to apply a keyed hash on the message to only
authenticate with the source peer by using their shared-key.

With identity-based key management schemes, securing information exchange and
message routing in wireless ad hoc networks becomes feasible with either asymmetric
or symmetric procedures. On the other hand, the irreplaceable role of peer identity in
these systems justifies the need and applicability of identity-based key management.

5. FURTHER DISCUSSION

5.1. Practical extensions

Identity-based key management schemes offer many attractive features that are
highly desirable in wireless ad hoc networks, in which peer identity usually is the
only means to identify autonomous and mobile peers. String-based identity can have
very rich semantics (e.g., along with the date and location information). The location-
aware identity (e.g., grid-based one) can assist location-aware routing in wireless ad
hoc networks: when a peer sends a message to another peer, the routing path for the
message is implicitly suggested by their identities. Also, a peer can propose its identity
indicating the services (e.g., email@adhoc.net) or content (movie trailer title) provided
by itself to assist resource discovery in wireless ad hoc networks. When a peer wants to
obtain a specific service or content, it securely solicits the peer identified by the service
description or the content hash.

IBC-based schemes with pairing are also very attractive for energy-constrained
wireless ad hoc networks. For example, the BF-IBE and follow-on schemes employ
bilinear pairings on elliptic curves in ECC, an approach considered much more efficient
(in terms of key size and computation complexity) than regular RSA-based PKC proce-
dures. Most operations in these schemes mainly involve hashing and bitwise XOR, and
more efficient pairing implementations in software and hardware are appearing as well.
In our secure communication schemes, we provide both asymmetric procedures (e.g.,
BLS-IBS signature) and their symmetric counterparts (HMAC), so that peers can trade
off computing and communication overhead properly. Also, IBC-based schemes allow
peers to authentically establish shared-key and bootstrap even more efficient symmet-
ric operations without having any physical communications beforehand. In addition,
Boyen gave a multipurpose IBC-based signcryption (IBSE) scheme (a.k.a. swiss army
knife, since it can be flexibly used for encryption, signing and sign-and-encrypt proce-
dures) with even stronger security properties (i.e., confidentiality, authenticity, integrity,
non-repudiation, anonymity and unlinkability) and better runtime efficiency (less ci-
phertext expansion and fewer high-cost operations) [32]. The Boyen scheme is also
based on bilinear pairings, and can be introduced in our identity-based key management
schemes. Further, secure IBE schemes without ROM are proposed recently [33], which
gives more assurance on adopting them in wireless ad hoc networks.



98 JIANPING PAN, et al.

5.2. Known limitations

In our identity-based key management schemes, peers obtain their private-key from
the PKG that oversees the entire system. Therefore, the PKG has total-control over the
secrecy and wealth of individual peers. This is not a concern when peers can trust the
PKG (e.g., the PKG is the administrator of a managed-open wireless ad hoc network).
However, some peers, especially foreign peers, may be concerned about a compromised
PKG or an unknown PKG that decrypts messages with their private-key extracted by
the PKG, impersonates their identity, and collects their wealth during their tenure in the
system. Nevertheless, these concerns also apply to any regular PKC-based systems,
in which compromised CAs can always issue false certificates to malicious peers, or
bogus PKIs can later reveal public-key and private-key pairs assigned to genuine peers.

There are some identity-based approaches that can alleviate these concerns to
some extent. First, the master-key can be distributed to several PKGs that are not
under any single administration (e.g., t-of-n PKGs). Therefore, unless the number of
compromised or bogus PKGs exceeds a certain threshold, peer secrecy and wealth are
still well-preserved. With this approach, peers have to derive their private-key from
multiple PKGs, which unavoidably increases their computing cost. Alternatively, peers
can resort to hierarchical PKGs when they roam across different systems frequently.
Second, the PKG can be required to refresh its master-key and system parameters
periodically. Therefore, the vulnerability of a certain master-key and the potential
damage of a compromised master-key are limited. With this approach, peers have to
inquire the PKG periodically as well to extract their private-key from the latest master-
key and system parameters, which increases their communication cost. We argue that
the PKG of a wireless ad hoc network usually is the entity, often offline, that enables the
system by providing other resources (e.g., the PKG is the ticketing booth of a recreation
park), and that peers should have a certain degree of trustworthiness on the PKG while
they are willingly in these systems. A visiting peer can propose a PKG-dependent
identity to an unknown system, while still maintaining credentials with trusted PKGs
in other systems, until the peer has developed trustworthiness with the new PKG.

6. RELATED WORK

Wireless ad hoc networks have attracted intensive research attention in recent
years [1, 2, 3, 4, 5, 7]. Their intrinsic vulnerabilities due to the lack of infrastructure,
unsecured media, untrusted peers, reliance on relaying, and high system dynamics (e.g.,
peer membership, working mode and network topology) have geared a considerable
amount of research effort toward securing peer communications in these systems [5, 7].
In this section, we briefly review two research topics closely related to our work, and
compare reported work with our approach.

Information exchange — Schemes proposed to secure information exchange in
wireless ad hoc networks are based on either SKC or PKC. With SKC, pairwise shared-
keys, derived from preshared secret or bootstrapped by other means, should be estab-
lished for all peer pairs beforehand, which is very impractical to achieve for mobile
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peers. Also, the total number of shared-keys is in the order of N2, where N is the
number of all potential peers and can be very large even in small systems with high
membership dynamic. SKC procedures are efficient in general to achieve security
properties, but have higher overhead with regard to key management.

Normally, RSA-based PKC procedures are less efficient than those in SKC in
achieving the same level of security, but the key management in PKC is has less over-
head than SKC, if a PKI or a CA hierarchy has already been built and well-maintained.
A distributed certification service is proposed in [24], in which the system private-key
used to sign peer public-key certificates is distributed to multiple servers with threshold
cryptography. It strengthens the security and reliability of public-key certification, but
does not reduce the associated overhead. A self-organizing PGP-like key management
is proposed in [34], in which peers probabilistically obtain a certificate chain to other
peers by merging their local certificate repositories; however, a roaming peer has dif-
ficulty in building its local repository shortly after it joins a foreign system. Random
key predistribution has also been attempted in wireless sensor networks [35].

Cryptographically-generated identity [36] is an approach closest to ours. With this
approach, peers derive their statistically-unique identity from their public-key (e.g., by
hashing), so that the binding between the identity and the public-key of an entity is
self-verifiable, which also eliminates the need for public-key certification. However,
such identities cannot have any easy-to-understand semantics for its owner and other
peers, and additional infrastructures (similar to DNS mapping host name to IP address)
may be required to enable distributed applications.

In IBC-based schemes, peers only propose their identity, which is also their public-
key, and can potentially have very rich semantics. Therefore, the binding of identity
and public-key is intrinsic, and the name-to-identity mapping is unnecessary. This fact
reduces the communication and computing overhead for resource-constrained peers in
wireless ad hoc networks. For example, sender-only peers have no keying requirement,
and peers can request keying even after regular, encrypted information is received.
Also, these IBC-based schemes are based on ECC primitives, which are considered
more efficient than RSA-based primitives [10, 11, 12, 13]. As we mentioned, BLS-IBS
signatures achieve the similar level of security to DSA signatures with a size half of the
latter. Further, IBC-based schemes can authentically bootstrap symmetric procedures
even without having any physical communications beforehand. All these features are
very attractive to resource-constrained peers in wireless ad hoc networks.

Message routing — Many wireless ad hoc routing schemes, no matter reactive or
proactive ones, are found vulnerable to corrupted or false routing information. Several
security patches have been proposed, which are based on either SKC or regular PKC
systems. Broadcast operations often occur in route discovery, while traditional security
associations are often based on a point-to-point model. Ariadne is a DSR-like routing
scheme, in which message authenticity can be protected by digital signature, preshared
secret, or a timed-release hash-chain to allow a group of recipients to verify messages
with the same symmetric key (i.e., Tesla keys), without allowing them to forge extra
messages [37]. In Ariadne, all peers require loose time synchronization to release
key gradually. SRP is another DSR-like routing scheme, where intermediate peers
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do not perform cryptographic operations and have no a priori associations with end-
peers [38]; but source and destination peers should have security associations. SAR [39]
and SAODV [40] attempt to secure AODV, another on-demand ad hoc routing protocol.
SEAD is a DSDV-like routing scheme that employs one-way hash function to protect
route update without any asymmetric cryptographic operations [41], but SEAD has
to rely on other means to distribute and authenticate the final value (i.e., image) of a
hash-chain. ARAN employs PKC to guarantee message authenticity, integrity and non-
repudiation, and to prevent modification, impersonation and fabrication attacks [42].

In contrast, IBC-based schemes can be seamlessly integrated with wireless ad
hoc routing protocols, and achieve the same level of security more effectively than
SKC-based schemes and more efficiently than regular PKC-based schemes. There are
other security schemes proposed to defense against more sophisticated attacks such as
blackhole, wormhole, rushing and replay attacks in ad hoc networks [14, 17, 18, 16,
15], which are orthogonal to our effort. Further, the identity-based key management
schemes proposed in this chapter can help reduce the risk of certain sophisticated attacks
associated with forged identities (e.g., Sybil attacks [43]), since malicious peers cannot
always request keying from the PKG arbitrarily and then freely spoof their identities to
cheat other peers.

7. CONCLUSION

Achieving secure, trustworthy and dependable peer communications imposes a
major challenge in the highly-anticipated deployment of large-scale, heterogeneous
wireless ad hoc networks. In this chapter, after identifying the irreplaceable role of
peer identity in these networks, we promoted identity-based key management schemes,
which can effectively and efficiently bootstrap any chosen security procedures in wire-
less ad hoc networks. In addition, we illustrated secure communication schemes with
a security enhancement to a reactive ad hoc routing protocol, and demonstrated that
identity-based schemes are intrinsically suitable for and practically capable of ensuring
the confidentiality, integrity and authenticity of information exchange among peers.

In this chapter, we assumed that autonomous peers are always collaborative in
relaying once they have chosen to do so. Designing accounting and rewarding schemes
to stimulate selfish peers to become collaborative and to compensate them if they do
so is one of our future work items.
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Security is an essential service for wired and wireless network communications. The
success of mobile ad hoc network (MANET) will depend on people’s confidence in its
security. However, the characteristics of MANET pose both challenges and opportunities
in achieving security goals, such as confidentiality, authentication, integrity, availability,
access control, and non-repudiation. We provide a survey of attacks and countermeasures
in MANET in this chapter. The countermeasures are features or functions that reduce
or eliminate security vulnerabilities and attacks. First, we give an overview of attacks
according to the protocol layers, and to security attributes and mechanisms. Then we
present preventive approaches following the order of the layered protocol layers. We also
put forward an overview of MANET intrusion detection systems (IDS), which are reactive
approaches to thwart attacks and used as a second line of defense.

1. INTRODUCTION

A MANET is referred to as a network without infrastructure because the mobile
nodes in the network dynamically set up temporary paths among themselves to transmit
packets. In a MANET, a collection of mobile hosts with wireless network interfaces
form a temporary network without the aid of any fixed infrastructure or centralized ad-
ministration. Nodes within each other’s wireless transmission ranges can communicate
directly; however, nodes outside each other’s range have to rely on some other nodes
to relay messages [22]. Thus, a multi-hop scenario occurs, where several intermediate
hosts relay the packets sent by the source host before they reach the destination host.
Every node functions as a router. The success of communication highly depends on
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other nodes’ cooperation. At a given time, the system can be viewed as a random
graph due to the movement of the nodes, their transmitter/receiver coverage patterns,
the transmission power levels, and the co-channel interference levels. The network
topology may change with time as the nodes move or adjust their transmission and
reception parameters. Thus, a MANET has several salient characteristics [21]:

Dynamic topology

Resource constraints

No infrastructure

Limited physical security

In 1996, The Internet Engineering Task Force(IETF) created a MANET working
group with the goal to standardize IP routing protocol functionality suitable for wireless
routing applications within both static and dynamic topologies.

Possible applications of MANET include: soldiers relaying information for situ-
ational awareness on the battlefield, business associates sharing information during a
meeting, attendees using laptop computers to participate in an interactive conference,
and emergency disaster relief personnel coordinating efforts after a fire, hurricane or
earthquake. Other possible applications [22] include personal area and home network-
ing, location-based services, and sensor networks.

Security is an essential service for wired and wireless network communications.
The success of MANET strongly depends on whether its security can be trusted. How-
ever, the characteristics of MANET pose both challenges and opportunities in achieving
the security goals, such as confidentiality, authentication, integrity, availability, access
control, and non-repudiation.

There are a wide variety of attacks that target the weakness of MANET. For exam-
ple, routing messages are an essential component of mobile network communications,
as each packet needs to be passed quickly through intermediate nodes, which the packet
must traverse from a source to the destination. Malicious routing attacks can target the
routing discovery or maintenance phase by not following the specifications of the rout-
ing protocols. There are also attacks that target some particular routing protocols, such
as DSR, or AODV [10] [20]. More sophisticated and subtle routing attacks have been
identified in recent published papers, such as the blackhole (or sinkhole) [35], Byzan-
tine [17], and wormhole [15] [32] attacks. Currently routing security is one of the
hottest research areas in MANET.

The mobile hosts forming a MANET are normally mobile devices with limited
physical protection and resources. Security modules, such as tokens and smart cards,
can be used to protect against physical attacks. Cryptographic tools are widely used to
provide powerful security services, such as confidentiality, authentication, integrity, and
non-repudiation. Unfortunately, cryptography cannot guarantee availability; for exam-
ple, it cannot prevent radio jamming. Meanwhile, strong cryptography often demands
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Table 1. Security Attacks Classification

Passive Attacks Eavesdropping, traffic analysis, monitoring

Active Attacks Jamming, spoofing, modification, replaying, DoS

a heavy computation overhead and requires the auxiliary complicated key distribu-
tion and trust management services, which mostly are restricted by the capabilities of
physical devices (e.g. CPU or battery).

The characteristics and nature of MANET require the strict cooperation of partic-
ipating mobile hosts. A number of security techniques have been invented and a list of
security protocols have been proposed to enforce cooperation and prevent misbehavior,
such as 802.11 WEP [47], SEAD [11], ARAN [32], SSL [51], etc. However, none of
those preventive approaches is perfect or capable to defend against all attacks. A sec-
ond line of defense called intrusion detection systems (IDS) is proposed and applied in
MANET. IDS are some of the latest security tools in the battle against attacks. Distrib-
uted IDS were introduced in MANET to monitor either the misbehavior or selfishness
of mobile hosts. Subsequent actions can be taken based on the information collected
by IDS.

This chapter is structured as follows. In Section 3, we describe the attacks on each
layer of the Internet model: application, transport, network, data link, and physical
layer. In Section 4, we overview attack countermeasures, including intrusion detection
and co-operation enforcement at different layers of the Internet model. In Section 5,
we briefly discuss open challenges and future directions.

2. SECURITY ATTACKS

A variety of attacks are possible in MANET. Some attacks apply to general network,
some apply to wireless network and some are specific to MANETs. These security
attacks can be classified according to different criteria, such as the domain of the
attackers, or the techniques used in attacks. These security attacks in MANET and all
other networks can be roughly classified by the following criteria: passive or active,
internal or external, different protocol layer, stealthy or non-stealthy, cryptography or
non-cryptography related.

Passive vs. active attacks: The attacks in MANET can roughly be classified
into two major categories, namely passive attacks and active attacks [9][23].
A passive attack obtains data exchanged in the network without disrupting
the operation of the communications, while an active attack involves informa-
tion interruption, modification, or fabrication, thereby disrupting the normal
functionality of a MANET. Table 1 shows the general taxonomy of security
attacks against MANET. Examples of passive attacks are eavesdropping, traffic
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Table 2. Security Attacks on each layer of the Internet Model

Layer Attacks

Application layer Repudiation, data corruption

Transport layer Session hijacking, SYN flooding

Network layer Wormhole, blackhole, Byzantine, flooding,

resource consumption, location disclosure attacks

Data link layer Traffic analysis, monitoring, disruption MAC (802.11),

WEP weakness

Physical layer Jamming, interceptions, eavesdropping

Multi-layer attacks DoS, impersonation, replay, man-in-the-middle

analysis, and traffic monitoring. Examples of active attacks include jamming,
impersonating, modification, denial of service (DoS), and message replay.

Internal vs. external attacks: The attacks can also be classified into external
attacks and internal attacks, according the domain of the attacks. Some papers
refer to outsider and insider attacks [39]. External attacks are carried out by
nodes that do not belong to the domain of the network. Internal attacks are from
compromised nodes, which are actually part of the network. Internal attacks
are more severe when compared with outside attacks since the insider knows
valuable and secret information, and possesses privileged access rights.

Attacks on different layers of the Internet model: The attacks can be further
classified according to the five layers of the Internet model. Table 2 presents
a classification of various security attacks on each layer of the Internet model.
Some attacks can be launched at multiple layers.

Stealthy vs. non-stealthy attacks: Some security attacks use stealth [34],
whereby the attackers try to hide their actions from either an individual who is
monitoring the system or an intrusion detection system (IDS). But other attacks
such as DoS cannot be made stealthy.

Cryptography vs. non-cryptography related attacks: Some attacks are non-
cryptography related, and others are cryptographic primitive attacks. Table 3
shows cryptographic primitive attacks and the examples.

For the rest of the section, we present a survey of security attacks in MANET on each
layer of the Internet model. Physical layer attacks are discussed in Section 3.1, followed
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Table 3. Cryptographic Primitive Attacks

Cryptographic Primitive Attacks Examples

Pseudorandom number attack Nonce, timestamp,

initialization vector (IV)

Digital signature attack RSA signature, ElGamal signature,

digital signature standard (DSS)

Hash collision attack SHA-0, MD4, MD5,

HAVAL-128, RIPEMD

by link layer attacks in Section 3.2; and network layer attacks in Section 3.3. Transport
layer attacks are discussed in Section 3.4, application layer attacks are discussed in Sec-
tion 3.5, and multi-layer attacks are discussed in Section 3.6. Cryptographic primitive
attacks are discussed in Section 3.7.

2.1. Physical layer attacks

Wireless communication is broadcast by nature. A common radio signal is easy
to jam or intercept. An attacker could overhear or disrupt the service of a wireless
network physically.

Eavesdropping: Eavesdropping is the intercepting and reading of messages
and conversations by unintended receivers. The mobile hosts in mobile ad hoc
networks share a wireless medium. The majorities of wireless communications
use the RF spectrum and broadcast by nature. Signals broadcast over airwaves
can be easily intercepted with receivers tuned to the proper frequency [47]
[48]. Thus, messages transmitted can be overheard, and fake messages can be
injected into network.

Interference and Jamming: Radio signals can be jammed or interfered with,
which causes the message to be corrupted or lost [47] [48]. If the attacker has
a powerful transmitter, a signal can be generated that will be strong enough to
overwhelm the targeted signals and disrupt communications. The most common
types of this form of signal jamming are random noise and pulse. Jamming
equipment is readily available. In addition, jamming attacks can be mounted
from a location remote to the target networks.
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2.2. Link layer attacks

The MANET is an open multipoint peer-to-peer network architecture. Specifically,
one-hop connectivity among neighbors is maintained by the link layer protocols, and the
network layer protocols extend the connectivity to other nodes in the network. Attacks
may target the link layer by disrupting the cooperation of the layer’s protocols.

Wireless medium access control (MAC) protocols have to coordinate the trans-
missions of the nodes on the common transmission medium. Because a token-passing
bus MAC protocol is not suitable for controlling a radio channel, IEEE 802.11 pro-
tocol is specifically devoted to wireless LANs. The IEEE 802.11 MAC protocol uses
distributed contention resolution mechanisms for sharing the wireless channel. The
IEEE 802.11 working group proposed two algorithms for contention resolution. One is
a fully distributed access protocol called the distributed coordination function (DCF).
The other is a centralized access protocol called the point coordination function (PCF).
PCF requires a central decision maker such as a base station. DCF uses a carrier
sense multiple access/collision avoidance protocol (CSMA/CA) for resolving channel
contention among multiple wireless hosts.

Three values for interframe space (IFS) are defined to provide priority-based access
to the radio channel [27]. SIFS is the shortest interframe space and is used for ACK,
CTS and poll response frames. DIFS is the longest IFS and is used as the minimum
delay for asynchronous frames contending for access. PIFS is the middle IFS and is
used for issuing polls by the centralized controller in the PCF scheme. In case there
is a collision, the sender waits a random unit of time, based on the binary exponential
backoff algorithm, before retransmitting. In Figure 1, node Na and node Nc contend to
communicate with node Nb. First node Na gets access and reserves the channel, and
then Nc succeeds and reserves the channel while node Na has to back off [30].

Disruption on MAC DCF and backoff mechanism

Current wireless MAC protocols assume cooperative behaviors among all nodes.
Obviously the malicious or selfish nodes are not forced to follow the normal operation
of the protocols. In the link layer, a selfish or malicious node could interrupt either
contention-based or reservation-based MAC protocols.

A malicious neighbor of either the sender or the receiver could intentionally not
follow the protocol specifications. For example, the attacker may corrupt the frames
easily by introducing some bits or ignoring the ongoing transmission. It could also
just wait SIFS or exploit its binary exponential backoff scheme to launch DoS attacks
in IEEE 802.11 MAC. The binary exponential scheme favors the last winner amongst
the contending nodes. This leads to what is called the capture effect [21]. Nodes that
are heavily loaded tend to capture the channel by continually transmitting data, thereby
causing lightly loaded neighbors to backoff endlessly. Malicious nodes could take
advantage of this capture effect vulnerability. Moreover, a backoff at the link layer can
cause a chain reaction in any upper layer protocols that use a backoff scheme, like TCP
window management.



WIRELESS NETWORK SECURITY 109

a
N

b
an

d
co

m
m

un
ic

at
e

N
b

N
c

N
a

N
b

N
c

D
IF

S
R

T
S

C
T

S

D
A

T
A

SI
FS

SI
FS

SI
FS

A
C

K

N
A

V
 (

R
T

S)

D
IF

S

SI
FS

SI
FS

D
A

T
A

A
C

K

N
A

V
 (

R
T

S)

an
d

co
m

m
un

ic
at

e

D
IF

S
R

T
S

C
T

S
SI

FS

N

F
ig

ur
e

1.
Il

lu
st

ra
tio

n
of

C
ha

nn
el

C
on

te
nt

io
n

in
80

2.
11

M
A

C



110 BING WU et al.

The network allocation vector (NAV) field carried in RTS/CTS frames exposes
another vulnerability to DoS attacks in the link layer [21] [29]. Initially the NAV field
was proposed to mitigate the hidden terminal problem in the carrier sense mechanism.
During the RTS/CTS handshake the sender first sends a small RTS frame containing the
time needed to complete the CTS, data, and ACK frames. Each neighbor of the sender
and receiver will update the NAV field and defer their transmission for the duration of
the future transaction according to the time that they overheard. An attacker may also
overhear the NAV information and then intentionally corrupt the link layer frame by
interfering with the ongoing transmission.

Weakness of 802.11 WEP

IEEE 802.11 WEP incorporates wired equivalent privacy (WEP) to provide WLAN
systems a modest level of privacy by encrypting radio signals. 802.11 WEP standards
support WEP cryptographic keys of 40 bits, though some vendors have implemented
104 bits and even 128 bits. It is well known that WEP is broken and WEP is replaced
by AES in 802.11i. Some of the weaknesses 802.11 WEP are listed below [27] [28]
[47],

WEP protocol does not specify key management.

The initialization vector (IV) is a 24-bit field sent in clear and is part of the
RC4 encryption key. The reuse of IV and the weakness of RC4 lead to analytic
attacks.

The combined use of a non-cryptographic integrity algorithm, CRC 32, with
the stream cipher is a security risk.

2.3. Network layer attacks

Network layer protocols extend connectivity from neighboring 1-hops nodes to
all other nodes in MANET. The connectivity between mobile hosts over a potentially
multi-hop wireless link relies heavily on cooperative reactions among all network nodes.

A variety of attacks targeting the network layer have been identified and heavily
studied in research papers. By attacking the routing protocols, attackers can absorb
network traffic, inject themselves into the path between the source and destination, and
thus control the network traffic flow, as shown in Figure 2 (a) and (b), where a malicious
node M can inject itself into the routing path between sender S and receiver D.

The traffic packets could be forwarded to a non-optimal path, which could intro-
duce significant delay. In addition, the packets could be forwarded to a nonexistent path
and get lost. The attackers can create routing loops, introduce severe network conges-
tion, and channel contention into certain areas. Multiple colluding attackers may even
prevent a source node from finding any route to the destination, causing the network
to partition, which triggers excessive network control traffic, and further intensifies
network congestion and performance degradation.
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Figure 2. Illustration of Routing Attack

Attacks at the routing discovery phase

There are malicious routing attacks that target the routing discovery or maintenance
phase by not following the specifications of the routing protocols. Routing message
flooding attacks, such as hello flooding, RREQ flooding, acknowledgement flooding,
routing table overflow, routing cache poisoning, and routing loop are simple examples
of routing attacks targeting the route discovery phase [6] [35]. Proactive routing algo-
rithms, such as DSDV [22] and OLSR [45], attempt to discover routing information
before it is needed, while reactive algorithms, such as DSR [22] and AODV [22], create
routes only when they are needed. Thus, proactive algorithms performs worse than on-
demand schemes because they do not accommodate the dynamic of MANETs, clearly
proactive algorithms require many costly broadcasts. Proactive algorithms are more
vulnerable to routing table overflow attacks. Some of these attacks are listed below.

Routing table overflow attack: A malicious node advertises routes that go
to non-existent nodes to the authorized nodes present in the network. It usu-
ally happens in proactive routing algorithms, which update routing information
periodically. The attacker tries to create enough routes to prevent new routes
from being created. The proactive routing algorithms are more vulnerable to
table overflow attacks because proactive routing algorithms attempt to discover
routing information before it is actually needed. An attacker can simply send
excessive route advertisements to overflow the victim’s routing table.

Routing cache poisoning attack: In route cache poisoning attacks, attackers
take advantage of the promiscuous mode of routing table updating, where a node
overhearing any packet may add the routing information contained in that packet
header to its own route cache, even if that node is not on the path. Suppose
a malicious node M wants to poison routes to node X. M could broadcast
spoofed packets with source route to X via M itself; thus, neighboring nodes
that overhear the packet may add the route to their route caches.
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Attacks at the routing maintenance phase

There are attacks that target the route maintenance phase by broadcasting false
control messages, such as link-broken error messages, which cause the invocation of
the costly route maintenance or repairing operation. For example, AODV and DSR
implement path maintenance procedures to recover broken paths when nodes move. If
the destination node or an intermediate node along an active path moves, the upstream
node of the broken link broadcasts a route error message to all active upstream neighbors.
The node also invalidates the route for this destination in its routing table. Attackers
could take advantage of this mechanism to launch attacks by sending false route error
messages.

Attacks at data forwarding phase

Some attacks also target data packet forwarding functionality in the network layer.
In this scenario the malicious nodes participate cooperatively in the routing protocol
routing discovery and maintenance phases, but in the data forwarding phase [18] [33]
they do not forward data packets consistently according to the routing table. Malicious
nodes simply drop data packets quietly, modify data content, replay, or flood data
packets; they can also delay forwarding time-sensitive data packets selectively or inject
junk packets.

Attacks on particular routing protocols

There are attacks that target some particular routing protocols. In DSR, the attacker
may modify the source route listed in the RREQ or RREP packets. It can delete a node
from the list, switch the order, or append a new node into the list. In AODV, the
attacker may advertise a route with a smaller distance metric than the actual distance,
or advertise a routing update with a large sequence number and invalidate all routing
updates from other nodes.

Other advanced attacks

More sophisticated and subtle routing attacks have been identified in recent research
papers. The blackhole (or sinkhole), Byzantine, and wormhole attacks are the typical
examples, which are described in detail below.

Wormhole attack: An attacker records packets at one location in the network
and tunnels them to another location. Routing can be disrupted when routing
control messages are tunneled. This tunnel between two colluding attackers
is referred as a wormhole [8] [32]. Wormhole attacks are severe threats to
MANET routing protocols. For example, when a wormhole attack is used
against an on-demand routing protocol such as DSR or AODV, the attack could
prevent the discovery of any routes other than through the wormhole.
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Blackhole attack: The blackhole attack has two properties. First, the node
exploits the mobile ad hoc routing protocol, such as AODV, to advertise itself
as having a valid route to a destination node, even though the route is spurious,
with the intention of intercepting packets. Second, the attacker consumes the
intercepted packets without any forwarding. However, the attacker runs the risk
that neighboring nodes will monitor and expose the ongoing attacks. There is a
more subtle form of these attacks when an attacker selectively forwards packets.
An attacker suppresses or modifies packets originating from some nodes, while
leaving the data from the other nodes unaffected, which limits the suspicion of
its wrongdoing.

Byzantine attack: A compromised intermediate node works alone, or a set
of compromised intermediate nodes works in collusion and carry out attacks
such as creating routing loops, forwarding packets through non-optimal paths,
or selectively dropping packets, which results in disruption or degradation of
the routing services [17].

Rushing attack: Two colluded attackers use the tunnel procedure to form a
wormhole. If a fast transmission path (e.g. a dedicated channel shared by
attackers) exists between the two ends of the wormhole, the tunneled packets
can propagate faster than those through a normal multi-hop route. This forms
the rushing attack [19]. The rushing attack can act as an effective denial-
of-service attack against all currently proposed on-demand MANET routing
protocols, including protocols that were designed to be secure, such as ARAN
and Ariadne [20].

Resource consumption attack: This is also known as the sleep deprivation
attack. An attacker or a compromised node can attempt to consume battery life
by requesting excessive route discovery, or by forwarding unnecessary packets
to the victim node.

Location disclosure attack: An attacker reveals information regarding the lo-
cation of nodes or the structure of the network. It gathers the node location
information, such as a route map, and then plans further attack scenarios. Traf-
fic analysis, one of the subtlest security attacks against MANET, is unsolved.
Adversaries try to figure out the identities of communication parties and ana-
lyze traffic to learn the network traffic pattern and track changes in the traffic
pattern. The leakage of such information is devastating in security-sensitive
scenarios.

2.4. Transport layer attacks

The objectives of TCP-like Transport layer protocols in MANET include setting
up of end-to-end connection, end-to-end reliable delivery of packets, flow control,
congestion control, and clearing of end-to-end connection. Similar to TCP protocols
in the Internet, the mobile node is vulnerable to the classic SYN flooding attack or
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Node A Node B

SYN, Sequence Number X

SYN/ACK, Sequence Number P,

ACK, Acknowledgment

Acknowledgment Number X+1

Number P+1

Figure 3. TCP Three-way Handshake

session hijacking attacks. However, a MANET has a higher channel error rate when
compared with wired networks. Because TCP does not have any mechanism to dis-
tinguish whether a loss was caused by congestion, random error, or malicious attacks,
TCP multiplicatively decreases its congestion window upon experiencing losses, which
degrades network performance significantly [49].

SYN flooding attack: The SYN flooding attack is a denial-of-service attack.
The attacker creates a large number of half-opened TCP connections with a
victim node, but never completes the handshake to fully open the connection.

For two nodes to communicate using TCP, they must first establish a TCP
connection using a three-way handshake. The three messages exchanged dur-
ing the handshake, illustrated in Figure 3, allow both nodes to learn that the
other is ready to communicate and to agree on initial sequence numbers for the
conversation.

During the attack, a malicious node sends a large amount of SYN packets to a
victim node, spoofing the return addresses of the SYN packets. The SYN-ACK
packets are sent out from the victim right after it receives the SYN packets
from the attacker and then the victim waits for the response of ACK packet.
Without receiving the ACK packets, the half-open data structure remains in the
victim node. If the victim node stores these half-opened connections in a fixed-
size table while it awaits the acknowledgement of the three-way handshake, all
of these pending connections could overflow the buffer, and the victim node
would not be able to accept any other legitimate attempts to open a connec-
tion. Normally there is a time-out associated with a pending connection, so the
half-open connections will eventually expire and the victim node will recover.
However, malicious nodes can simply continue sending packets that request
new connections faster than the expiration of pending connections.

Session hijacking: Session hijacking takes advantage of the fact that most
communications are protected (by providing credentials) at session setup, but
not thereafter. In the TCP session hijacking attack, the attacker spoofs the
victim’s IP address, determines the correct sequence number that is expected
by the target, and then performs a DoS attack on the victim. Thus the attacker
impersonates the victim node and continues the session with the target.

The TCP ACK storm problem, illustrated in Figure 4, could be created when an
attacker launches a TCP session hijacking attack. The attacker sends injected
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Node B

2. Acknowledges data with ACK packet

3. Confused B sends its last ACK
to try to resynchronize

2 and 3 repeat over and over

1. Inject data
into session

Attacker Node A

Figure 4. TCP ACK Storm

session data, and node A will acknowledge the receipt of the data by sending an
ACK packet to node B. This packet will not contain a sequence number that node
B is expecting, so when node B receives this packet, it will try to resynchronize
the TCP session with node A by sending it an ACK packet with the sequence
number that it is expecting. The cycle goes on and on, and the ACK packets
passing back and forth create an ACK storm. Hijacking a session over UDP is
the same as over TCP, except that UDP attackers do not have to worry about the
overhead of managing sequence numbers and other TCP mechanisms. Since
UDP is connectionless, edging into a session without being detected is much
easier than the TCP session attacks.

2.5. Application layer attacks

The application layer communication is also vulnerable in terms of security com-
pared with other layers. The application layer contains user data, and it normally
supports many protocols such as HTTP, SMTP, TELNET, and FTP, which provide
many vulnerabilities and access points for attackers. The application layer attacks are
attractive to attackers because the information they seek ultimately resides within the
application and it is direct for them to make an impact and reach their goals.

Malicious code attacks: Malicious code, such as viruses, worms, spywares,
and Trojan Horses, can attack both operating systems and user applications.
These malicious programs usually can spread themselves through the network
and cause the computer system and networks to slow down or even damaged.
In MANET, an attacker can produce similar attacks to the mobile system of the
ad hoc network.

Repudiation attacks: In the network layer, firewalls can be installed to keep
packets in or keep packets out. In the transport layer, entire connections can be
encrypted, end-to-end. But these solutions do not solve the authentication or
non-repudiation problems in general. Repudiation refers to a denial of partici-
pation in all or part of the communication. For example, a selfish person could
deny conducting an operation on a credit card purchase, or deny any on-line
bank transaction, which is the prototypical repudiation attack on a commercial
system.
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2.6. Multi-layer attacks

Some security attacks can be launched from multiple layers instead of a particular
layer. Examples of multi-layer attacks are denial of service (DoS), man-in-the-middle,
and impersonation attacks.

Denial of service: Denial of service (DoS) attacks could be launched from
several layers. An attacker can employ signal jamming at the physical layer,
which disrupts normal communications. At the link layer, malicious nodes
can occupy channels through the capture effect, which takes advantage of the
binary exponential scheme in MAC protocols and prevents other nodes from
channel access. At the network layer, the routing process can be interrupted
through routing control packet modification, selective dropping, table overflow,
or poisoning. At the transport and application layers, SYN flooding, session
hijacking, and malicious programs can cause DoS attacks.

Impersonation attacks: Impersonation attacks are launched by using other
node’s identity, such as MAC or IP address. Impersonation attacks sometimes
are the first step for most attacks, and are used to launch further, more sophis-
ticated attacks.

Man-in-the-middle attacks: An attacker sits between the sender and the re-
ceiver and sniffs any information being sent between two ends. In some cases
the attacker may impersonate the sender to communicate with the receiver, or
impersonate the receiver to reply to the sender.

2.7. Cryptographic primitive attacks

Cryptography is an important and powerful security tool. It provides security
services, such as authentication, confidentiality, integrity, and non-repudiation. In all
likelihood, there exist attacks on many cryptographic primitives that have not yet been
discovered. There could be new attacks designed and developed for hash functions,
digital signatures, both block and stream ciphers. Most security holes are due to poor
implementation, i.e. weakness in security protocols. For example, authentication
protocols and key exchange protocols are often the target of malicious attacks. Crypto-
graphic primitives are considered to be secure, however, recently some problems were
discovered, such as collision attacks on hash function, e.g. SHA-1 [46]. Pseudorandom
number attacks [51], digital signature attacks [14], and hash collision attacks [46] are
discussed as following.

Pseudorandom number attacks: To make packets fresh, a timestamp or ran-
dom number (nonce) is used to prevent a replay attack [51]. The session key
is often generated from a random number. In the public key infrastructure
the shared secret key can be generated from a random number too. The con-
ventional random number generators in most programming languages are de-
signed for statistical randomness, not to resist prediction by cryptanalysts. In
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the optimal case, random numbers are generated based on physical sources of
randomness that cannot be predicted. The noise from an electronic device or
the position of a pointer device is a source of such randomness. However, true
random numbers are difficult to generate. When true physical randomness is
not available, pseudorandom numbers must be used. Cryptographic pseudoran-
dom generators typically have a large pool (seed value) containing randomness.
New environmental noise should be mixed into the pool to prevent others from
determining previous or future values. The design and implementation of cryp-
tographic pseudorandom generators could easily become the weakest point of
the system.

Digital signature attacks: The RSA public key algorithm can be used to
generate a digital signature. The signature scheme has one problem: it could
suffer the blind signature attack. The user can get the signature of a message
and use the signature and the message to fake another message’s signature.
The ElGamal signature is based on the difficulty in breaking the discrete log
problem. Digital Signature Algorithm (DSA) is an updated version of the
ElGamal digital signature scheme published in 1994 by FIPS, and was chosen
as the digital signature standard (DSS) [14]. The attack models for digital
signature can be classified into known-message, chosen-message, and key-only
attacks. In the known-message attack, the attacker knows a list of messages
previously signed by the victim. In the chosen-message attack, the attacker can
choose a specific message that it wants the victim to sign. But in the key-only
attack, the adversary only knows the verification algorithm, which is public.
Very often the digital signature algorithm is used in combination with a hash
function. The hash function needs to be collision resistant.

Hash collision attacks: The goal of a collision attack is to find two messages
with the same hash, but the attacker cannot pick what the hash will be. Collision
attacks were announced in SHA-0, MD4, MD5, HAVAL-128, and RIPEMD.
The collisions against MD4, MD5, HAVAL-128, and RIPEMD were found
recently. A successful attack against SHA-1 [46] was found, and the collisions
in SHA-1 can be found with an estimated effort of 269 hash computations .

Normally all major digital signature techniques (including DSA and RSA) in-
volve first hashing the data and then signing the hash value. The original
message data is not signed directly by the digital signature algorithm for both
performance and security reasons. Collision attacks could be used to tam-
per with existing certificates. An adversary might be able to construct a valid
certificate corresponding to the hash collision.

Key management vulnerability: Key management protocols deal with the key
generation, storage, distribution, updating, revocation, and certificate service.
Attackers can launch attacks to disclose the cryptographic key at the local host
or during the key distribution procedure. The lack of a central trusted entity
in MANET makes it more vulnerable to key management attacks [5] [7] [9]
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[24]. For example, the man-in-the-middle attack is a design pitfall of the Diffie-
Hellman (DH) key exchange protocol. For key management protocols that rely
on a trusted key distribution center or certificate authority, the trusted central
entity becomes the focus of attacks.

3. SECURITY ATTACK COUNTERMEASURES

Security is essential for the widespread of MANET. However, the characteristics
of MANET pose both challenges and opportunities in achieving the security goals,
such as confidentiality, authentication, integrity, availability, access control, and non-
repudiation.

The attacks countermeasures presentation is as follows. An overview of security
attributes and security mechanisms is presented in Sections 3.1 and 3.2, respectively.
We describe the attack countermeasures by different network layers. Physical layer
defense is discussed in Section 3.3, link layer defense is discussed in Section 3.4,
and network layer defense is discussed in Section 3.5. Transport layer defense and
application layer defense are discussed in Section 3.6 and Section 3.7 respectively.
Multi-layer defense is in Section 3.8. Defense against key management attacks is in
Section 3.9, and MANET intrusion detection systems are discussed in 3.10.

3.1. Security attributes

Security is the combination of processes, procedures, and systems used to en-
sure confidentiality, authentication, integrity, availability, access control, and non-
repudiation.

Confidentiality: The goal of confidentiality is to keep the information sent
unreadable to unauthorized users or nodes. MANET uses an open medium,
so usually all nodes within the direct transmission range can obtain the data.
One way to keep information confidential is to encrypt the data, and another
technique is to use directional antennas.

Authentication: The goal of authentication is to be able to identify a node
or a user, and to be able to prevent impersonation. In wired networks and
infrastructure-based wireless networks, it is possible to implement a central
authority at a point such as a router, base station, or access point. But there is
no central authority in MANET, and it is much more difficult to authenticate an
entity. Authentication can be achieved by using message authentication code
(MAC) [62].

Integrity: The goal of integrity is to be able to keep the message sent from
being illegally altered or destroyed in the transmission. When the data is sent
through the wireless medium, the data can be modified or deleted by malicious
attackers. The malicious attackers can also resend it, which is called a replay
attack. The integrity can be achieved by hash functions.
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Non-repudiation: The goal of non-repudiation is related to a fact that if an
entity sends a message, the entity cannot deny that the message was sent by
it. By producing a signature for the message, the entity cannot later deny the
message. In public key cryptography, a node A signs the message using its
private key. All other nodes can verify the signed message by using A’s public
key, and A cannot deny that its signature is attached to the message.

Availability: The goal of availability is to keep the network service or resources
available to legitimate users. It ensures the survivability of the network despite
malicious incidents.

Access control: The goal of access control is to prevent unauthorized use
of network services and system resources. Obviously, access control is tied
to authentication attributes. In general, access control is the most commonly
thought of service in both network communications and individual computer
systems.

3.2. Security mechanisms

A variety of security mechanisms have been invented to counter malicious attacks.
The conventional approaches such as authentication, access control, encryption, and
digital signature provide a first line of defense. As a second line of defense, intrusion
detection systems and cooperation enforcement mechanisms implemented in MANET
can also help to defend against attacks or enforce cooperation, reducing selfish node
behavior.

Preventive mechanism: The conventional authentication and encryption schemes
are based on cryptography, which includes asymmetric and symmetric cryp-
tography. Cryptographic primitives such as hash values (message digests) are
sufficient in providing data integrity in transmission as well. Threshold cryp-
tography can be used to hide data by dividing it into a number of shares. Digital
signatures can also be used to achieve data integrity and authentication services.

It is also necessary to consider the physical safety of mobile devices, since
the hosts are normally small devices, which are physically vulnerable. For
example, a device could easily be stolen, lost, or damaged. In the battlefield
they are at risk of being hijacked. The protection of the sensitive data on a
physical device can be enforced by some security modules, such as tokens or a
smart card that is accessible through PIN, passphrases, or biometrics.

Reactive mechanism: A number of malicious attacks could bypass the preven-
tive mechanisms due to its design, implementation, or restrictions. An intrusion
detection system provides a second line of defense. There are widely used to
detect misuse and anomalies. A misuse detection system attempts to define
improper behavior based on the patterns of well-known attacks, but it lacks
the ability to detect any attacks that were not considered during the creation of
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the patterns; Anomaly detection attempts to define normal or expected behavior
statistically. It collects data from legitimate user behavior over a period of time,
and then statistical tests are applied to determine anomalous behavior with a
high level of confidence. In practice, both approaches can be combined to be
more effective against attacks. Some intrusion detection systems for MANET
have been proposed in recent research papers.

3.3. Physical layer defense

Spread spectrum technology, such as frequency hopping (FHSS) [27] or direct
sequence (DSSS) [27], can make it difficult to detect or jam signals. It changes fre-
quency in a random fashion to make signal capture difficult or spreads the energy to a
wider spectrum so the transmission power is hidden behind the noise level. Directional
antennas can also be deployed due to the fact that the communication techniques can
be designed to spread the signal energy in space.

FHSS: The signal is modulated with a seemingly random series of radio fre-
quencies, which hops from frequency to frequency at fixed intervals. The
receiver uses the same spreading code, which is synchronized with the trans-
mitter, to recombine the spread signals into their original form. Figure 5 shows
an example of a frequency-hopping signal.

With the transmitter and the receiver synchronized properly, data is transmitted
over a single channel. However, the signal appears to be unintelligible duration
impulse noise for the eavesdroppers. Meanwhile, interference is minimized as
the signal is spread across multiple frequencies.

DSSS: Each data bit in the original signal is represented by multiple bits in
the transmitted signal, using a spreading code. The spreading code spreads the
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signal across a wider frequency band in direct proportion to the number of bits
used. The receiver can use the spreading code with the signal to recover the
original data. Figure 6 illustrates that each original bit of data is represented by
4 bits in the transmitted signal. The first bit of data, a 0 is transmitted as 0110
which is first 4 bits of spreading code. The second bit, 1, is transmitted as 0110
which is bit-wise complement of the second 4 bits of spreading code. In turn,
each input bit is combined, using exclusive-or, with four bits of the spreading
code.

Both FHSS and DSSS pose difficulties for outsiders attempting to intercept the
radio signals. The eavesdropper must know the frequency band, spreading code, and
modulation techniques in order to accurately read the transmitted signals. The property
that spread spectrum technologies do not interoperate with each other further adds dif-
ficulties to the eavesdropper. Spread spectrum technology also minimizes the potential
for interference from other radios and electromagnetic devices. Despite the capability
of spread spectrum technology, it is secure only when the hopping pattern or spreading
code is unknown to the eavesdroppers.

3.4. Link layer defense

There are malicious attacks that target the link layer by disrupting the cooperative
nature of link layer protocols. Link layer protocols help to discover 1-hop neighbors,
handle fair channel access, frame error control, and maintain neighbor connections.
Selfish nodes could disobey the channel access rule, manipulate the NAV field, cheat
backoff values in order to maximize their own throughput. Neighbors should monitor
these misbehaviors. Although it is still an open challenge to prevent selfishness, some
schemes have been proposed, such as ERA-802.11 [12], where detection algorithms
are proposed. Traffic analysis is prevented by encryption at data link layer.

WEP encryption scheme defined in the IEEE 802.11 wireless LAN standard uses
link encryption to hide the end-to-end traffic flow information. However, WEP has
been widely criticized for its weaknesses [28] [47]. Some secure link layer protocols
have been proposed in recent research, such as LLSP.
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In MANET, some papers propose to create a security cloud, construct a traffic cover
mode or dynamic mix method, or use traditional traffic padding and traffic rerouting
techniques to prevent traffic analysis. A security cloud means that each node under the
security cloud is identical in terms of traffic generation. A traffic cover mode hides
the changes of an end-to-end flow traffic pattern, because certain tactical information
might be inferred from the unusual changes in the traffic pattern. A dynamic mix
method is used to hide the source and destination information during message delivery
via a cryptographic method and to “mix" nodes in the network.

3.5. Network layer defense

The passive attack on routing information can be countered with the same methods
that protect data traffic. Some active attacks, such as illegal modification of routing
messages, can be prevented by mechanisms such as source authentication and message
integrity. DoS attacks on a routing protocol could take many forms. DoS attacks can be
limited by preventing the attacker from inserting routing loops, enforcing the maximum
route length that a packet should travel, or using some other active approaches. The
wormhole attack can be detected by an unalterable and independent physical metric,
such as time delay or geographical location. For example, packet leashes are used to
combat wormhole attacks [15].

In general, some kind of authentication and integrity mechanism, either the hop-by-
hop or the end-to-end approach, is used to ensure the correctness of routing information.
For instance, digital signature, one-way hash function, hash chain, message authenti-
cation code (MAC), and hashed message authentication code
(HMAC) are widely used for this purpose. IPsec and ESP are standards of security
protocols on the network layer used in the Internet that could also be used in MANET,
in certain circumstances, to provide network layer data packet authentication, and a cer-
tain level of confidentiality; in addition, some protocols are designed to defend against
selfish nodes, which intend to save resources and avoid network cooperation. Some
secure routing protocols have been proposed in MANET in recent papers. We outline
those defense techniques at below sections.

Section 4.5.1 describes the proposed defense against wormhole attacks. Section
4.5.2 outlines the defense against blackhole attacks. Section 4.5.3 presents the defense
against impersonation and repudiation attacks. Section 4.5.4 talks about the defense
against modification attacks.

Defense against wormhole attacks

A packet leash protocol [15] is designed as a countermeasure to the wormhole
attack. The SECTOR mechanism [52] is proposed to detect wormholes without the
need of clock synchronization. Directional antennas [42] are also proposed to prevent
wormhole attacks.

In the wormhole attack, an attacker receives packets at one point in the network,
tunnels them to another point in the network, and then replays them into the network
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from that point. To defend against wormhole attacks, some efforts have been put into
hardware design and signal processing techniques. If data bits are transferred in some
special modulating method known only to the neighbor nodes, they are resistant to
closed wormholes. Another potential solution is to integrate the prevention methods
into intrusion detection systems. However, it is difficult to isolate the attacker with a
software-only approach, since the packets sent by the wormhole are identical to the
packets sent by legitimate nodes.

Packet leashes [15]: The Packet leashes are proposed to detect wormhole at-
tacks. A leash is the information added into a packet to restrict its transmission
distance. A temporal packet leash sets a bound on the lifetime of a packet,
which adds a constraint to its travel distance. A sender includes the trans-
mission time and location in the message. The receiver checks whether the
packet has traveled the distance between the sender and itself within the time
frame between its reception and transmission. Temporal packet leashes require
tightly synchronized clocks and precise location knowledge. In geographical
leashes, location information and loosely synchronized clocks together verify
the neighbor relation.

SECTOR [52]: The SECTOR mechanism is based primarily on distance-
bounding techniques, one-way hash chains, and the Merkle hash tree. SECTOR
can be used to prevent wormhole attacks in MANET without requiring any
clock synchronization or location information. SECTOR can also be used to
help secure routing protocols in MANET using last encounters, and to help
detect cheating by means of topology tracking.

Directional antennas [42]: Directional antennas are also proposed as a coun-
termeasure against wormhole attacks. This approach does not require either
location information or clock synchronization, and is more efficient with en-
ergy.

Defense against blackhole attacks

Some secure routing protocols, such as the security-aware ad hoc routing protocol
(SAR) [54], can be used to defend against blackhole attacks. The security-aware ad hoc
routing protocol is based on on-demand protocols, such as AODV or DSR. In SAR, a
security metric is added into the RREQ packet, and a different route discovery procedure
is used. Intermediate nodes receive an RREQ packet with a particular security metric
or trust level. At intermediate nodes, if the security metric or trust level is satisfied,
the node will process the RREQ packet, and it will propagate to its neighbors using
controlled flooding. Otherwise, the RREQ is dropped. If an end-to-end path with the
required security attributes can be found, the destination will generate a RREP packet
with the specific security metric. If the destination node fails to find a route with the
required security metric or trust level, it sends a notification to the sender and allows
the sender to adjust the security level in order to find a route.
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To implement SAR, it is necessary to bind the identity of a user with an associated
trust level. To prevent identity theft, stronger access control mechanisms such as
authentication and authorization are required. In SAR, a simple shared secret is used to
generate a symmetric encryption/decryption key per trust level. Packets are encrypted
using the key associated with the trust level; nodes belonging to different levels cannot
read the RREQ or RREP packets. It is assumed that an outsider cannot obtain the key.

In SAR, a malicious node that interrupts the flow of packets by altering the security
metric to a higher or lower level cannot cause serious damage because the legitimate
intermediate or destination node is supposed to drop the packet, and the attacker is not
able to decrypt the packet. SAR provides a suite of cryptographic techniques, such as
digital signature and encryption, which can be incorporated on a need-to-use basis to
prevent modification.

Defense against impersonation and repudiation attacks

ARAN [32] is one example to provide authentication and non-repudiation, how-
ever this does not need to be part of a routing protocol. There are several other solutions,
each with its own weaknesses. Here routing protocol ARAN is used as a case study
to defend against impersonation and repudiation attacks at network layer. ARAN pro-
vides authentication and non-repudiation services using predetermined cryptographic
certificates for end-to-end authentication. In ARAN, each node requests a certificate
from a trusted certificate server. Route discovery is accomplished by broadcasting a
route discovery message RDP from the source node. The reply message REP is
unicast from the destination to the source. The routing messages are authenticated at
each intermediate hop in both directions.

Routing discovery authentication at each hop is illustrated in Figure 7. The RDP
packet includes [RDP , IPX , CertA, NA, t]KA− , where RDP is a packet identifier,
A is the source node, IPX is the destination node X’s IP address, NA is a nonce,
CertA is A’s certificate, t is the current time, and KA− after the packet RDP , IPX ,
CertA, NA, t means the packet was signed with A’s private key. If the intermediate
node B is the first hop from node A, after validating A’s signature and checking its
certificate for expiration, it will decide to sign the packet by adding its own signature and
certificate, and then it will forward [[RDP , IPX , CertA, NA, t]KA−]KB−, CertB
to all its neighbors. Each hop verifies the signature of the previous hop and replaces it
with its own. The destination node X unicasts a REP packet [REP , IPA, CertX ,
NA, t]KX− back to source A.

Because RDPs do not contain a hop count or specific recorded source route, and
because messages are signed at each hop, malicious nodes have no chance to form a
routing loop by redirecting traffic or using impersonation to instantiate routes. The
disadvantage of ARAN is that it uses hop-by-hop authentication, which incurs a large
computation overhead. Meanwhile, each node needs to maintain one table entry per
source-destination pair that is currently active.
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Figure 7. Illustration of ARAN Routing Discovery Authentication at Each Hop

Defense against modification attacks

The security protocol SEAD [11] is used here as an example of a defense against
modification attacks at network layer. Similar to a packet leash [15], the SEAD protocol
utilizes a one-way hash chain to prevent malicious nodes from increasing the sequence
number or decreasing the hop count in routing advertisement packets. In SEAD, nodes
need to authenticate neighbors by using TESLA [12] broadcast authentication or a
symmetric cryptographic mechanism. Specifically, in SEAD, a node generates a hash
chain and organizes the chain into segments of m elements as (h0, h1, ..., hm−1), ...,
(hkm, hkm+1, ..., hkm+m−1), ..., hn, where k = n

m - i, m is the maximum network
diameter, and i is the sequence number.

Illustrated in table 4, the network diameter is 5, the length of hash chain n’s value is
20, i is the sequence number, and j is the metric, which is number of hops to destination.
Because hi=H(hi−1), given hi it is easy to verify the authenticity of hj , as long as j<i.
Given hi, hj cannot be derived for j<i, but hj can be derived for j>i. Because different
hash function is used for different i and j and used by the order showed in table 4, the
attacker can never forge lower metric value, or greater sequence value. Because, after
receiving a routing update in routing protocol DSDV, a node updates its advertised
routing table when the sequence number is greater or when the sequence number is the
same but the metric is lower, SEAD prevents malicious nodes from decreasing the hop
count value or increasing the sequence number based on the design of DSDV.

3.6. Transport layer defense

In MANET, like TCP protocols in the Internet, nodes are vulnerable to the classic
SYN flooding attack, or session hijacking attack.

Point-to-point or end-to-end encryption provides message confidentiality at or
above the transport layer in two end systems. TCP is a connection-oriented reliable
transport layer protocol. Because TCP does not perform well in MANET, TCP feedback
(TCP-F) [49], TCP explicit failure notification (TCP-ELFN) [49], ad hoc transmission
control protocol (ATCP) [49], and ad hoc transport protocol (ATP) [49] have been
invented, but none of these protocols are designed with security in mind.
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Table 4. SEAD Example: Hash Function used for Message Authentication, i is sequence
number, j is metric, the network diameter (m) is 5, the length of hash chain (n) is 20

j=0 1 2 3 4

i=1 h15 h16 h17 h18 h19

2 h10 h11 h12 h13 h14

3 h5 h6 h7 h8 h9

4 h0 h1 h2 h3 h4

Secure Socket Layer (SSL) [51], Transport Layer Security (TLS) [51], and Private
Communications Transport (PCT) [51] protocols were designed for secure commu-
nications and are based on public key cryptography. TLS/SSL can help secure data
transmission. It can also help to protect against masquerade attacks, man-in-the-middle
(or bucket brigade) attacks, rollback attacks, and replay attacks. TLS/SSL is based
on public key cryptography, which is CPU-intensive and requires comprehensive ad-
ministrative configuration. Therefore, the application of these schemes in MANET
is restricted. TLS/SSL has to be modified in order to address the special needs of
MANET. Some firewall at a higher level can be configured to defend against SYN
flooding attacks.

3.7. Application layer defense

Like the other protocol layers, the application layer also needs to be secured.
In a network with a firewall installed, the firewall can provide access control, user
authentication, packet filtering, and a logging and accounting service. Application
layer firewalls can effectively prevent many attacks, and application-specific modules,
for example, spyware detection software, have also been developed to guard mission-
critical services. However, a firewall is mostly restricted to basic access control and is
not able to solve all security problems. For example, it is not effective against attacks
from insiders. Because of MANET’s lack of infrastructure, a firewall is not particularly
useful.

In MANET, an Intrusion Detection System (IDS) can be used as a second line of
defense. Intrusion detection can be installed at the network layer, but in the application
layer it is not only feasible, but also necessary. Certain attacks, such as an attack that
tries to gain unauthorized access to a service, may seem legitimate to the lower layers,
such as the MAC protocols. Also some attacks may be more obvious in the application
layer. For instance, the application layer can detect a DoS attack more quickly than
the lower layers when a large number of incoming service connections have no actual
operations, since low layers need more time to recognize it.
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3.8. Defense against multi-layer attacks

The DoS attacks, impersonation attacks, man-in-the-middle attacks, and many
other attacks can target multiple layers. The countermeasures for these attacks need to
be implemented at different layers. For example, directional antennas [52] are used at
the media access layer to defend against wormhole attacks, and packet leashes [15] are
used as a network layer defense against wormhole attacks. The countermeasures for
multi-layer attacks can also be implemented in an integrated scheme. For example, if
a node detects a local intrusion at a higher layer, lower layers are notified to do further
investigation.

As an example, we give a detailed description about the defense against DoS
attacks.

Defense against DoS attacks: In MANET, two types of DoS attacks [55] are
quite common. One is at the routing layer, and another is at the MAC layer.
Attacks at the routing layer could consist of but is not limited to the following:

1. The malicious node participates in a route but simply drops some of the
data packets.

2. The malicious node transmits falsified route updates.

3. The malicious node could potentially replay stale updates.

4. The malicious node reduces the TTL (time-to-live) field in the IP header
so that the packet never reaches the destination.

If end-to-end authentication is enforced, attacks by independent malicious node
of types (2) and (3) may be thwarted. An attack of type (1) may be handled by
assigning confidence levels to nodes and using routes that provide the highest
level of confidence. An attack of type (4) may be countered by making it
mandatory that a relay node ensures that the TTL field is set to a value greater
than the hop count to the intended destinations.

If nodes collude, the authentication mechanisms fail and it is an open problem
to provide protection against such routing attacks.

At the MAC layer DoS attacks could include, among others, the following
misbehaviors:

1. Keeping the channel busy in the vicinity of a node leads to a denial of
service attack at that node.

2. By using a particular node to continually relay spurious data, the battery
life of that node may be drained.

End-to-end authentication may prevent the above two cases from succeeding.
If the node does not have a certificate of authentication, it may be prevented
from accessing the channel. Usually the nodes are outsiders. However, if nodes
collude, and the colluding nodes include the sending node and the destination,
MAC layer attacks are very feasible.



128 BING WU et al.

3.9. Defense against key management attacks

Cryptographic algorithms are security primitives, which are widely used for the
purposes of authentication, confidentiality, integrity, and non-repudiation. Most cryp-
tographic systems include the underlining secure, robust, and efficient key management
system. Key management is in the central part of any secure communication, and is the
weak point of system security and protocol design. A key is a piece of input informa-
tion for cryptographic algorithms. If the key were released, the encrypted information
would be disclosed. The secrecy of the symmetric key and private key must be assured
locally. The Key Encryption Key (KEK) approach [62] could be used at local hosts to
build a line of defense.

Key distribution and key agreement over an insecure channel are at high risk and
suffer from potential attacks. In the traditional digital envelop approach, a session
key is generated at one side and is encrypted by the public-key algorithm. Then it is
delivered and recovered at the other end. In the Diffie-Hellman (DH) scheme [62], the
communication parties at both sides exchange some public information and generate a
session key on both ends. Several enhanced DH schemes have been invented to counter
man-in-the-middle attacks. In addition, a multi-way challenge response protocol, such
as Needham-Schroeder [62], can also be used. Kerberos [62], which is based on a
variant of Needham-Schroeder, is an authentication protocol used in many real systems
including Microsoft Windows.

Key integrity and ownership should be protected from advanced key attacks. Dig-
ital signature, hash function, and hash function based on message authentication code
(HMAC) [62] are techniques used for data authentication or integrity purposes. Sim-
ilarly, public key is protected by the public-key certificate, in which a trusted entity
called the certification authority (CA) in PKI [62] vouches for the binding of the public
key with the owner’s identity. In systems lacking a trusted third party (TTP) [62], the
public-key certificate is vouched for by peer nodes in a distributed manner, such as
pretty good privacy (PGP) [62]. In some distributed approaches, the system secret is
distributed to a subset or all of the network hosts based on threshold cryptography.
Obviously, a certificate cannot prove whether an entity is “good” or “bad”, but can
prove ownership of a key. Mainly it is for key authentication.

A cryptographic key could be compromised or disclosed after a certain period of
usage. Since the key should no longer be useable after its disclosure, some mechanism
is required to enforce this rule. In PKI, this can be done implicitly or explicitly. The
certificate contains the lifetime of validity-it is not useful after expiration. But in
some cases, the private key could be disclosed during the valid period, in which case
certification authority (CA) needs to revoke a certificate explicitly and notify the network
by posting it onto the certificate revocation list (CRL) to prevent its usage.

Currently there are three types of key management on MANET: the first one is
virtual CA approach [3], the second one is certificate chaining [57], and the third one
is composite key management, which combines the first two [9].
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Figure 8. A Conceptual Model for an IDS Agent in MANET

3.10. MANET intrusion detection systems (IDS)

Because MANET has features such as an open medium, dynamic changing topol-
ogy, and the lack of a centralized monitoring and management point, many of the in-
trusion detection techniques developed for a fixed wired network are not applicable in
MANET. Zhang [37] gives a specific design of intrusion detection and response mech-
anisms for MANET. Marti [36] proposes two mechanisms: watchdog and pathrater,
which improve throughput in MANET in the presence of nodes that agree to forward
packets but fail to do so. In MANET, cooperation is very important to support the basic
functions of the network so the token-based mechanism, the credit-based mechanism,
and the reputation-based mechanism were developed to enforce cooperation. Each
mechanism is discussed in this chapter.

MANET IDS agent conceptual architecture

The basic approach in MANET [36] is that each mobile node runs an IDS agent in-
dependently. It has to observe the behavior of neighboring nodes, detect local intrusion,
cooperate with neighboring nodes, and, if needed, make decisions and take actions. An
IDS agent has data collection, a local detection engine, local response, a cooperative
detection engine, global response, and secure communication with neighboring IDS
agents. Figure 8 is a conceptual model of an IDS agent.

Approaches to detect routing misbehavior

Watchdog and pathrater [36] are proposed for the DSR routing protocol. It is
assumed that wireless links are bi-directional; wireless interfaces support promiscuous
mode operation, which means that if a node A is within the transmission range of B,
it can overhear communications to and from B even if those communications do not
directly involve A.

The watchdog methods detect misbehaving nodes. A node may measure a neigh-
boring node’s frequency of dropping or misrouting packets, or its frequency of invalid
routing information advertisements. The implementation of a watchdog maintains a
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buffer of recently sent packets and compares each overheard packet with the packets
in the buffer to see if there is a match. If there is a match, the node removes the packet
from the buffer; otherwise if a packet has remained in the buffer for longer than a
certain timeout, the watchdog increments a failure tally for the neighboring node. If
the tally exceeds a certain threshold bandwidth, it sends a message to the source noti-
fying it of the misbehaving node. The weaknesses of watchdog are that it might not
detect a misbehaving node because of ambiguous collisions, receiver collisions, limited
transmission power, false behavior, collusion, and partial dropping.

In another scheme, pathrater is run by each node. Each node keeps track of the
trustworthiness rating of every known node, including calculating path metrics by av-
eraging the node ratings in the path to each known node. If there are multiple paths
to the same destination, then according to standard DSR routing protocol the shortest
path in the route cache is chosen, but when using pathrater the path with the highest
metric is chosen.

Cooperation enforcement

Generally, there are two kinds of misbehaving nodes: one is the selfish node, and
the other is the malicious node. Selfish nodes don’t cooperate for selfish reasons, such
as saving power. Even though the selfish nodes do not intend to damage other nodes,
the main threat from selfish nodes is the dropping of packets, which may affect the
performance of the network severely. Malicious nodes have the intention to damage
other nodes, and battery saving is not a priority. Without any incentive for cooperating,
network performance can be severely degraded. The mechanisms to enforce cooper-
ating are currently split into three research areas: token-based, micro-payment, and
reputation-based. Yang [58] proposed a token-based scheme. Buttyan [59] proposed
the nuglets scheme. The nuglets scheme is micro-payment scheme. Buchegger’s CON-
FIDANT [41], Michiard’s CORE [60], and Bansel’s OCEAN [61] are reputation-based
schemes.

Token-based mechanism: The token-based scheme [58] is a unified network-
layer security solution in MANET based on the AODV protocol. In this scheme,
each node carries a token in order to participate network operations, and its lo-
cal neighbors collaboratively monitor any misbehavior in routing or packet for-
warding services. The approach is different from a watchdog, which monitors
neighbors alone, not collaboratively.

Nodes without a valid token are isolated in the network, and all of their legitimate
neighbors will not interact with them in routing and forwarding services. Upon
expiration of the token, each node renews its token via its neighbors. The
lifetime of a token is related to the node’s behavior. A well-behaving node with
a good record needs to renew its token less often.

This approach uses asymmetric cryptographic primitives such as RSA. There
is a global secret key and public key pair. Each legitimate node carries a token
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stamped with an expiration time and marked with a signature. The design is
based on several assumptions to simplify the mechanism:

1. Any two nodes within wireless transmission range may monitor each
other.

2. The approach is only based on network-layer security, not physical-layer
or link-layer issues.

3. Only the secure route for data forwarding between the source and desti-
nation is discussed, not data packet confidentiality and integrity.

4. Each node has a unique ID.

5. Multiple attackers are possible, but there is a limit to attackers in any
neighborhood.

6. Every legitimate node has a token signed with the private key, which can
be verified by its neighbors.

Credit-based mechanism: The nuglets scheme [59] is an approach analogous
to virtual currency. A node that consumes a service must pay the nodes that pro-
vide the service in nuglets. The combination of watchdog and pathrater cannot
hold any misbehaving nodes accountable, and misbehaving nodes are still able
to send and receive packets. However, in the nuglets scheme, a misbehaving
node will be locked out by its neighbors. That is much better in fairness.

Nuglets are designed to simulate packet forwarding. The nuglets are related to
the counters in the nodes. The counter is maintained by a trusted and tamper-
resistant hardware module at each node. A packet purse holds nuglets, which
are contained in the packet. The packet purse is protected from unauthorized
modification and detachment from the original packet by cryptographic mech-
anisms. The packet forward protocol is designed on fixed per hop charges.

Reputation-based mechanism: CONFIDANT [41] presents an extension to
the routing protocol in order to detect and isolate misbehaving nodes. The
protocol is designed to be able to make cooperation fair. With CONFIDANT,
each node has four components: a monitor, a reputation system, a trust manager,
and a path manager.

The CONFIDANT approach copes with MANET security, robustness, and fair-
ness by retaliating for malicious behavior and warning affiliated nodes to avoid
bad experiences. Nodes learn not only from their own experience, but also from
observing the neighborhood and from the experience of their friends.

4. OPEN CHALLENGES AND FUTURE DIRECTIONS

Security is such an important feature that it could determine the success and wide
deployment of MANET. A variety of attacks have been identified. Security coun-
termeasures either currently used in wired or wireless networking or newly designed
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specifically for MANET are presented in the above sections. Security must be en-
sured for the entire system at all levels since overall security level is determined by the
system’s weakest point.

The research on MANET is still in an early stage. Existing papers are typically
based on one specific attack. They could work well in the presence of designated
attacks, but there are many unanticipated or combined attacks that remain undiscovered.
Research is still being performed and will result in the discovery of new threats as
well as the creation of new countermeasures. More research is needed on robust key
management system, trust-based protocols, integrated approaches to routing security,
and data security at different layers. Here are some research topics and future work in
the area:

Key management: Cryptography is the fundamental security technique used in
almost all aspects of security. The strength of any cryptographic system depends
on proper key management. The public-key cryptography approach relies on
the centralized CA entity, which is a security weak point in MANET. Some
papers propose to distribute CA functionality to multiple or all network entities
based on a secret sharing scheme, while some suggest a fully distributed trust
model, in the style of PGP. Symmetric cryptography has computation efficiency,
yet it suffers from potential attacks on key agreement or key distribution. Many
complicated key exchange or distribution protocols have been designed, but for
MANET, they are restricted by a node’s available resources, dynamic network
topology, and limited bandwidth. Efficient key agreement and distribution in
MANET is an ongoing research area.

Trust-based system: Most of the current work is on preventive methods with
intrusion detection as the second line of defense. One interesting research issue
is to build a trust-based system so that the level of security enforcement is de-
pendant on the trust level. Building a sound trust-based system and integrating
it into the current preventive methods can be done in future research.

Multi-fence solution: Since most attacks are unpredictable, a resiliency-oriented
security solution will be more useful, which depends on a multi-fence security
solution. Cryptography-based methods offer a subset of solutions. Other solu-
tions will be in future research.
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Routing in wireless ad-hoc networks is one of the fundamental tasks which helps nodes send
and receive packets. Traditionally, routing protocols for wireless ad-hoc networks assume
a non-adversarial and a cooperative network setting. In practice, there may be malicious
nodes that may attempt to disrupt the network communication by launching attacks on the
network or the routing protocol itself. In this chapter, we present several routing protocols
for ad-hoc networks, the security issues related to routing, and securing routing protocols
for mobile wireless ad-hoc networks.

1. INTRODUCTION

Wireless ad-hoc networks are rapidly deployable networks in which nodes with
wireless radios form a network on-the-fly without the need of any fixed infrastructure.
Two main features of ad-hoc networks, namely, connecting without cables and user
mobility, provide a powerful combination that enables networking in situations where
it is not feasible to establish and maintain a network. Ad-hoc networks were of primary
interest in military communications and disaster relief because of their “infrastructure-
less" nature. However, over the past decade these networks gained popularity in the
form of personal-area networks [6] and civilian networks [23].

One of the basic functions of an ad-hoc network is routing, which enables nodes
to send and receive packets. Due to the limited transmission range (typically 250m or
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less) of nodes, routing in ad-hoc networks generally involves multiple hops. Thus, each
node acts as a router as well as an end-node to relay or receive packets in the network.
Routing in ad-hoc networks is challenging because of node mobility, lack of predefined
infrastructure, peer-to-peer mode of communication and limited radio range. Several
protocols [3, 9, 10, 11, 12, 13, 17, 20] have been proposed in the literature for routing in
ad-hoc networks, each with its own niche of applicability. At the core, all these routing
protocols try to find a ‘good path’ from the source to the destination, assuming that
nodes in the network are ‘friendly’ and cooperative. If we relax the assumption of node
cooperation for routing and take into account the presence of malicious nodes, then it
adds a new dimension to the problem, viz., security.

Security in ad-hoc networks is an essential component that safeguards the proper
functioning of the network and underlying protocols. In general, securing ad-hoc
networks is a nontrivial task due to lack of a pre-existing infrastructure, wireless nature
of communication links, and frequently changing network topology. Unlike wired
networks where the attacker needs to gain access to the physical medium to launch any
kind of attack, in ad-hoc networks, an intruder can easily eavesdrop on the on-going
traffic. Further, lack of infrastructural support impedes the use of well known (those
used in wired-networks) security architectures/protocols to detect and thwart intruders
in the context of multi-hop wireless networks. However, there are several protocols for
wireless networks in the literature that enforce/implement security at different layers
and at different levels in ad-hoc networks. In this chapter, we focus on secure-routing
protocols for ad-hoc networks.

An enthusiastic reader may ask: “Is a secure-routing protocol a new routing pro-
tocol that is designed from the scratch with security as one of its goal or is it a secure
extension of an existing routing protocol?" Our answer is: It can be either. The former
approach still makes sense, since there is no standard routing protocol for ad-hoc net-
works as of the time of writing this book. However, authors believe that one may end-up
re-inventing something similar to one of the existing routing techniques plus security
extensions, in designing a new secure-routing protocol. The later approach is motivated
by the fact that routing in ad-hoc networks, which is challenging in itself, has some of
approaches like AODV [20], DSR [11], and OLSR [10], which IETF MANET group
is considering for standardization. Thus, securing such a routing protocol requires
assessing attacks specific to that protocol and securing them accordingly.

In the rest of the chapter, we concentrate on secure versions existing single path
routing protocols. To this end, we present a classification and a brief review of few
well known routing protocols for ad-hoc networks in Section 2. We discuss possible
attacks on routing protocols in Section 3. Section 4 presents secure topology-based
routing protocols for ad-hoc networks. Section 5 presents security issues and counter
measures in position-based routing, and we summarize the chapter in Section 6.
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2. ROUTING IN AD-HOC NETWORKS

Routing in ad-hoc networks involves finding a path from the source to the desti-
nation, and delivering packets to the destination nodes while nodes in the network are
moving freely. Due to node mobility, a path established by a source may not exist after
a short interval of time. To cope with node mobility nodes need to maintain routes in
the network. Depending on how nodes establish and maintain paths, routing protocols
for ad-hoc networks broadly fall into pro-active [17], reactive [11, 20], hybrid [9], and
location-based [3, 12, 13] categories.

2.1. Proactive Routing Protocols

Pro-active routing protocols are table-driven protocols that maintain up-to-date
routing table using the routing information learnt from the neighbors on a continu-
ous basis. Routing in such protocols involves selecting a path form the source to the
destination, where the source node and each intermediate node selects a next hop, by
routing table look up, and forwarding the packet to next hop until destination receives
the packet. A drawback of such protocols is the proactive overhead due to route main-
tenance and frequent route updates to cope with node mobility. An example of this
class is the DSDV [17].

DSDV: The Destination-Sequenced Distance-Vector Routing protocol (DSDV) is an
enhanced version of distributed Bellman-Ford algorithm, for mobile ad-hoc networks.
In this protocol, each node maintains a routing table that contains an entry for every node
in the network. Each entry in the routing table consists of the destination ID, the next
hop ID, a hop count, and a sequence number for that destination. The sequence number
helps nodes maintain a fresh route to the destination(s) and avoid routing loops. To
cope with frequently changing network topology, nodes periodically broadcast routing
table updates thought-out the network.

When a node receives a route-update packet, it changes its routing table entries if
the sequence number of the destination in the update packet is higher (fresh) than the
one in its routing table. If the sequences numbers are the same, then the node selects
a route with smaller metric (hop count). To reduce the network traffic due to large
update packets, DSDV employs two types of updates –full dump and incremental. A
full dump packet generated by a node contains all entries in its routing table. Whereas
an incremental packet contains only the routing table entries that are changed by the
node since the last full dump. A node triggers an update when either the metric for a
destination changes or when the sequence number changes. In the later case, it is called
DSDV-SQ.

2.2. Reactive Routing Protocols

Reactive routing protocols are demand-driven protocols that find path on-the-fly
as and when necessary. In such protocols, establishing a new route involves a route
discovery phase consisting of route request (flooding) and a route reply (by the des-
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tination node). Nodes maintain only the active routes until a desired period or until
destination becomes inaccessible along every path from the source node. A drawback
of such protocols is the delay due to route discovery on-the-fly. We briefly discuss the
AODV and DSR protocols next.

AODV: In Ad-hoc On-demand Distance Vector Routing (AODV), a node discovers and
maintains a route to the destination as and when necessary. Nodes maintain a routing
table containing routes towards source(s)-destination(s) that are actively communicat-
ing with each other. Each entry in the routing table consists of the destination ID, the
next hop ID, a hop count, and a sequence number for that destination (the same as one in
DSDV). The sequence number helps nodes maintain a fresh route to the destination(s)
and avoid routing loops. Thus, each node maintains a sequence number for itself and
the respective source(s) and destination(s). A node increments its sequence number if
it initiates a new route request or if it detects a link-break with one of its neighbors.

To establish a path to the destination, a source node broadcasts a route request
(RREQ) packet. The RREQ packet contains the source ID, the destination ID, sequence
number of the source, and the latest sequence number of the destination node that is
known to the source node. When a node receives a RREQ packet, it makes an entry
for the route request in the route-request cache, and stores the address of the node
from which it received the request as the next hop towards the source in its routing
table. If receiving node is the destination or it has a fresh route to that destination1,
then it responds with a route reply (RREP). Otherwise, it rebroadcasts the RREQ to its
neighbors. When a node receives a RREP, it stores the address of the node from which
it received RREP as the next hop towards the destination in its routing table and unicast
the RREP to the next hop towards the source node.

Once the source receives the RREP packet, it starts transmitting data packets along
the path traced by the RREP packet. Due to the node mobility, path(s) established
by a source node may break. A node detects a path break if it attempts to forward
a data packet and receives a packet-drop notification from the media access control
(MAC) layer. When a node detects a path-break, it drops the packet for the destination
and generates a route error (RERR) packet for the destination and sends the RERR
to the source. Upon receiving a RERR, the source node buffers data packets for the
destination and tries to re-establish a path to the destination.

DSR: Dynamic Source Routing (DSR) [11] was one of the first reactive routing pro-
tocols for ad-hoc networks. In DSR, nodes use RREQ, RREP, and RERR packets to
establish and maintain paths to the destination. However, unlike AODV, RREQ packet
accumulates a list of node IDs along the path from the source to the destination and
the corresponding RREP packet carries this list of IDs back to the source. Once the
source node receives RREP packet, it starts transmitting data packets to the destination

1 A node determines the freshness of its route table entry (provided such an entry exists) for that destination
by comparing the destination sequence number in the RREQ with that of its route table entry.
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by embedding the route from the source to the destination in the packet header. The
path in the data packet header is referred to as the “source route".

Every node in the network stores route to other nodes in the network by maintaining
a dynamic route cache. A node learns routes to other nodes when it initiates a RREQ
to a particular destination or when the node lies on an active path to that destination.
In addition to these, a node may also learn a route by overhearing transmissions (in the
promiscuous mode) along the routes of which it is not a part.

2.3. Hybrid Routing Protocols

Hybrid protocols combine the advantages of various approaches of routing pro-
tocols into a single protocol. The Zone Routing Protocol (ZRP) [9], is one such hy-
brid protocol that combines both the proactive and reactive routing approaches. ZRP
takes advantage of pro-active discovery within a node’s local neighborhood, and uses
a reactive protocol for communication between these neighborhoods. The local neigh-
borhoods are called Zones, and each node may be within multiple overlapping zones.
ZRP is motivated by the fact that “ the most communication takes place between nodes
close to each other. Changes in the topology are most important in the vicinity of
a node - the addition or the removal of a node on the other side of the network has
only limited impact on the local neighborhoods". The performance of ZRP depends
on choosing a radius, which decides the transition from pro-active to reactive behavior.
With a carefully chosen radius, ZRP can achieve better efficiency and scalability over
both pro-active and reactive routing protocols.

2.4. Position-based Routing Protocols

Position-based routing protocols utilize position of nodes in the network and make
the least use of the topology information. Routing protocols using such a scheme elimi-
nate drawbacks due to frequently changing network topology. DREAM [3], GPSR [12],
and LAR [13] are some of the examples of position-based routing protocols.

In Position-based routing protocols nodes maintain local (one or two hop) topol-
ogy information with the help of a hello protocol. To route a packet to the destination,
the source node uses a greedy-forwarding to select a next hop towards the destina-
tion. In greedy-forwarding, a node selects a next-hop towards the destination that is
geographically closest to the destination among its neighboring nodes. Since there is
no pre-established route from a source to the destination, each packet may follow a
different path depending on the network topology.

There are two parts to position-based routing: (a) given the position of the source,
the position of the destination, and a local neighbor table of each node, delivering
packets from the source to the destination, and (b) given that each node can determine
its own position, using some positioning system like GPS, obtaining the position of
any other node in the system. The former part is the position-based routing, examples
include GFG [5], GPSR [12]. Position-based routing is typically greedy-forwarding
along with a recovery mechanism to circumvent local optima due to greedy-forwarding,
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a condition where there is no node close to an intermediate node in its neighborhood
than the node itself. The later part is called the location service. Some of the examples
of location-service protocols are GLS [15], DLM [27], and RLS [22]. Interestingly,
most location-service protocols including GLS and DLM, rely on the underlying greedy
forwarding algorithm (although there are few other variants of greedy forwarding [26]
exists) to send and receive control packets like location updates and location queries.

The advantage of these protocols is that nodes need not establish, maintain routes,
and these protocols are more scalable compared to reactive and pro-active routing
protocols.

3. POSSIBLE ATTACKS ON ROUTING PROTOCOLS

Having explained functioning of some routing protocols in the previous sections,
we now present possible attacks on routing protocols. Attacks on routing protocols can
be both active and passive. In passive attacks an attacker does not actively participate in
bringing the network down. Attackers are typically involved in unauthorized listening
to routing packets. An attacker just eavesdrops on the network traffic as to determine
which nodes are trying to establish routes to which other nodes, which nodes are the
center of the network and so on. A major advantage for the attacker is that passive
attacks are usually impossible to detect and hence makes defending against such attacks
extremely difficult. Further, routing information can reveal relationships between nodes
or disclose their addresses. If a route to a particular node is requested more often than
to other nodes, the attacker might expect that the node is important for the functioning
of the network, and disabling it could bring the entire network down. Such attacks can
be prevented mostly by applying cryptographic techniques on messages, to protect the
message contents from being exposed to the attacker.

Active attacks involves modification, fabrication of messages, or preventing the
network from functioning properly. Further, active attacks can be due to an external
attacker(s) and an internal attacker(s). External attackers are unauthorized nodes with-
out a shared cryptography key in the network. Internal attackers are authorized but
compromised nodes and are more dangerous and hard to detect as they are in the net-
work and own the necessary cryptography keys. Active attacks can be classified into
packet-dropping, modification, fabrication, and other miscellaneous attacks.

3.1. Packet Dropping

Malicious nodes may ensure that certain messages are not transmitted by simply
forwarding few packets and dropping the remaining one. By dropping packets, an
attacker succeeds in disrupting the network operation. Such misbehavior can be hard
to detect as valid nodes may, from time to time, drop packets due to congestion/collision.
Depending on the strategy of dropping packets, there are two types of attacks:
Black holes: The attacker injects falsified routing packets to attract traffic. The attacker
intercepts or drops control as well as data packets to deny services to authentic nodes.
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This attack can be prevented by establishing routes free of such nodes or by removing
them from existing routes.
Gray holes: The attacker drops data packets but not control packets. This attack
is difficult to detect. A promiscuous mode operation within the routing protocol is
required to detect such an attack.

3.2. Modification

Most routing protocols assume that nodes do not alter fields of the protocol mes-
sages. The protocol messages, or control packets, carry important routing information
that governs the behavior of their transmission. Since the level of trust in a traditional
ad-hoc network cannot be measured or enforced, malicious nodes may participate di-
rectly in route discovery and may intercept and disrupt communication. They can easily
cause redirection of network traffic and denial of service attacks by simply altering fields
in protocol messages. These attacks can be classified as follows [24]:

Remote redirection with modified route sequence number: A malicious node
uses the routing protocol to advertise itself as having the shortest path to destina-
tion whose packets it wants to intercept. Typically, routing protocols maintain routes
using monotonically increasing sequence numbers for each destination. A malicious
node may divert traffic through itself by advertising a route to a node with a destination
sequence number greater than the authentic value.

Redirection with modified hop count: In some protocols such as AODV, the route
length is represented in the message by a hop count field. A malicious node can succeed
in diverting all the traffic to a particular destination through itself by advertising a
shortest route (with a very low hop count) to that destination.

Denial of service with modified source routes: DSR routing protocol explicitly states
routes in data packets called the source route. In the absence of any integrity checks
on the source route, a malicious node can modify this source route and hence succeed
in creating loops in the network or launching a simple denial of service attack.

3.3. Fabrication

Fabrication of messages means generating false routing messages. Such attacks
are difficult to detect. There are three types of such attacks.

Falsifying route error messages: AODV and DSR have measures to handle broken
routes when constituent nodes move or fail. If the destination node or an intermediate
node along an active path moves or fails, the node, which precedes the broken link,
broadcasts a route error message to all active neighbors which precede the broken
link. The nodes then invalidate the route for this destination in their routing tables. A
malicious node can succeed in launching a denial of service attack against a benign
node by sending false route error messages against this benign node.
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Route cache poisoning: In DSR, a node can learn routing information by overhearing
transmissions on routes of which it is not a part. The node then adds this information
to its own cache. An attacker can easily exploit this method of learning and poison
route caches. If a malicious node, M, wants to launch a denial of service attack on
node X, it can simply broadcast spoofed packets with source routes to X via itself. Any
neighboring nodes that overhear the packet transmission may add the route to their
route cache.

Routing table overflow attack: A malicious node may attempt to overwhelm the
protocol by initiating route discovery to non-existent nodes. The logic behind this is
to create so many routes that no further routes could be created as the routing tables of
nodes are already overflowing.

3.4. Other Attacks

Impersonation: A malicious node masquerades as another node. It does this by
misrepresenting its identity by changing its own IP or MAC address to that of some other
node, thereby masquerading as that node. Using stronger authentication procedures can
prevent this type of attack.

Sybil attack: In the Sybil attack, an adversary presents multiple identities to other
nodes in the network. This attack disrupts routing protocols by causing nodes to appear
to be “in more than one place at once" [14]. This reduces the diversity of routes available
in the network. It also diminishes the effectiveness of fault-tolerant schemes such as
distributed storage, disparity, multi-path routing, and topology maintenance.

Wormhole attacks: The attacker receives packets at one point in the network and
tunnels them to another part of the network. It then replays them into the network
from that point onwards. This kind of attack does not require the attacker to have any
knowledge of cryptographic keys. Using packet leashes can prevent these attacks [25].

Location spoofing attacks: Apart from the usual attacks on routing protocols,
position-based protocols face a new attack, viz., the position spoofing attack. In the
position spoofing attack, a malicious node aims to disrupt the normal functioning of
greedy forwarding by fabricating its position information in favor of itself. A selfish
node may declare a selected position (e.g., away from the destinations’ position) to stay
away from forwarding data packets. On the other hand, a malicious node can declare a
false position (e.g., closest to the destination) to attract the traffic so that it can launch
attacks. An attack combining Sybil attack and position spoofing can construct a wall
around a node and control all traffic from that node.

4. SECURE TOPOLOGY-BASED ROUTING PROTOCOLS

In this section we present secure proactive and reactive routing protocols. The
SEAD protocol that is described in the next subsection is a secure extension of DSDV
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and it is a proactive secure routing protocol. The rest of the protocols in this section
are reactive protocols, and are secure extensions of DSR or AODV routing protocols.

4.1. SEAD

The Secure Efficient Ad hoc Distance vector routing protocol (SEAD) [7] is a secure
routing protocol based on the DSDV-SQ protocol described in Section 2.1. Recall that
in DSDV-SQ, nodes send both periodic routing updates as well as triggered routing
updates. These updates can be either the whole routing table (full dump) or only those
table entries that correspond to the destinations for which route has changed since the
last full dump. A node sends a triggered update, if the node receives a new metric
value for the destination or if it receives a new sequence number for the destination, to
communicate such changes to the other nodes.

A malicious node may send updates advertising lower hop count for certain desti-
nations to its neighboring nodes. The neighbors would be fooled into believing that this
malicious node has the shortest path to those destinations, and so they would make this
malicious node as the next hop for routes to those destinations. Thus, this malicious
node would be able to launch denial of service attacks against those destinations by
having all routes to go through itself. It can then selectively drop packets and wreck
havoc in the network. In SEAD protocol, nodes prevent such modification attacks by
authenticating the routing update packets.

The SEAD protocol assumes that the network diameter has a value of at most m−1,
where m is a positive integer. Thus all metrics in any routing update are less than m.
SEAD uses one-way hash chains, which are computationally efficient as compared
to public key cryptography or secret key cryptography paradigms, for authenticating
update packets from a given node. To generate a hash chain, a node picks a ρ bit
long random number x, and generates the values h0, h1, h2 · · · , hn, where h0 = x,
hi = H(hi−1) 1 ≤ i ≤ n, n is divisible by m, H is a one-way hash function like SHA-
1 [16] or MD5 [21]. Given the authentic element hn, a node can authenticate hn−3 by
computing H(H(H(hn−3))) and comparing with hn. If they are equal then message
carrying hn−3 is authentic, else it is not authentic. SEAD assumes some mechanism
for a node to distribute its authentic hn element of the hash chain that can be used by
other nodes to authenticate all other elements of the hash chain of that node.

There are two parts for authenticating an entry in a routing update, the sequence
number and the metric value for that entry. SEAD uses a single element from the
hash chain of the node, corresponding an entry in the route update to authenticate the
route update entry. Note that for a given sequence number i, the corresponding metric
value can be a number j, 0 ≤ j < m. For this reason, a node generates a hash
chain h0, h1, h2 · · · , hn, such that n is divisible by m. The number n/m represents the
maximum value of sequence number for a node. For each sequence number there is a
group of m elements in the hash chain, one for each metric value. A node X releases
hash values in the reverse order of their generation for the purpose of authentication.
For the routing update entry with a sequence number i and a metric value of j, X uses
hkm+j to authenticate itself, where k = n/m − i.
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When a node sends a routing update, the node includes one hash value with every
entry in that update. If a node lists an entry for some other destination in its update, it
sets the destination address to that nodes’ address, the metric and the sequence number
to the corresponding values in its routing table for that destination node and the hash
value is set to the hash of the hash value of the routing update entry from which it learned
the route to that destination. If the node lists an entry for itself in that update, it sets the
address in that entry to its own node address, the metric to 0, the sequence number to its
own next sequence number, and a hash value its own hash chain elements corresponding
to that sequence number and metric as explained before. The role played by sequence
number and metric in selecting the hash value for routing update entry prevents any
node from advertising a route to a destination claiming a greater sequence number than
that destination’s current sequence number due to one-way hash functions.

Suppose an attacker receives a routing update having metric j for a particular
entry. The attacker decides to decrease the metric for that entry to say j − 1, then
the attacker will have to authenticate the entry with hash chain element hkm+j−1.
However, this chain element cannot be calculated from hkm+j as the hash function
cannot be inverted. Hence, any attempt to decrease the metric of a particular routing
table entry would be thwarted as the attacker cannot generate the necessary hash chain
element to authenticate the resulting metric.

When a node receives a routing update, depending upon the sequence number and
metric in the received entry and the sequence number and metric of the prior authentic
hash value for that destination, it decides how many times the hash value in the newly
received update entry needs to be hashed so that it should be the same as the prior
authentic hash value. If the two hash values are found to be equal, the entry is authentic
and the node processes the update, else it drops the update packet.

SEAD, however, cannot prevent the same distance attack where a node receives
an advertisement for a particular sequence number and metric and then it re-advertises
the same sequence number and metric. This is because SEAD only secures the lower
bound on the metric ensuring the node does not reduce the metric.

4.2. SRP

The Secure Routing Protocol (SRP) [19] is an extension to reactive routing pro-
tocols like Dynamic Source Routing (DSR), which helps nodes defend against attacks
that disrupt the route establishment phase. SRP attempts to guarantee that the node
initiating the route discovery will be able to differentiate between the legitimate replies
and the replies meant to provide false topological information and can discard such
malevolent replies. The protocol assumes that there is a security association (SA) be-
tween the source node S and the destination T. By using the SA, a source/destination
pair that participated in the route establishment verify each other. The source and
destination share a secret key KST , which is negotiated by the SA.

In SRP, a source node adds an additional header, called SRP header, to the un-
derlying routing protocol packet. The SRP header contains a query sequence number,
a random query identifier, and a Message Authentication Code (MAC), called SRP
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MAC, generated by the source using the shared key KST . The Query Sequence Num-
ber, QSEQ, is a monotonically increasing 32 bit sequence number maintained by the
source node S for each destination T it has a security association with. QSEQ increases
monotonically for every route request generated by S for T, thus allowing T to detect
outdated/replayed requests. QSEQ is initialized at the establishment of the SA and is
generally not allowed to wrap around. The Query Identifier QID is a random 32 bit
identifier generated by S and is used by the intermediate nodes as a means to identify
the request. Since QID is an output of a secure pseudo-random number generator and
is unpredictable by an adversary, it provides protection against attackers who fabricate
requests only to cause subsequent requests to be dropped. SRP MAC is a 96 bit value
calculated using the shared key KST over IP addresses of the source S and target T and
the two identifiers QSEQ and QID. It not only validates the integrity of the request
but also authenticates the origin of the packet to the target, as the MAC could have
been calculated only by the source or the destination node which have the knowledge
of KST .

When an intermediate node receives a route request, and if an SRP header is not
present in the route request packet, it drops the packet. Otherwise, the node extracts the
IP address of the source and destination as well as the QID from the request and creates
an entry for the request in the query table. If an entry already exists for that source
destination pair with the same QID, the request is dropped by the node. Otherwise,
the node appends its IP address to the request and rebroadcasts the request. Thus IP
addresses of the intermediate nodes keep on accumulating on the route request.

The above situation warrants that the QID should be sufficiently random and an
adversary with finite computation capacity should not be able to predict it. Otherwise,
the attacker can prevent route from being established between the given source and the
destination pair, as it would fabricate request packets with this QID and the intermediate
nodes will not forward the legitimate requests, as an entry already exists in the query
table for that particular QID.

When the destination T receives this request packet, it verifies that the packet
originated at the node with which it has SA. The destination compares the QSEQ with
SMAX , the maximum query sequence number received from S. If QSEQ ≤ SMAX , the
request is outdated/replayed and the destination discards the packet. Else, it calculates
the keyed hash of the request field and matches against the SRP MAC. The equality
validates the integrity of the request as well as the authenticity of the sender.

The destination broadcasts a route reply to its one-hop neighbors in order to thwart a
potentially malicious neighbor from controlling multiple replies. For each valid request,
the destination puts the accumulated route in the form of IP addresses of intermediate
nodes into the route reply packet. The QSEQ and QID fields from the route request are
copied into the corresponding fields of the reply packet. MAC is calculated to preserve
the integrity of the packet in transit. The QSEQ and QID fields verify the freshness of
the packet to the source.

When the source S receives the route reply packet, it checks source and destination
addresses, QID and QSEQ and discards the reply if it does not correspond to the
currently pending query. Otherwise, it compares the reply IP source-route with the
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reverse of the route carried in the reply payload. If the two routes match, MAC is
calculated using the replied route, the SRP header fields, and KST . The successful
verification confirms that the request did indeed reach the intended destination T and
the reply was not corrupted on the way back from T to S. Furthermore, since the reply
packet has been routed and successfully received over the reverse of the route it carries,
the routing information has not been compromised during the request propagation.

Intermediate nodes also measure the frequency of queries received from their neigh-
bors. Intermediate nodes maintain a priority ranking of their neighbors - highest priority
to nodes generating requests at the lowest rate and the lowest rating for nodes generating
requests with highest rate. In case two packets arrive at the same time, the neighbor
whose ranking is higher, is given priority in routing over the one with the lower ranking.

The secure routing protocol guarantees the discovery of a correct route, even in the
presence of malicious nodes. The protocol obviates the need of a certification authority,
thereby suiting itself to the ad-hoc paradigm. The protocol does not necessitate the
knowledge of keys of all member nodes. The only requirement of this protocol is
that there should be a prior security association between the source and the destination
nodes. This kind of a security association is realized through shared secret keys between
any two pair of nodes. However, when malicious nodes succeed in subverting benign
nodes, the malicious nodes could easily gain access to the shared secret keys. The
malicious node can then masquerade as the subverted node and initiate communication
with other good nodes with whom the subverted node has a security association.

4.3. ARIADNE

Ariadne [8] is an on-demand secure routing protocol based on the DSR protocol.
Ariadne prevents attackers or compromised nodes from tampering with uncompromised
routes consisting of benign nodes. It is based on efficient symmetric cryptographic
primitives and prevents several types of denial of service attacks. Unlike SRP, Ariadne
uses a broadcast authentication protocols TESLA [18], which enables a node to verify
that a broadcast packet (like RREQ) received by the node is indeed generated by the
initiator of the message. Such a broadcast authentication is essential in defending
against impersonation and denial of service attacks. The basic idea of the Ariadne
protocol is to insure that the destination node can authenticate the source node, the
source node can authenticate every intermediate node on the path from the source to
the destination (received by the source in RREP), and malicious nodes cannot tamper
with routes in RREQ or RREP by inserting dummy IDs or removing benign node IDs.

The idea behind the TESLA protocol is to have a random initial key (kn) for each
node from which each node generates a one-way key chain by repeated computation
of a one-way hash function (H) such that kn−1 = H(kn) and in general for any j < i,
kj = Hi−j(ki). A node discloses each key of its one-way key chain in an order that is
exactly the reverse of the order in which the node generates the keys. Further, a node
publishes its key ki at a time T0+i∗t, where T0 is the time at which k0 is published, and
t is the key publication interval. The rationale behind having a reverse key disclosure
schedule is that using a previously known hash chain element, like kj , any other node
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can authenticate subsequent elements, ki, i > j, from a nodes hash chain by using the
equation kj = Hi−j(ki). However, other nodes cannot generate ki due to the one-way
property of the hash function.

For broadcast authentication using TESLA, a node generates a broadcast packet,
adds a Message Authentication Code (MAC) of the packet generated by the node using
its future (next in its schedule) TESLA key and then releases the key used in MAC at
a later time. A node receiving the packet verifies the TESLA security condition that
the key ki used to authenticate the packet has not yet been released by the nodes2. If
the condition holds, then the receiving node waits for the TESLA key to be released
by the sender and verifies the key (using the one-way hash function) and the MAC of
the packet. If they are authentic, then the receiver accepts the packet, else it drops the
packet.

The Protocol: Ariadne protocol assumes that the source and the destination share a
secret key KST that allows them to authenticate each other. To establish a secure route
to the destination, the source node floods a RREQ packet that has eight fields <ROUTE
REQUEST, initiator, target, id, time interval, hash chain, node list, MAC list>. The
initiator and the target are set to the source ID and the destination ID, respectively. The
‘id’ is an identifier that has not been recently used in route discovery. The ‘time interval’
is set to TESLA time interval at the pessimistic arrival time of the request at the target,
with maximum possible clock offset/skew and maximum transmission delay. The hash
chain field is initialized by the initiator to the MAC calculated over initiator, target, id,
time interval, using the key KST (MACKST

(initiator, target, id, time interval)). The
node list and MAC list are empty initially and will be filled by the intermediate and
target nodes.

When an intermediate node, A, receives a RREQ, the node checks its local table
for the (initiator, id) entry. If it finds an entry for the same route discovery, it discards
the RREQ, else the node verifies the time interval of the RREQ. If the time interval is
too much in the future or the key corresponding to it has been disclosed, the RREQ is
discarded. Otherwise, the node appends its address to the node list in the RREQ packet,
and replaces the hash chain field with H(A, oldhashchain). The node then appends
a MAC of the entire request to the MAC list, where the MAC is calculated using key
ki corresponding to the time interval in the RREQ. The node then rebroadcasts the
modified RREQ.

When the destination node receives the RREQ, it determines whether the keys
corresponding to the time interval mentioned in the RREQ have not been disclosed yet,
and the hash chain field is equal to

H(In, H(In−1, H(· · · , H(I1, MACKST (initiator, target, id, time interval)) · · ·))),
where Ii is the intermediate node at position i and n is the number of nodes in the node
list. If both the conditions hold, then the destination is assured that the RREQ is valid,
and it constructs a RREP packet.

2 This is because if the key is released it is also known to malicious nodes.
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The RREP packet consists of target, initiator, time interval, node list, MAC list
(which correspond to fields from the corresponding RREQ), target MAC and key list.
Target MAC is a MAC calculated by the destination over first five fields with the key
KST . Key list is left empty to be initialized by the intermediate nodes, along the reverse
route in the RREQ. The destination sends the RREP to the initiator along the source
route which is the reverse of the sequence of hops in the node list in the RREQ. The node
forwarding the route RREP waits until it is able to disclose the key for the specified time
interval. The node then appends the key to the key list field in the RREP and forwards
the RREP to the next hop towards the source. The waiting delays do not add significant
computation overhead but adds to storage overheads. When the initiator receives the
RREP, it checks if the keys in the key list are valid, target MAC is valid and each MAC
in the MAC list is valid. If all these are valid only then will it accept the RREP.

One-way hash chain in RREQ/RREP ensures that no hop is omitted by some
malicious node. To change or remove a previous hop form the RREQ/RREP, the attacker
must be able to invert the one-way hash function, which is computationally infeasible.
However, a malicious node might succeed in removing the address of any previous node
from the node list, but won’t be able to remove that node’s address from the hash chain
field. Such a fabrication would be easily detected by the destination/source, since the
computed hash chain field won’t be the same as the hash chain in the received packet
and hence the RREQ/RREP would be discarded.

When an intermediate node detects a route break, i.e., it is unable to deliver the
packet to the next hop after a fixed finite number of retransmissions, it generates a
route error RERR and sends it to the source node. To deal with false RERR messages,
the protocol requires the source to authenticate the RERR messages using TESLA. If
the authentication succeeds, then the source tries to reestablish a route to the destina-
tion, else it drops the RERR. However, the protocol does not guard against attackers
intentionally dropping genuine RERR messages.

4.4. ARAN

Authenticated Routing for Ad-hoc Networks (ARAN) [24] detects and protects
against malicious actions by third parties and peers in an ad-hoc environment. ARAN
assumes a managed-open environment, meaning that there is an opportunity for pre-
deployment of certain security infrastructure. Using such an infrastructure helps nodes
exchange initialization parameters before hand through a trusted third party like a
certification authority. With the help of initialization parameters, like a certificate from
a trusted server, ARAN provides authentication, message integrity, and non-repudiation
in an ad-hoc environment. Table 1 presents the notations used in the rest of this section.

ARAN protocol assumes a trusted certification server T, whose public key is known
to all the valid nodes in the networks. The protocol consists of three stages, the prelim-
inary certification stage, the authenticated route discovery phase, and the authenticated
route setup phase. In the preliminary certification stage, each node obtains a certificate,
certA, from the server T. The certificate of a node, certA = [IPA, KA+ , t, e]KT− ,
contains the IP address of A, the public key of A, a timestamp t of the time the certifi-
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Table 1. Notations used in ARAN

KA+ Public-key of node A.

KA− Private-key of node A.

{d}KA+ Encryption of data d with key KA+ .

{d}KA− Data d digitally signed by node A

certA Certificate belonging to node A.

Na Nonce issued by node A.

IPA IP address of node A.

RDP Route Discovery Packet identifier.

REP REPly packet identifier.

ERR ERRor packet identifier.

cate was generated by the server, and a time e at which the certificate expires. These
variables are concatenated and signed by the server. Nodes maintain a fresh certificate
issued to them by the trusted server, which helps them authenticate themselves to the
other nodes during the exchange of control messages.

The authenticated route discovery phase provides end-to-end authentication, in
which the source node verifies that the intended destination is reached. The source
node, A, initiates a route discovery for the destination X, by broadcasting a route dis-
covery packet (RDP). The broadcast message, [RDP, IPX , NA]KA− , certA, includes
a packet type identifier (RDP), the IP address of the destination (IPX ), A’s certificate
(certA), and a monotonically increasing nonce NA, the all signed with A’s private key.

Upon receiving an RDP packet, an intermediate node stores (IPA, NA) of the RDP
packet. If an intermediate node has already seen the (IPA, NA) tuple, it drops the RDP
packet. Otherwise, it keeps track of the predecessor node from which it received the
RDP packet, validates the signature with the given certificate, removes A’s certificate
from the RDP, and rebroadcasts the RDP packet by signing it. For instance, if B is a
neighbor of A, then B broadcasts

[[RDP, IPX , NA]KA− ]KB− , certA, certB .

Such message signing prevents spoofing attacks that may alter the route or form loops.
When node C receives the broadcast packet, C validates signatures of A and B using
their respective certificates in the RDP packet. C removes B’s signature and certificate,
records B as its predecessor node, signs the contents [[RDP, IPX , NA]KA− ] with its
private key and appends its own certificate, and broadcasts the RDP.

C → broadcast : [[RDP, IPX , NA]KA− ]KC− , certA, certC .



152 VENKATA C. GIRUKA and MUKESH SINGHAL

Each intermediate node repeats the same process as node C, and eventually the desti-
nation receives the RDP packet.

The destination replies to the first RDP packet it receives. Note that such an RDP
packet may not have traversed the shortest path due to network congestion, or due
to the presence of malicious nodes. The rationale behind choosing such a path is to
prefer them over a congested least-hop path that reduces the end-to-end delay. As a
response to the RDP, the destination generate a Reply packet (REP), and unicasts it
along the reverse path to the source node. If D is the next node towards the source
from the destination X, then X unicasts a REP ([REP, IPA, NA]KX− , certX ) packet
to D, where REP in the packet is a packet-type identifier. Since nodes keep track of
predecessor nodes during the RDP phase, an intermediate node forwards the REP to the
predecessor. Each intermediate node along the reverse path signs the REP and appends
its own certificate before forwarding the REP. For instance, if C is be the predecessor
of D, then D unicasts

[[REP, IPA, NA]KX− ]KD− , certX , certD.

to C. Node C validates D’s signature on the received message, removes the signature
and certificate, then signs the contents of the message and appends its own certificate
before unicasting the REP to its predecessor. This avoids impersonation and replay of
the message sent by X. When the source receives the REP, it verifies the destination’s
signature and the nonce returned by the destination. If they are valid, then it starts
transmitting the date along the established path.

Route maintenance: In ad-hoc networks, routes may not be used actively by the source
node for a long time or they may break due to the node mobility. In ARAN, nodes purge
route table entries that are not used by the source-destination for a predetermined time
period (route’s lifetime). An intermediate node generates an error message (ERR) if
there is no active route towards the destination in its route table, or if the node finds a link
break due to node mobility. If a node B finds a route break, then it generates and sends
a ERR ([ERR, IPA, IPX , NB ]KB− , certB ,) message to its predecessor node C. The
ERR message is forwarded along the path towards the source without modification. The
nonce NB ensures the ERR message is fresh. Because messages are signed, malicious
nodes cannot generate ERR messages for other nodes. Non-repudiation provided by
the signed ERR message allows a node to be verified as the source of each ERR message
that it sends. A node which transmits a large number of ERR messages, whether the
ERR messages are valid or fabricated, should be avoided.

Key revocation: ARAN attempts a best effort key revocation that is backed with
limited time certificates. In the event of a certificate revocation, the trusted certificate
server, T, sends a broadcast message ([revoke, CertR]KT− ) to the ad-hoc group that
announces the revocation. Any node receiving this message re-broadcasts it and stores
the message until the revoked certificate expires normally. Neighbors of the node with
the revoked certificate need to reform routes as necessary to avoid transmission through
such nodes.
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If an untrusted node whose certificate is being revoked, is the only link between
two partitions of an ad-hoc network, it may not propagate the revocation message to
the other part - leading to a partitioned network. Such a partition may last until the
untrusted node is no longer the sole connection between the two partitions. Thus,
this method is not fail-safe. To detect such situations and to hasten the propagation
of revocation notices, nodes exchange a summary of its revocation notices with new
neighbors (as and when discovered). If these summaries do not match, then nodes that
detect inconsistency rebroadcasts signed notices to restart propagation of the notice.

4.5. Coping with Byzantine Failures

The secure routing protocols described so far assume that nodes in the network
do not collude to attack the network. However, in realistic networks attacks can be
due to an individual malicious node or due to colluding malicious nodes. Baruch
et al.[1] proposed an on-demand protocol to provide resilience to Byzantine failures
caused by individual or colluding nodes. In this protocol [1], the emphasis is on
survivability of routes under situations where an intermediate node or group of nodes
are known to be malicious and may attempt ‘Byzantine’ attacks such as creation of
routing loops, misrouting of packets along non-optimal (unnecessarily long) paths or
selective dropping of packets (black or gray holes).

Instead of laying the blame of a route failure on a single misbehaving node, the
protocol [1] takes into account a pair of nodes that share a link in the network. Such an
approach can ameliorate routing misbehaviors wherein two adjacent nodes are colluding
with each other and dropping packets. Each link between two adjacent nodes has certain
weight associated with it. When a node detects a link to be faulty, it increases the weight
associated with multiplicatively. When multiple routes are discovered for a particular
destination, the initiating node selects the route that has the least sum of link weights.
The least sum of link weights of a route implies that the route has the least likelihood
of having a faulty link on it. The protocol consists of the following three phases. (a)
Route Discovery with fault avoidance, (b) Byzantine fault detection, and (c) link weight
management.

Route Discovery with Fault Avoidance: A source node initiates a Route Discovery
by generating a route REQUEST packet, digitally signing it using its private key, and
flooding the REQUEST packet in the network. The request consists of the source
ID, the destination ID, a sequence number and link weight list. Digital signature helps
intermediate nodes to authenticate the source, and to safeguard against malicious nodes
trying to initiate route discovery and consume valuable network resources.

When an intermediate node receives a route request, it checks its valid request
list to see if there is a matching request in the list for the same source. If there is no
matching request and the source’s signature is valid, it rebroadcasts the request, else
the request is dropped. When the destination receives a request from the source for
the first time, it checks the source signature on the request. If the signature is valid, it
generates and signs the response consisting of source, destination, a response sequence
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number and the weight list from the request packet. Unlike DSR, intermediate nodes
do not cache routes and respond to the source node.

When an intermediate node receives a response, it computes the total weight of
the path by summing weights of all the links, which constitute the path. If the total
weight is less than any of the previous responses for that particular request, it checks
the signature on the response header and every hop listed on the packet. If each element
of the packet is verified, the node appends its identifier to the end of the packet, signs
the new packet, and broadcasts it.

When the source receives the response, it verifies the digital signature of interme-
diate nodes. If the path is better than the best path received so far, the source updates
the route used to send packets to the particular destination. This type of route discovery
attempts to find the route having lowest sum of link weights, thereby selecting a route
which is least likely to have a faulty link on it. Faulty links have more link weight and
get automatically precluded from route discovery.

In spite of this fault avoiding route discovery, there may still be a faulty link along
a route because no alternate routes with lower link weights were discovered. To detect
a faulty link, nodes invoke a Byzantine fault detection mechanism that uses an adaptive
probing technique.

Step 1

Step 2

Step 3

S T

Faulty Link

S T

S T

BA’A

B’A A’ B

BA

Figure 1. Fault Detection.

Byzantine Fault Detection: For the purpose of Byzantine fault detection, the protocol
requires the destination to return an ACK-message to the source for every successfully
received data packet. If the source node does not receives valid ACKs during the
timeout, it assumes that the packets were lost in transit due to the presence of malicious
nodes or because the destination is unreachable due to a network partition. For each
destination, the source node selects an ACK loss rate less than a fixed threshold as
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tolerable, and this may vary with every route. The source keeps track of number of
losses on a path. If this number exceeds the threshold, the source node initiates a binary
search on the path, assuming a faulty link exists on the source-destination route, in an
attempt to locate the faulty link.

The fault detection mechanism is best explained by an example shown in Figure 1.
The source specifies two random intermediate nodes, A and B, on the route called
probes, each of which must send an ack for the successfully received packet. The
probes divide the route into non-overlapping continuous segments. In the example,
probes A and B divide the path into SA, AB, and BD. Due to the presence of the faulty
link, S does not receives an ack from node B. Thus S determines a fault on the segment
AB. S inserts a new probe A’ in between that segment. The probe insertion and interval
subdivision continues until the faulty interval narrows down to a single faulty link. in
the example it is the link A’B’. Due to binary search, the source detects a faulty link
after log(L) steps, L being the total number of nodes on the route.

Link Weight Management: When a node detects a faulty link, it uses a multiplicative
increase scheme to double its weight. The higher the weight, the lower the probability
of that link being on any further routes.

Thus using these techniques, route discovery with fault avoidance, Byzantine fault
detection, and link weight management, nodes establish routes that are free of nodes
known to be malicious and may attempt ‘Byzantine’ attacks.

5. SECURE POSITION-BASED ROUTING

Security in position-based routing is a relatively new area, and to the best of authors
knowledge, there is no secure position-based routing protocol in the literature so far.
Thus, to keep the presentation simple, we discuss security issues related to position-
based greedy forwarding and some possible counter measures to fight attacks in greedy-
forwarding. Fundamental to greedy-forwarding is a neighbor discovery or a hello
protocol using which nodes exchange their ID and position information periodically.
However, malicious node may not follow the protocol properly, and may try to spoof
their ID or location as explained in Section 3.

To prevent external attacks, nodes may employ an authentication mechanism like
TESLA broadcast authentication as explained in Section 4.3, along with digital signa-
tures to avoid attacks due to unauthorized external nodes. On the other hand, compro-
mised internal nodes can pose severe threats to the greedy-forwarding. Zhou et al. [29]
identified location spoofing, traffic abusing and forwarding misbehavior as three main
internal attacks, and proposed the following counter measures.

Defense against location spoofing: A possible way to defend against location spoof-
ing is to use the Time of Flight (ToF) of the message and the speed of signal to estimate
the distance between the two nodes. Precisely, if t is the round-trip time and s is the
speed of the signal, then the distance d between two communicating nodes should be
less than (t×s)/2, i.e., d ≤ (t×s)/2. However, this method does not provide an upper
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bound on the distance, as a malicious node can hold the probe message for a arbitrary
time to increase the ToF value. By doing this, a malicious node succeeds in claiming a
farther position than its true position.

To mitigate this problem, the basic distance estimation method described above
can be augmented by using a neighbor monitoring scheme along with voting. The idea
depends on the fact that a false-position reported by a node tends to be inconsistent
among neighbors. However, the success of this method depends on the ability of the
voting system to cope with false accusations.

Defense against traffic abusing: Traffic abusing may range from dropping packets
to flooding the network with junk or meaningful data at high-rate. By doing this, an
attacker may attempt to exhaust network resources or overwhelm a node to do lot of
packet-processing. To mitigate this problem, one can use the following observation:
when an attacker abuses a node X with traffic, neighboring nodes of X experience
anomalous traffic even before X. Thus, neighboring nodes may choose to drop such
packets to save the attacked node.

Further, nodes can choose an upper bound and lower bound on the traffic intensity
to detect anomalous traffic behavior. If a node experiences a traffic intensity above a
preset lower bound, then the node may simply stop processing packets. This method
works even if a node is surrounded by a group of colluding malicious nodes.

Defense against forwarding misbehaviors: Another common problem in secure-
routing is to deal with forwarding misbehavior. Forwarding misbehaviors are more
serious due to compromised internal nodes or due to ‘selfish’ or malicious nodes. Such
nodes may want to gain services from network, but may not want to ‘give’ services to
save their limiting resources like battery. Note that a ‘selfish node’ may be not malicious
because a selfish node may not harm the network. To keep up with our discussion, we
consider malicious nodes for forwarding misbehaviors. However, readers interested in
dealing with selfish nodes are referred to [4, 28] for more details.

A simple way to work around forwarding misbehaviors is to use multiple paths.
Multi-path approach mitigates packet delivery failure, but incurs control overhead to
have multiple paths. Another approach is to maintain two-hop neighbor table, in con-
trast to one-hop neighbor table that is maintained in most position-base protocols, at
each node, and employ a neighbor monitoring mechanism to verify the next hop trans-
mission. For this approach nodes need to work in the promiscuous mode. In the
promiscuous mode a node can overhear transmission for other nodes within its radio
range. When a node A selects a next hop B using greedy forwarding, it starts a timer to
check if B forwarded the packet correctly to one of its neighbors C selected using the
greedy forwarding. If the timer expires before A hears a transmission from B, then A
suspects B and takes necessary actions (like flooding an accusation message). Else, if A
hears a transmission from B, it checks if B selected a proper next hop. Since A, as well
as other nodes, maintains a two-hop neighbor table, it can verify the next hop selection
of B. However, the neighbor monitoring in promiscuous mode is prone to error, and
sometime malicious node may attempt to falsely accuse benign nodes. Thus, protocols
that deal with such errors and false accusations [2] may help mitigate the problem.
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6. SUMMARY

Ad-hoc networks are potential enablers of networking any-where and any-time
concept, which is the current trend in this information-sharing age. While these net-
works are rapidly deployable and do not need an infrastructure to operate, they are very
vulnerable to attacks from both inside and outside of the network. As explained in
this chapter, even the fundamental task of routing becomes non-trivial in presence of
malicious node. Especially, when the number of malicious nodes cross beyond certain
threshold, routing becomes impossible. Another extreme is a case where there is a
single malicious node that connects two part of the network. In such cases, excluding
malicious node renders the network partitioned in to two or parts. In this chapter, we
presented a brief description of routing protocols for ad-hoc networks, possible attacks
of routing protocols, and various secure routing protocols that establish secure paths
from a source to the destination. Further, we discussed some security counter measures
for position-based routing. Secure routing in ad-hoc network, as of now, is an active
area of research. Coming up with an efficient and secure routing protocol under a robust
security model with provable security is still an open problem.
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In recent years, the use of mobile ad hoc networks (MANETs) has been widespread in
many applications, including some mission critical applications, and as such security has
become one of the major concerns in MANETs. Due to some unique characteristics of
MANETs, prevention methods alone are not sufficient to make them secure; therefore,
detection should be added as another defense before an attacker can breach the system. In
general, the intrusion detection techniques for traditional wireless networks are not well
suited for MANETs. In this paper, we classify the architectures for intrusion detection
systems (IDS) that have been introduced for MANETs. Current IDS’s corresponding to
those architectures are also reviewed and compared. We then provide some directions for
future research.

1. INTRODUCTION

A mobile ad hoc network (MANET) is a self-configuring network that is formed
automatically by a collection of mobile nodes without the help of a fixed infrastructure
or centralized management. Each node is equipped with a wireless transmitter and
receiver, which allow it to communicate with other nodes in its radio communication
range. In order for a node to forward a packet to a node that is out of its radio range,
the cooperation of other nodes in the network is needed; this is known as multi-hop
communication. Therefore, each node must act as both a host and a router at the same
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time. The network topology frequently changes due to the mobility of mobile nodes as
they move within, move into, or move out of the network.

A MANET with the characteristics described above was originally developed for
military purposes, as nodes are scattered across a battlefield and there is no infrastructure
to help them form a network. In recent years, MANETs have been developing rapidly
and are increasingly being used in many applications, ranging from military to civilian
and commercial uses, since setting up such networks can be done without the help
of any infrastructure or interaction with a human. Some examples are: search-and-
rescue missions, data collection, and virtual classrooms and conferences where laptops,
PDA or other mobile devices share wireless medium and communicate to each other.
As MANETs become widely used, the security issue has become one of the primary
concerns. For example, most of the routing protocols proposed for MANETs assume
that every node in the network is cooperative and not malicious [1]. Therefore, only
one compromised node can cause the failure of the entire network.

There are both passive and active attacks in MANETs. For passive attacks, packets
containing secret information might be eavesdropped, which violates confidentiality.
Active attacks, including injecting packets to invalid destinations into the network,
deleting packets, modifying the contents of packets, and impersonating other nodes vi-
olate availability, integrity, authentication, and non-repudiation. Proactive approaches
such as cryptography and authentication [10, 11, 12, 13] were first brought into consid-
eration, and many techniques have been proposed and implemented. However, these
applications are not sufficient. If we have the ability to detect the attack once it comes
into the network, we can stop it from doing any damage to the system or any data. Here
is where the intrusion detection system comes in.

Intrusion detection can be defined as a process of monitoring activities in a system,
which can be a computer or network system. The mechanism by which this is achieved
is called an intrusion detection system (IDS). An IDS collects activity information and
then analyzes it to determine whether there are any activities that violate the security
rules. Once an IDS determines that an unusual activity or an activity that is known to
be an attack occurs, it then generates an alarm to alert the security administrator. In
addition, IDS can also initiate a proper response to the malicious activity.

Although there are several intrusion detection techniques developed for wired net-
works today, they are not suitable for wireless networks due to the differences in their
characteristics. Therefore, those techniques must be modified or new techniques must
be developed to make intrusion detection work effectively in MANETs.

In this paper, we classify the architectures for IDS in MANETs, each of which
is suitable for different network infrastructures. Current intrusion detection systems
corresponding to those architectures are reviewed and compared.

The rest of the paper is structured as follows. Section 2 describes the background
on intrusion detection systems. Intrusion detection in MANETs - how it differs from
intrusion detection in wired networks - is also presented in this section. In Section 3,
architectures that have been introduced for IDS in MANETs are presented. Some of
current intrusion detection systems for MANETs are given in Section 4. Then, some
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of the intrusion detection techniques for node cooperation are reviewed and compared
in Section 5. Finally, the conclusion and future directions are given in Section 6.

2. BACKGROUND

2.1. Intrusion Detection System (IDS)

Many historical events have shown that intrusion prevention techniques alone,
such as encryption and authentication, which are usually a first line of defense, are
not sufficient. As the system become more complex, there are also more weaknesses,
which lead to more security problems. Intrusion detection can be used as a second wall
of defense to protect the network from such problems. If the intrusion is detected, a
response can be initiated to prevent or minimize damage to the system.

Some assumptions are made in order for intrusion detection systems to work [1].
The first assumption is that user and program activities are observable. The second
assumption, which is more important, is that normal and intrusive activities must have
distinct behaviors, as intrusion detection must capture and analyze system activity to
determine if the system is under attack.

Intrusion detection can be classified based on audit data as either host-based or
network-based. A network-based IDS captures and analyzes packets from network
traffic while a host-based IDS uses operating system or application logs in its analysis.
Based on detection techniques, IDS can also be classified into three categories as follows
[2].

Anomaly detection systems: The normal profiles (or normal behaviors) of users
are kept in the system. The system compares the captured data with these
profiles, and then treats any activity that deviates from the baseline as a possible
intrusion by informing system administrators or initializing a proper response.

Misuse detection systems: The system keeps patterns (or signatures) of known
attacks and uses them to compare with the captured data. Any matched pattern
is treated as an intrusion. Like a virus detection system, it cannot detect new
kinds of attacks.

Specification-based detection: The system defines a set of constraints that de-
scribe the correct operation of a program or protocol. Then, it monitors the
execution of the program with respect to the defined constraints.

2.2. Intrusion Detection in MANETs

Many intrusion detection systems have been proposed in traditional wired net-
works, where all traffic must go through switches, routers, or gateways. Hence, IDS
can be added to and implemented in these devices easily [17, 18]. On the other hand,
MANETs do not have such devices. Moreover, the medium is wide open, so both
legitimate and malicious users can access it. Furthermore, there is no clear separation
between normal and unusual activities in a mobile environment. Since nodes can move
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arbitrarily, false routing information could be from a compromised node or a node that
has outdated information. Thus, the current IDS techniques on wired networks cannot
be applied directly to MANETs. Many intrusion detection systems have been proposed
to suit the characteristics of MANETs, some of which will be discussed in the next
sections.

3. ARCHITECTURES FOR IDS IN MANETS

The network infrastructures that MANETs can be configured to are either flat or
multi-layer, depending on the applications. Therefore, the optimal IDS architecture
for a MANET may depend on the network infrastructure itself [9]. In a flat network
infrastructure, all nodes are considered equal, thus it may be suitable for applications
such as virtual classrooms or conferences. On the contrary, some nodes are considered
different in the multi-layered network infrastructure. Nodes may be partitioned into
clusters with one clusterhead for each cluster. To communicate within the cluster,
nodes can communicate directly. However, communication across the clusters must
be done through the clusterhead. This infrastructure might be well suited for military
applications.

3.1. Stand-alone Intrusion Detection Systems

In this architecture, an intrusion detection system is run on each node independently
to determine intrusions. Every decision made is based only on information collected
at its own node, since there is no cooperation among nodes in the network. Therefore,
no data is exchanged. Besides, nodes in the same network do not know anything
about the situation on other nodes in the network as no alert information is passed.
Although this architecture is not effective due to its limitations, it may be suitable in a
network where not all nodes are capable of running an IDS or have an IDS installed.
This architecture is also more suitable for flat network infrastructure than for multi-
layered network infrastructure. Since information on each individual node might not
be enough to detect intrusions, this architecture has not been chosen in most of the IDS
for MANETs.

3.2. Distributed and Cooperative Intrusion Detection Systems

Since the nature of MANETs is distributed and requires cooperation of other nodes,
Zhang and Lee [1] have proposed that the intrusion detection and response system in
MANETs should also be both distributed and cooperative as shown in Figure 1. Every
node participates in intrusion detection and response by having an IDS agent running
on them. An IDS agent is responsible for detecting and collecting local events and data
to identify possible intrusions, as well as initiating a response independently. However,
neighboring IDS agents cooperatively participate in global intrusion detection actions
when the evidence is inconclusive. Similarly to stand-alone IDS architecture, this
architecture is more suitable for flat network infrastructure, not multi-layered one.
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Figure 1. Distributed and Cooperative IDS in MANETs proposed by Zhang and Lee [1]

3.3. Hierarchical Intrusion Detection Systems

Hierarchical IDS architectures extend the distributed and cooperative IDS archi-
tectures and have been proposed for multi-layered network infrastructures where the
network is divided into clusters. Clusterheads of each cluster usually have more func-
tionality than other members in the clusters, for example routing packets across clus-
ters. Thus, these clusterheads, in some sense, act as control points which are similar to
switches, routers, or gateways in wired networks. The same concept of multi-layering is
applied to intrusion detection systems where hierarchical IDS architecture is proposed.
Each IDS agent is run on every member node and is responsible locally for its node, i.e.,
monitoring and deciding on locally detected intrusions. A clusterhead is responsible
locally for its node as well as globally for its cluster, e.g. monitoring network packets
and initiating a global response when network intrusion is detected.

3.4. Mobile Agent for Intrusion Detection Systems

A concept of mobile agents has been used in several techniques for intrusion
detection systems in MANETs. Due to its ability to move through the large network,
each mobile agent is assigned to perform only one specific task, and then one or more
mobile agents are distributed into each node in the network. This allows the distribution
of the intrusion detection tasks.

There are several advantages for using mobile agents [2]. Some functions are not
assigned to every node; thus, it helps to reduce the consumption of power, which is
scarce in mobile ad hoc networks. It also provides fault tolerance such that if the network
is partitioned or some agents are destroyed, they are still able to work. Moreover, they
are scalable in large and varied system environments, as mobile agents tend to be



164 TIRANUCH ANANTVALEE and JIE WU

secure 
communication 

cooperative 
detection engine 

global 
response 

local data 
collection 

local 
detection engine 

local 
response 

system calls activities, 
communication activities, 

other traces … 

IDS agent 

neighboring 
IDS agents 

Figure 2. A Model for an IDS Agent [1]

independent of platform architectures. However, these systems would require a secure
module where mobile agents can be stationed to. Additionally, mobile agents must be
able to protect themselves from the secure modules on remote hosts as well.

Mobile-agent-based IDS can be considered as a distributed and cooperative intru-
sion detection technique as described in Section 3.2. Moreover, some techniques also
use mobile agents combined with hierarchical IDS, for example, what will be described
in Section 4.3.

4. SAMPLE INTRUSION DETECTION SYSTEMS FOR MANETS

Since the IDS for traditional wired systems are not well-suited to MANETs, many
researchers have proposed several IDS especially for MANETs, which some of them
will be reviewed in this section.

4.1. Distributed and Cooperative IDS

As described in Section 3.2, Zhang and Lee also proposed the model for a distrib-
uted and cooperative IDS as shown in Figure 2 [1].

The model for an IDS agent is structured into six modules. The local data collection
module collects real-time audit data, which includes system and user activities within
its radio range. This collected data will be analyzed by the local detection engine
module for evidence of anomalies. If an anomaly is detected with strong evidence, the
IDS agent can determine independently that the system is under attack and initiate a
response through the local response module (i.e., alerting the local user) or the global
response module (i.e., deciding on an action), depending on the type of intrusion, the
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type of network protocols and applications, and the certainty of the evidence. If an
anomaly is detected with weak or inconclusive evidence, the IDS agent can request the
cooperation of neighboring IDS agents through a cooperative detection engine module,
which communicates to other agents through a secure communication module.

4.2. Local Intrusion Detection System (LIDS)

Albers et al. [3] proposed a distributed and collaborative architecture of IDS by
using mobile agents. A Local Intrusion Detection System (LIDS) is implemented on
every node for local concern, which can be extended for global concern by cooperating
with other LIDS. Two types of data are exchanged among LIDS: security data (to obtain
complementary information from collaborating nodes) and intrusion alerts (to inform
others of locally detected intrusion). In order to analyze the possible intrusion, data
must be obtained from what the LIDS detects, along with additional information from
other nodes. Other LIDS might be run on different operating systems or use data from
different activities such as system, application, or network activities; therefore, the
format of this raw data might be different, which makes it hard for LIDS to analyze.
However, such difficulties can be solved by using SNMP (Simple Network Management
Protocol) data located in MIBs (Management Information Base) as an audit data source.
Such a data source not only eliminates those difficulties, but also reduces the increase
in using additional resources to collect audit data if an SNMP agent is already run on
each node.

To obtain additional information from other nodes, the authors proposed mobile
agents to be used to transport SNMP requests to other nodes. In another words, to
distribute the intrusion detection tasks. The idea differs from traditional SNMP in that
the traditional approach transfers data to the requesting node for computation while
this approach brings the code to the data on the requested node. This is motivated
by the unreliability of UDP messages used in SNMP and the dynamic topology of
MANETs. As a result, the amount of exchanged data is tremendously reduced. Each
mobile agent can be assigned a specific task which will be achieved in an autonomous
and asynchronous fashion without any help from its LIDS.

The LIDS architecture is shown in Figure 3, which consists of

Communication Framework: To facilitate for both internal and external com-
munication with a LIDS.

Local LIDS Agent: To be responsible for local intrusion detection and local
response. Also, it reacts to intrusion alerts sent from other nodes to protect
itself against this intrusion.

Local MIB Agent: To provide a means of collecting MIB variables for either
mobile agents or the Local LIDS Agent. Local MIB Agent acts as an interface
with SNMP agent, if SNMP exists and runs on the node, or with a tailor-made
agent developed specifically to allow updates and retrievals of the MIB variables
used by intrusion detection, if none exists.
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Figure 3. LIDS Architecture in A Mobile Node [3]

Mobile Agents (MA): They are distributed from its LID to collect and process
data on other nodes. The results from their evaluation are then either sent back
to their LIDS or sent to another node for further investigation.

Mobile Agents Place: To provide a security control to mobile agents.

For the methodology of detection, Local IDS Agent can use either anomaly or misuse
detection. However, the combination of two mechanisms will offer the better model.
Once the local intrusion is detected, the LIDS initiates a response and informs the other
nodes in the network. Upon receiving an alert, the LIDS can protect itself against the
intrusion.

4.3. Distributed Intrusion Detection System Using Multiple Sensors

Kachirski and Guha [4] proposed a multi-sensor intrusion detection system based
on mobile agent technology. The system can be divided into three main modules, each
of which represents a mobile agent with certain functionality: monitoring, decision-
making or initiating a response. By separating functional tasks into categories and
assigning each task to a different agent, the workload is distributed which is suitable
for the characteristics of MANETs. In addition, the hierarchical structure of agents is
also developed in this intrusion detection system as shown in Figure 4.

Monitoring agent: Two functions are carried out at this class of agent: network
monitoring and host monitoring. A host-based monitor agent hosting system-
level sensors and user-activity sensors is run on every node to monitor within
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Figure 4. Layered Mobile Agent Architecture proposed by Kachirski and Guha [4]

the node, while a monitor agent with a network monitoring sensor is run only
on some selected nodes to monitor at packet-level to capture packets going
through the network within its radio ranges.

Action agent: Every node also hosts this action agent. Since every node hosts
a host-based monitoring agent, it can determine if there is any suspicious or
unusual activities on the host node based on anomaly detection. When there is
strong evidence supporting the anomaly detected, this action agent can initiate
a response, such as terminating the process or blocking a user from the network.

Decision agent: The decision agent is run only on certain nodes, mostly those
nodes that run network monitoring agents. These nodes collect all packets
within its radio range and analyze them to determine whether the network is
under attack. Moreover, from the previous paragraph, if the local detection
agent cannot make a decision on its own due to insufficient evidence, its local
detection agent reports to this decision agent in order to investigate further.
This is done by using packet-monitoring results that comes from the network-
monitoring sensor that is running locally. If the decision agent concludes that
the node is malicious, the action module of the agent running on that node as
described above will carry out the response.

The network is logically divided into clusters with a single clusterhead for each
cluster. This clusterhead will monitor the packets within the cluster and only packets
whose originators are in the same cluster are captured and investigated. This means
that the network monitoring agent (with network monitoring sensor) and the decision
agent are run on the clusterhead.

In this mechanism, the decision agent performs the decision-making based on its
own collected information from its network-monitoring sensor; thus, other nodes have
no influence on its decision. This way, spoofing attacks and false accusations can be
prevented.
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4.4. Dynamic Hierarchical Intrusion Detection Architecture

Since nodes move arbitrarily across the network, a static hierarchy is not suitable
for such dynamic network topology. Sterne et al. [16] proposed a dynamic intrusion
detection hierarchy that is potentially scalable to large networks by using clustering
like those in Section 4.3 and 5.5. However, it can be structured in more than two levels
as shown in Figure 5. Nodes labeled “1” are the first level clusterheads while nodes
labeled “2” are the second level clusterheads and so on. Members of the first level of
the cluster are called leaf nodes.

Every node has the responsibilities of monitoring (by accumulating counts and
statistics), logging, analyzing (i.e., attack signature matching or checking on packet
headers and payloads), responding to intrusions detected if there is enough evidence,
and alerting or reporting to clusterheads. Clusterheads, in addition, must also perform:

Data fusion/integration and data reduction: Clusterheads aggregate and cor-
relate reports from members of the cluster and data of their own. Data reduction
may be involved to avoid conflicting data, bogus data and overlapping reports.
Besides, clusterheads may send the requests to their children for additional
information in order to correlate reports correctly.

Intrusion detection computations: Since different attacks require different
sets of detected data, data on a single node might not be able to detect the
attack, e.g., DDoS attack, and thus clusterheads also analyze the consolidated
data before passing to upper levels.

Security Management: The uppermost levels of the hierarchy have the author-
ity and responsibility for managing the detection and response capabilities of
the clusters and clusterheads below them. They may send the signatures update,
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or directives and policies to alter the configurations for intrusion detection and
response. These update and directives will flow from the top of the hierarchy
to the bottom.

To form the hierarchical structure, every node uses clustering, which is typically
used in MANETs to construct routes, to self-organize into local neighborhoods (first
level clusters) and then select neighborhood representatives (clusterheads). These rep-
resentatives then use clustering to organize themselves into the second level and select
the representatives. This process continues until all nodes in the network are part of
the hierarchy. The authors also suggested criteria on selecting clusterheads. Some of
these criteria are:

Connectivity: the number of nodes within one hop

Proximity: members should be within one hop of its clusterhead

Resistance to compromise (hardening): the probability that the node will not
be compromised. This is very important for the upper level clusterheads.

Processing power, storage capacity, energy remaining, bandwidth capabilities

Additionally, this proposed architecture does not rely solely on promiscuous node
monitoring like many proposed architectures, due to its unreliability as described in
[5]. Therefore, this architecture also supports direct periodic reporting where packet
counts and statistics are sent to monitoring nodes periodically.

4.5. Zone-Based Intrusion Detection System (ZBIDS)

Sun et al. [24] has proposed an anomaly-based two-level nonoverlapping Zone-
Based Intrusion Detection System (ZBIDS). By dividing the network in Figure 6 into
nonoverlapping zones (zone A to zone I), nodes can be categorized into two types: the
intrazone node and the interzone node (or a gateway node). Considering only zone
E, node 5, 9, 10 and 11 are intrazone nodes, while node 2, 3, 6, and 8 are interzone
nodes which have physical connections to nodes in other zones. The formation and
maintenance of zones requires each node to know its own physical location and to map
its location to a zone map, which requires prior design setup.

Each node has an IDS agent run on it which the model of the agent is shown
in Figure 7. Similar to an IDS agent proposed by Zhang and Lee (Figure 2), the data
collection module and the detection engine are responsible for collecting local audit data
(for instance, system call activities, and system log files) and analyzing collected data
for any sign of intrusion respectively. In addition, there may be more than one for each
of these modules which allows collecting data from various sources and using different
detection techniques to improve the detection performance. The local aggregation
and correlation (LACE) module is responsible for combining the results of these local
detection engines and generating alerts if any abnormal behavior is detected. These
alerts are broadcasted to other nodes within the same zone. However, for the global
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aggregation and correlation (GACE), its functionality depends on the type of the node.
As described in Figure 7, if the node is an intrazone node, it only sends the generated
alerts to the interzone nodes. Whereas, if the node is an interzone node, it receives alerts
from other intrazone nodes, aggregates and correlates those alerts with its own alerts,
and then generates alarms. Moreover, the GACE also cooperates with the GACEs of the
neighboring interzone nodes to have more accurate information to detect the intrusion.
Lastly, the intrusion response module is responsible for handling the alarms generated
from the GACE.

The local aggregation and correlation algorithm used in ZBIDS is based on a
local Markov chain anomaly detection. An IDS agent first creates a normal profile by
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Figure 8. How watchdog works: Although node B intends to transmit a packet to node C,
node A could overhear this transmission

constructing a Markov chain from the routing cache. A valid change in the routing cache
can be characterized by the Markov chain detection model with probabilities, otherwise,
it’s considered abnormal, and the alert will be generated. For the global aggregation
and correlation algorithm, it’s based on information provided in the received alerts
containing the type, the time, and the source of the attacks.

5. INTRUSION DETECTION TECHNIQUES FOR NODE COOPERATION
IN MANETS

Since there is no infrastructure in mobile ad hoc networks, each node must rely
on other nodes for cooperation in routing and forwarding packets to the destination.
Intermediate nodes might agree to forward the packets but actually drop or modify them
because they are misbehaving. The simulations in [5] show that only a few misbehaving
nodes can degrade the performance of the entire system. There are several proposed
techniques and protocols to detect such misbehavior in order to avoid those nodes, and
some schemes also propose punishment as well [6, 7].

5.1. Watchdog and Pathrater

Two techniques were proposed by Marti, Giuli, and Baker [5], watchdog and
pathrater, to be added on top of the standard routing protocol in ad hoc networks. The
standard is Dynamic Source Routing protocol (DSR) [8]. A watchdog identifies the
misbehaving nodes by eavesdropping on the transmission of the next hop. A pathrater
then helps to find the routes that do not contain those nodes.

In DSR, the routing information is defined at the source node. This routing infor-
mation is passed together with the message through intermediate nodes until it reaches
the destination. Therefore, each intermediate node in the path should know who the
next hop node is. In addition, listening to the next hop’s transmission is possible be-
cause of the characteristic of wireless networks - if node A is within range of node B,
A can overhear communication to and from B.

Figure 8 shows how the watchdog works. Assume that node S wants to send a
packet to node D, which there exists a path from S to D through nodes A, B, and C.
Consider now that A has already received a packet from S destined to D. The packet
contains a message and routing information. When A forwards this packet to B, A
also keeps a copy of the packet in its buffer. Then, it promiscuously listens to the
transmission of B to make sure that B forwards to C. If the packet overheard from B
(represented by a dashed line) matches that stored in the buffer, it means that B really
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forwards to the next hop (represented as a solid line). It then removes the packet from
the buffer. However, if there’s no matched packet after a certain time, the watchdog
increments the failures counter for node B. If this counter exceeds the threshold, A
concludes that B is misbehaving and reports to the source node S.

Pathrater performs the calculation of the“path metric” for each path. By keeping
the rating of every node in the network that it knows, the path metric can be calculated
by combining the node rating together with link reliability, which is collected from
past experience. Obtaining the path metric for all available paths, the pathrater can
choose the path with the highest metric. In addition, if there is no such link reliability
information, the path metric enables the pathrater to select the shortest path too. As a
result, paths containing misbehaving nodes will be avoided.

From the result of the simulation, the system with these two techniques is quite
effective for choosing paths to avoid misbehaving nodes. However, those misbehaving
nodes are not punished. In contrast, they even benefit from the network. In another
word, they can use resources of the network - other nodes forward packets for them,
while they forward packets for no one, which save their own resources. Therefore,
misbehaving nodes are encouraged to continue their behaviors.

5.2. CONFIDANT

Buchegger and LeBoudec [6] proposed an extension to DSR protocol called CON-
FIDANT (Cooperation Of Nodes, Fairness In Dynamic Ad-hoc NeTworks), which is
similar to Watchdog and Pathrater. Each node observes the behaviors of neighbor nodes
within its radio range and learns from them. This system also solves the problem of
Watchdog and Pathrater such that misbehavior nodes are punished by not including
them in routing and not helping them on forwarding packets. Moreover, when a node
experiences a misbehaving node, it will send a warning message to other nodes in the
network, defined as friends, which is based on trusted relationship.

Figure 9 shows the components of the CONFIDANT protocol, which are the Mon-
itor, the Trust Manager, the Reputation System, and the Path Manager. The process of
how they work can be divided into two parts: the process to handle its own observations
and the process to handle reports from trusted nodes.

From observations: The monitor uses a “neighborhood watch” to detect any
malicious behaviors with in its radio range, i.e., no forwarding, unusually fre-
quent route update, etc. (This is similar to the watchdog in the previous scheme)
If a suspicious event is detected, the monitor then reports to the reputation sys-
tem. At this point, the reputation system performs several checks and updates
the rating of the reported node in the reputation table. If the rating result is un-
acceptable, it passes the information to the path manager, which then removes
all paths containing the misbehavior node. An ALARM message is also sent
by the trust manager to warn other nodes that it considers as friends.

From trusted nodes: When the monitor receives an ALARM message from
its friends, the message will first be evaluated by the trust manager for the
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trustworthiness of the source node. If the message is trustworthy, this ALARM
message, together with the level of trust, will be stored in the alarm table. All
ALARM messages of the reported node will then be combined to see if there
is enough evidence to identify that it is malicious. If so, the information will
be sent to the reputation system, which then performs the same functions as
described in the previous paragraph.

Since this protocol allows nodes in the network to send alarm messages to each
other, it could give more opportunities for attackers to send false alarm messages that
a node is misbehaving while it’s actually not. This is one form of denial of service
attacks.

5.3. CORE

Michiardi and Molva [7] presented a technique to detect a specific type of mis-
behaving nodes, which are selfish nodes, and also force them to cooperate. Similar
to those in Section 5.1 and 5.2, this technique is based on a monitoring system and a
reputation system, which includes both direct and indirect reputation from the system
as will be described shortly.

As nodes sometimes do not intentionally misbehave, i.e., battery condition is low,
these nodes should not be considered as misbehaving nodes and excluded from the
network. To do this, the reputation should be rated based on past reputation, which



174 TIRANUCH ANANTVALEE and JIE WU

is zero (neutral) at the beginning. In addition, participation in the network can be
categorized into several functions such as routing discovery (in DSR) or forwarding
packets. Each of these activities has different level of effects to the network; for
example, forwarding packets has more effect on the performance of the system than
that of routing discovery. Therefore, significance weight of functions should be used
in the calculation of the reputation.

Like CONFIDANT, each node can receive a report from other nodes. However,
the difference is CORE allows only positive reports to be passed while negative reports
are passed in CONFIDANT. In another word, CORE prevents false accusation, thus,
it also prevents a denial of service attack, which cannot be done in CONFIDANT. The
negative rating is given to a node only from the direct observation when the node does
not cooperate, which results in the decreased reputation for that node. The positive
rating, in contrast, is given from both direct observation and positive reports from other
nodes, which results in the increased reputation.

CORE can then be said to have two components, the watchdog system and the
reputation system. The watchdog modules, one for each function, work the same way
as in the previous two schemes above. For the reputation system, it maintains several
reputation tables, one for each function and one for accumulated values for each node.
Therefore, if there is a request from a bad reputation node (the overall reputation is
negative), the node will be rejected and not be able to use the network.

5.4. OCEAN

Bansal and Baker [19] also proposed an extension on top of the DSR protocol called
OCEAN (Observation-based Cooperation Enforcement in Ad hoc Networks). OCEAN
also uses a monitoring system and a reputation system. However, in contrast to the
previous approaches above, OCEAN relies only on its own observation to avoid the new
vulnerability of false accusation from second-hand reputation exchanges. Therefore,
OCEAN can be considered as a stand-alone architecture.

OCEAN categorizes routing misbehavior into two types: misleading and selfish.
If a node has participated in the route discovery but not packet forwarding, this is
considered to be misleading as it misleads other nodes to route packets through it. But
if a node does not even participate in the route discovery, it is considered to be selfish.

In order to detect and mitigate the misleading routing behaviors, after a node
forwards a packet to a neighbor, it buffers the packet checksum and monitors if the
neighbor attempts to forward the packet within a given time. Then, a negative or
positive event is given as the result of the monitoring to update the neighbor rating.
If the rating falls below the faulty threshold, that neighbor node is added to a faulty
list which will be added in the RREQ as an avoid-list. In addition, all traffic from the
faulty neighbor node will be rejected. Nonetheless, the faulty timeout is used to allow
the faulty node to join back to the network in case that it might be false accused or it
behaves better.

Each node also has a mechanism of maintaining chipcounts for each neighbor to
mitigate the selfish behavior. A neighbor node earns chips when forwarding a packet
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on behalf of the node and loses ships when asking the node to forward a packet. If the
chipcount of the neighbor is below the threshold, packets coming from that neighbor
will be denied.

5.5. Cooperative Intrusion Detection System

A cluster-based cooperative intrusion detection system, similar to Kachirski and
Guha’s system [4], has been presented by Huang and Lee [14]. In this approach, an IDS
is not only able to detect an intrusion, but also to identify the attack type and the attacker,
whenever possible, through statistical anomaly detection. Various types of statistics (or
features), which are proposed in their previous work [15], are evaluated from a sampling
period by capturing the basic view of network topology and routing operations, as well
as traffic patterns and statistics, in the normal traffic. Hence, attacks could be identified
if the statistics deviate from the pre-computed ones (anomaly detection).

Statistics can be categorized into two categories, non traffic-related and traffic-
related. Non traffic-related statistics are calculated based on the mobility and the trace
log files, which can be done separately on each node. Some of these statistics are route
add count, route removal count, total route change, average route length, etc. Traffic-
related statistics are involved in routing and packet forwarding and can be calculated
by counting packets going in and out, e.g. the number of packet received, the number
of packet forwarded, the number of route reply messages, etc. These statistics can be
captured by the node itself or the neighboring nodes who overhear the transmission.

Several identification rules are pre-defined for known attacks by using relationships
of the mentioned statistics. Once an anomaly is detected, the IDS will perform further
investigation to determine the detailed information of the attack from a set of these
identification rules. These rules enhance the system to identify the type of the attack
and, in some cases, the attacking node. Some notations of statistics are presented as
follows. Let M represent the monitoring node and m represent the monitored node.

#(∗, m): the number of incoming packets on the monitored node m.

#(∗, [m]): the number of incoming packets of which the monitored node m is
the destination.

#(m, ∗): the number of outgoing packets from the monitored node m.

#([m], ∗): the number of outgoing packets of which the monitored node m is
the source.

#(m, n): the number of outgoing packets from m of which n is the next hop.

#([s], M, m): the number of packets that are originated from s and transmitted
from M to m.

#([s], [d]): the number of packets received on m which is originated from s
and destined to d.
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#(∗, m)(TY PE = RREQ): the number of incoming RREQ packets on m.

These statistics are computed over a long period L. Let FEATUREL represents
the aggregated FEATURE over time L. Some identification rules are defined for
well known attacks as follows.

Unconditional Packet Dropping:This rule uses Forward Percentage (FP ) over
a period L to define the attack.

FPm =
packets actually forwarded

packets to be forwarded
=

#L(m, M) − #L([m], M)
#L(M, m) − #L(M, [m])

If there are packets to be forwarded (denominator is not zero) and FPm = 0,
the unconditional packet dropping attack is detected and the attacker is m.

Random Packet Dropping: This rule also uses the same FP as unconditional
packet dropping. However, the threshold εFP is defined (εFP < 1). If 0 <
FPm < εFP , m is defined as an attacker using random packet dropping.

Selective Packet Dropping: This rule uses Local Forward Percentage (LFP )
for each source s.

LFP s
m =

packets from source s actually forwarded
packets from source s to be forwarded

=
#L([s], m, M)

#L([s], M, m) − #L([s], M, [m])

If the denominator is not zero and LFP s
m = 0, the attack is the unconditional

packet dropping targeted at s. However, if LFP s
m is less than the threshold

(εLFP < 1), the attack is detected as random packet dropping targeted at s.

Blackhole: This rule uses Global Forward Percentage (GFP ) and it must be
computed on M locally because the rule relies on information available only
on the node. Let N(M) denote M ’s 1-hop neighbors.

GFP s
m =

packets to be forwarded
packets fromN(M)destined to other nodes than itself or anotherN(M)

=
#L(∗, M) − #L(∗, [M ])

∑

iεN(M)

#L(i, M) − ∑

i,jεN(M)

#L(i, [j]) − #L(∗, [M ])

If the denominator is not zero and GFP = 1, it means that the blackhole attack
is detected and M is the attacker.

Malicious Flooding on specific target: This rule uses #L([m], [d]) for every
destination d. If it is larger than the threshold the attack is Malicious Flooding.
However, the attacker cannot be determined.
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Table 1. Comparison among IDS for Node Cooperation

Techniques Watchdog/ 
Pathrater 

CONFIDANT CORE OCEAN Cooperative IDS 

Architecture Distributed and cooperative Stand-alone Hierarchical 
Type of data collection Reputation Statistics 
Data distribution negative 

to source node 
negative 
to friends 

positive 
from RREP 

no to clusterhead 

self to neighbor yes yes yes yes yes Observation
neighbor to neighbor no yes no yes yes 
Selfish – routing no yes yes yes yes 
Selfish – packet 
forwarding 

yes yes yes yes yes 

Malicious – routing no yes no no yes 

Misbehavior 
detection 

Malicious – packet 
forwarding 

yes yes no no yes 

Punishment no yes yes yes n/a 
Avoid misbehaving node in route 
discovery 

no no no yes n/a 

The authors also presented cluster formation algorithms and ensured that they are
fair and secure. Each and every node has an equal chance of becoming a clusterhead and
serves as a clusterhead for an equal service time. In addition, no node can manipulate
the clusterhead selection process. Initially, each node forms a clique - a group of
nodes where every pair of members can communicate via a direct wireless link. Then,
members in the clique perform the selection of a clusterhead. The process of re-election,
to enforce fairness, and the process of recovery from lost clusterheads are defined as
well.

Monitoring is how data is obtained in order to analyze for possible intrusions,
however it consumes power. Therefore, instead of every node capturing all features
themselves, the clusterhead is solely responsible for computing traffic-related statistics.
This can be done because the clusterhead overhears incoming and outgoing traffic on
all members of the cluster as it is one hop away (a clique). As a result, the energy
consumption of member nodes is lessened, whereas the detection accuracy is just a
little worse than that of not implementing clusters. Besides, the performance of the
overall network is noticeably better - decreases in CPU usage and network overhead.

5.6. Summary of IDS for Detecting Misbehaving Nodes

Although the watchdog is used in all of the above IDS, the authors in [5] have
pointed out that there are several limitations. The watchdog cannot work properly
in the presence of collisions, which could lead to false accusations. Moreover, when
each node has different transmission ranges or implements directional antennas, the
watchdog could not monitor the neighborhood accurately.

All of the above IDS’s presented are common in detecting selfish nodes. However,
CORE doesn’t detect malicious misbehaviors while the others detect some of them, i.e.,
unusually frequent route update, modifying header or payload of packets, no report of
failed attempts, etc. Table 1 shows the comparison among these IDS.
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6. CONCLUSIONS AND FUTURE DIRECTIONS

As the use of mobile ad hoc networks (MANETs) has increased, the security in
MANETs has also become more important accordingly. Historical events show that
prevention alone, i.e., cryptography and authentication are not enough; therefore, the
intrusion detection systems are brought into consideration. Since most of the current
techniques were originally designed for wired networks, many researchers are engaged
in improving old techniques or finding and developing new techniques that are suitable
for MANETs.

With the nature of mobile ad hoc networks, almost all of the intrusion detection
systems (IDSs) are structured to be distributed and have a cooperative architecture. The
number of new attacks is likely to increase quickly and those attacks should be detected
before they can do any harm to the systems or data. Hence, IDS’s in MANETs prefer
using anomaly detection to misuse detection [1, 3, 4, 14, 24]. Some techniques are
proposed to implement on top of the existing protocols [5, 6, 7], others are proposed as
independent modules to be added on mobile nodes [1, 3, 4, 14, 16, 24].

An intrusion detection system aims to detect attacks on mobile nodes or intrusions
into the networks. However, attackers may try to attack the IDS system itself [5].
Accordingly, the study of the defense to such attacks should be explored as well.

Many researchers are currently occupied in applying game theory for cooperation
of nodes in MANETs [20, 21, 22, 23] as nodes in the network represent some charac-
teristics similar to social behavior of human in a community. That is, a node tries to
maximize its benefit by choosing whether to cooperate in the network. There is not
much work done in this area, therefore, it is an interesting topic for future research.
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Security concerns have attracted a great deal of attentions for both service providers and
end users in cellular mobile networks. As a second line of defense, Intrusion Detection
Systems (IDSs) are indispensable for highly secure wireless networks. In this chapter,
we first give a brief introduction to wired IDSs and wireless IDSs. Then we address the
main challenges in designing IDSs for cellular mobile networks, including the topics of
feature selection, detection techniques, and adaptability of IDSs. An anomaly-based IDS
exploiting mobile users’ location history is introduced to provide insights into the intricacy
of building a concrete IDS for cellular mobile networks.

1. INTRODUCTION

The rapid development of cellular mobile services makes people rely heavily on
cellular phones in their daily lives for important and sensitive tasks. While providing a
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great convenience, these booming new services have brought serious security concerns.
The lack of security has become one of the main obstacles in preventing wireless com-
munications carriers from providing business such as E-Banking or E-Shopping over
wireless networks on a large scale basis. Although there are many security mechanisms
in cellular mobile networks [36], the number of security incidents continues to increase.
How to design a highly secure cellular mobile network is still a very challenging issue
due to the open radio transmission environment and the physical vulnerability of mobile
devices.

Generally, two complementary classes of approaches exist to protect the cellu-
lar mobile networks: prevention-based approaches and detection-based approaches.
Prevention-based techniques, such as authentication and encryption, can effectively
reduce attacks by ensuring that users conform to predefined security policies. They
can keep most illegitimate users from entering the system. However, security research
indicates that there are always some weak points in the system that is hard to pre-
dict, especially for a wireless network, in which open wireless transmission medium
and low physical security protection of mobile devices pose additional challenges for
prevention-based approaches. For example, although numerous security measures are
taken into account in the design of second-generation and third-generation digital cel-
lular systems, security flaws have been reported in literature [1] [2]. Security research
indicates the necessity of multi-layer and multi-level protection because there are al-
ways some weak points in the system that attackers can exploit to break into the system.
Currently, tamper-resistant hardware and software are still expensive or unrealistic for
mobile devices. Therefore, if a device is compromised, all the secrets associated with
the device become open to the attackers, rendering all prevention-based techniques
helpless and resulting in great damage to service providers. For example, one of the
basic threats is the illegitimate use of services, which leads to the serious problem of
improper billing and masquerading. To solve these problems, Intrusion Detection Sys-
tems (IDSs), serving as the second wall of protection, could effectively help identifying
malicious activities.

Although IDSs have been widely used in wired networks, not many research ef-
forts have been dedicated to IDSs in cellular mobile networks. The communications
paradigm in cellular mobile networks and traditional wired networks are fundamen-
tally different. This makes attack scenarios in cellular mobile networks more complex.
Moreover, it is challenging to model the normal and abnormal user behaviors because
of the potential wide variety of users’ activities. Feature selection, detection tech-
niques, and adaptability of IDSs in the context of cellular mobile networks are still
open research problems.

In this chapter, we provide a general introduction to IDSs in cellular mobile net-
works. Section 2 presents necessary background knowledge of cellular mobile net-
works. Section 3 focuses on the introduction of Intrusion Detection Systems, including
IDSs for wired networks and IDSs for cellular mobile networks, respectively. Section
4 addresses one important and challenging topic regarding IDSs - Feature Selection.
In Section 5, we discuss the adaptability issue of IDSs. Secion 6 presents the details of
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constructing a mobility-based anomaly detection system for cellular mobile networks.
In Section 7, we conclude the chapter.

2. CELLULAR MOBILE NETWORKS

A mobile wireless network with a cellular infrastructure is illustrated in Figure 1.
A typical network consists of a wired backbone and a number of Base Stations (BSs).
Each BS controls a cell, and a group of BSs are managed by a Mobile Switching Center
(MSC). When a mobile user moves into a different Location Area (LA), a location
registration process happens. In cellular mobile networks, the Home Location Register
(HLR) is a database used for storage and management of subscriptions. Usually, the
HLR stores the permanent data about subscribers, while the Visitor Location Register
(VLR) stores temporary information to serve visiting subscribers.

MSC/
VLR MSC/

VLR

HLR

Cell

BS

Signaling Network

Figure 1. An Example of Cellular Mobile Network.

A mobile station communicates with another mobile station via a BS. To do so, the
source mobile station needs to make a request through the BS of its current cell. If the
request is granted by the MSC, a pair of voice channels is assigned. In cellular mobile
networks, location updates often happen when the user traverses the border of an LA.
When the user is inside an LA and is not making a phone call, the Mobile Switching
Center, which is responsible for location and paging management, is not updated with
the user’s latest location information.
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3. INTRUSION DETECTION SYSTEMS

Intrusions can be defined as any set of actions that compromise the confidentiality,
availability, and integrity of the system. Intrusion detection is a security technology
that attempts to identify individuals who are trying to break into and misuse a system
without authorization and those who have legitimate access to the system but are abusing
their privileges [3], [4]. An Intrusion Detection System (IDS) is a computer system
that dynamically monitors the system and users’ actions in order to detect intrusions.
Because an information system can suffer from various kinds of security vulnerabilities,
it is both technically difficult and economically costly to build and maintain a system
that is not susceptible to attacks. IDSs, by analyzing the system and user operations
in search of activity undesirable and suspicious, can effectively monitor and protect
against threats.

Research on IDSs began with a report by Anderson [5] followed by Denning¡¯s
seminal paper [6], which lays the foundation for most of the current intrusion detection
prototypes. Since then, many research efforts have been devoted to wired IDSs. Nu-
merous detection techniques and architectures for host machines and wired networks
have been proposed. A good taxonomy of wired IDSs is presented in [4].

With the rapid proliferation of wireless networks and mobile computing applica-
tions, new vulnerabilities that do not exist in wired networks have appeared. Security
poses a serious challenge in deploying wireless networks in reality. Moreover, the
vast differences between wired and wireless networks make traditional intrusion detec-
tion techniques inapplicable. Wireless IDSs, emerging as a new research topic, aim at
developing new architecture and mechanisms to protect wireless networks.

3.1. Intrusion Detection for Wired Networks

Focusing mainly on network traffic and computer audit data, there are two general
approaches in wired IDSs to detect intrusions: misuse-based intrusion detection (also
referred to as knowledge-based detection, or detection by appearance) and anomaly-
based intrusion detection (also referred to as behavior-based detection or detection by
behavior). They are complementary to each other for intrusion detection.

Misuse-Based Intrusion Detection Systems

Based on a database of known attack signatures and system vulnerabilities, misuse-
based IDSs try to identify activities matching a signature that is stored in the database.
An alarm is triggered whenever a match is found. The main advantage of misuse-based
IDSs is that the false alarm rate is very low. The triggered alarms are meaningful
because the attack signatures contain the diagnostic information about the cause of the
alarm. The main disadvantage of misuse-based IDSs is that the attack signatures may
not cover all attacks because new attacks are hard to predict. As such, the databases
containing the attack signatures and system vulnerabilities need to be kept up-to-date.
This is a tedious task because new attacks and system vulnerabilities are detected on
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a daily basis. Careful analysis of the vulnerabilities is also time-consuming. Misuse-
based IDSs also face the generalization issues because most of the attack knowledge is
focused on the different versions of operating systems and applications.

There are several approaches in misuse-based detection. They differ in the rep-
resentation as well as the matching algorithm employed to detect intrusion patterns.
Below are the mainly used approaches:

Expert System: Expert systems provide strategies and mechanisms for process-
ing facts regarding the state of a given environment, and derive logical inferences
from these facts. Audit events and security policies are mapped to facts that
are recorded and evaluated by the system. During the process of mapping, a
semantic meaning is attached to increase the abstraction level of the audit data.
The expert system contains a set of rules that describe the attacks. These rules
are triggered when certain activities that meet their conditions happen. The
execution speed of the expert system shell is usually poor because all of the
audit data need to import into the shell as facts. Therefore, expert system based
IDSs only exist in research prototypes, as performance is more important in
commercial products.

Event Monitoring Enabling Responses to Anomalous Live Disturbances (EMER-
ALD) [7] is an extension of the Intrusion Detection Expert System (IDES)
[8],[9] and Next Generation Intrusion Detection System (NIDES) [10] by SRI
International. EMERALD uses a rule-based expert system component for
misuse-based detection. A forward-chaining rule-based expert system devel-
opment toolset called the Production Based Expert System Toolset (P-BEST)
[11] is utilized to develop a modern generic signature-analysis engine. A chain
of rules is established utilizing P-BEST to form the signature database.

Pattern Recognition: In this approach, known intrusion signatures are encoded
as patterns (e.g., strings, a sequence of events, etc.) and matched against audit
data. An alarm is generated if a match can be found. This method allows a very
efficient implementation. Therefore, they are commonly used in commercial
tools, such as RealSecure of Internet Security Systems [12].

Colored Petri Nets: In this method, signatures of known intrusions are mod-
eled as a number of different states, which form Colored Petri Nets (CPNs).
Compared with other approaches, CPNs have more generalities to represent
signatures. This makes it easy to write complex intrusion scenarios. However,
it is very computationally expensive to manifest misbehaviors in the audit trail.
Intrusion Detection In Our Time (IDIOT) is the one example that uses CPNs
[13].

State Transition Analysis: In this approach, to represent an intrusion scenario,
a sequence of actions is constructed starting from the initial state to the tar-
get compromised state. State Transition Diagrams identify the steps and the
requirements of the penetration. The states that make up the intrusion form a
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simple chain that has to be traversed from the beginning to the end. It was a
technique proposed by Porras and Kemmerer [14], which was implemented in
Ustat - a real-time intrusion detection system for UNIX [15].

Anomaly-Based Intrusion Detection Systems

Anomaly-based IDSs assume that an intrusion can be detected by observing a
deviation from normal or expected behaviors of systems or users. Normalcy is defined
by the previously observed subject behavior, which is usually created during a training
phase. The normal profile is later compared with the current activity. If a significant
deviation is observed, IDSs flag the unusual activity and generate an alarm. The main
advantage of anomaly-based IDSs is that they can detect attempts that try to exploit new
and unforeseen vulnerabilities. They are also less system-dependent. Disadvantages
include that they may have very high false alarm rate and are more difficult to configure
because comprehensive knowledge of expected system behaviors is required. In order to
build the up-to-date normal profiles, they also usually require a periodic online learning
process. Anomaly-based detection techniques are harder to implement, making them
inappropriate for commercial use.

Several anomaly-based detection techniques exist. They are different in the way
of representing a normal profile and the method of inferring the difference between the
normal profile and the observed activities. Below are the mainly used approaches:

Statistics: Statistics-based anomaly detection techniques build a statistical pro-
file (e.g., statistical distribution) of normal activities from historic data by mea-
suring a number of variables over time. Examples of the variables are the
login/logoff times, the time duration of one session, the number of packets
transmitted in this session, and so on.

In EMERALD [7], the statistical algorithms employ four classes of measures
to track subject activities: categorical, continuous, intensity, and event distribu-
tion. The profile is subdivided into short and long-term elements. A short-term
profile may characterize recent activities of the system, while a long-term profile
is slowly adapted to the changes of system activities. Because of the popularity
of the Internet, many traffic perspectives are used to profile TCP/IP streams
[7]. For example, all ICMP exchanges can be parsed to analyze ICMP-specific
transactions. The application-layer sessions from specific internal hosts to spe-
cific external hosts can also be analyzed for specific applications.

Neural Networks: The use of neural networks in IDSs consists of three steps:
learning the normal pattern of the system by collecting training data, training
the neural networks to identify the subject, and applying the output of the
neural networks to the observed activity to identify intrusions. Neural networks
are computationally intensive. Therefore, they are not widely used in IDSs.
Hyperview [16] is an example IDS that utilizes neural networks.
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There are some other anomaly-based detection techniques. Detection techniques
based on immunology [17] first capture a large set of event sequences from historic
data to construct the normal profile. They then use either negative selection or positive
selection algorithms to detect the difference of incoming event sequences from event
sequences in the normal profile [18]. Expert systems can also be used to implement
anomaly-based techniques [9]. To describe normal behaviors, these expert systems
can study the activities of the target system to form a set of rules. Lee et al. proposed
to use data mining approach to construct intrusion detection models [19]. Anomaly-
based detection techniques utilizing Chi-square Test are introduced in [20] and [21].
There are also anomaly-based detection techniques that use a first-order or high-order
Markov model of event transitions to represent a normal profile [22],[23],[24],[25].
In [22], utilizing a Markov Chain model, Jha et al. proposed a general framework to
construct anomaly detectors.

Besides misuse-based detection and anomaly-based detection, there is a new class
of detection algorithms: specification-based techniques [27]. They combine the advan-
tages of both misuse-based detection and anomaly-based detection techniques. These
approaches are based on manually developed specifications, thus avoiding the high rate
of false alarms. IDSs detect deviations of observed program behaviors from these spec-
ifications, rather than detect the occurrence of specific attack patterns. Thus, attacks
can be detected even though they have not previously been encountered.

3.2. Intrusion Detection for Cellular Mobile Networks

Most of the proposed work in the areas of wireless IDSs explores the regularity of
users’ behaviors (for example, mobility patterns, calling activities) to construct normal
profiles. Regularity is one of the basic assumptions to develop realistic IDSs. For
example, in terms of mobility patterns, a mobile user usually travels with a specific
destination in mind and tends to follow the shortest path to it. A user’s mobility pattern
is a reflection of his/her daily routines and most mobile users have favorite routes and
habitual movement patterns. In terms of calling activities, most mobile users have
his/her regular calling activities. For example, because of the regular working rhythms
like daily or weekly business telephone conference, most users demonstrate certain
calling patterns. Although an attacker can compromise all the secrets associated with
a mobile device, he/she could not follow the movement pattern of the authentic owner
and mimic the authentic user’s profile. By establishing an accurate normal profile
that can reflect the normal pattern and comparing it with the current observed pattern,
misbehaviors can be effectively identified.

Relatively few research efforts have been devoted to Intrusion Detection for Cel-
lular Mobile Networks. Büschkes et al. [28] applied the Bayes decision rule to user’s
mobility patterns to increase the security in mobile networks. Through proper behavior
predictions, they applied anomaly-based detection techniques to profile mobile users.
Samfat et al. [29] proposed IDAMN (Intrusion Detection Architecture for Mobile Net-
works) that included two algorithms to model the behavior of users in terms of both
telephony activity and migration patterns. IDAMN can perform intrusion detection in
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the visited location and within the duration of a typical call. Y. -B Lin [1] presented
an excellent study to detect the potential fraudulent usage of cloned phones in cellular
mobile networks. They showed how quickly the fraudulent usage can be detected under
GSM/UMTS call setup procedures and how to reduce the possibility of fraudulent us-
age. Exploring mobility patterns of public transportation users, Hall et al. [30] utilized
an Instance based Learning technique to classify different users’ behaviors. There are
also some research efforts dedicated to fraud detection systems in cellular mobile net-
works. Hollmén [31] presented fraud detection techniques in mobile communications
networks by means of user profiling and classification. Call data is used to describe
behavioral patterns of mobile users. Neural networks and probabilistic models were
employed to learn their usage patterns. Based on these models, abrupt changes from
established usage patterns can be detected.

It is worth mentioning that some of the above mentioned schemes require the track-
ing of uses’ locations. This will cause location privacy issues because of the potential
exposure of users’ whereabouts. Fortunately, there is some work in the literature that
are aimed to address the privacy issues. For example, He et al. [34] proposed to
use blind signature to generate an authorized-anonymous-ID for the server to autho-
rize the mobile device. Location-based IDSs should be properly integrated with these
privacy-enhanced schemes in order to be readily deployed.

4. FEATURE SELECTION

One of the most important steps in constructing intrusion detection systems is to
extract effective features. Features are security related measures that could be used to
construct suitable detection algorithms. Desirable features must be selected to reflect
the subject activities. Feature selection plays such a critical role in constructing effective
features that its importance cannot be overemphasized.

Each intrusion detection approach is technically suited to identify a subset of secu-
rity violations to which the system is subject. The selection of security measures should
be based on good understanding about the system itself as well as all possible attacks
that may influence the system’s normal behaviors. Different attacks may be sensitive
to different statistical features. Sometimes it requires domain expert knowledge to help
selecting good features. In the history of IDSs, people have used various features to
construct detection models. They tend to define the normal behavior of a user, a pro-
gram, or a network element. Since the ground-breaking discovery of S. Forrect [32],
people find that the short sequence of system calls of privileged programs is stable in
characterizing system’s behaviors. Therefore, many research efforts have focused on
constructing different detection models using the short sequence of system calls since
then.

Although there are some theoretical guidelines in optimal feature selection [33],
it is still challenging to apply them in practice. In [26], Lee et al. utilized data mining
algorithms to compute activity patterns from system audit data and extract temporal
and statistical features from the pattern. They identified intrusion-only patterns from
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training data (a set of network connection records) and parsed these patterns to define
features accordingly. Experiments based on test data were also needed to tell whether
the selected features can be used to distinguish normal and abnormal activities. This
process was repeated until a satisfactory set of features can be selected.

Today, features used in most anomaly-based IDSs are still selected empirically. It
remains an open problem to decide the right set of features to construct IDSs in the
context of cellular mobile networks. Some example features used include call times
and duration, roaming behavior, location coordinates, the list of traversed cells, and
so on.

5. ADAPTABILITY OF IDSS

It is necessary to integrate adaptability into the construction of IDSs. In reality,
it is highly possible that a single user will demonstrate different mobility behaviors.
Even if the user demonstrates the same mobility level, a user will have a set of mobil-
ity patterns during weekdays, while demonstrating a different set of mobility patterns
during weekends. Therefore, established users’ normal profiles need to be changed
adaptively in order to reflect users’ activities more accurately. Moreover, in construct-
ing an anomaly-based IDS, a threshold-based scheme is often used. That is, the distance
between observed activities and established normal profiles is compared with a thresh-
old in order to decide whether the system needs to generate an alarm or not. It is also
necessary to adjust the threshold adaptively in order to achieve desirable performance.

However, how to adaptively adjust the normal profile and the threshold of IDSs
in the context of cellular mobile networks is a very challenging problem. Special
mechanisms need to integrate with existing detection techniques to achieve adaptability.
For example, an individual subject’s activity may change over time. Therefore, it is
necessary for the normal profile to be updated in order to reflect the recent activities.
Exponentially Weighted Moving Average (EWMA) techniques [35] provide a suitable
way to make activities in the recent past weigh more than activities long time ago. In
this way, normal profiles can be adjusted accordingly. To adjust the threshold, usually
an effective metric is needed to reflect the uncertainty of established normal profiles.
Entropy may be a good choice here. We will see a more detailed example illustrating
the integration of adaptability in Section 6.

6. CASE STUDY: AN EXEMPLARY IDS FOR CELLULAR
MOBILE NETWORKS

6.1. Introduction

It is very difficult to design a once-for-all Intrusion Detection System for cellular
mobile networks. Instead, an incrementally refined methodology is suitable. In this
section, we introduce an exemplary IDS for cellular mobile networks [36],[37] that
focuses on the exploitation of users’ mobility patterns. Other important features like
calling activities need to be integrated into the system to provide more comprehensive
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protections. In the sequel, we introduce system assumptions, models (threat model,
network model, and mobility model), and detailed detection techniques.

6.2. Assumptions

First, we assume that most mobile users have favorite or regular itineraries. This
makes it viable for us to establish each user¡¯s normal profile. This assumption is
reasonable given that most users have regular daily lives. Studies in [38] conducted
experiments over a period of six weeks to study the trajectories that users follow, and
found out that users tend to follow regular trajectories more than 70% of time.

Actually, research on intrusion detection has two basic assumptions: 1) subject
activities are observable via some system auditing mechanisms, and 2) normal and
malicious activities should demonstrate distinct behaviors. Therefore, it is possible
to reason about the evidence in the data to determine whether the system is currently
under attack. If a user has totally random behavior, for example, the movement of a
taxi driver, it will be very difficult, if not impossible, to create his normal movement
profile. Our mobility-based detection algorithm alone is not suitable for such kind of
users. Based on these considerations, our research is not motivated to build a system
to accurately detect all intrusions. Instead, we aim at providing an optional service to
end users as well as a useful administration tool to service providers. If the system
observes some abnormal behaviors, other channels (e.g., email, phone calls to home)
can be used to issue some warnings to the real users. Given the increasing number
of security related incidents in wireless networks, these kinds of optional services can
protect both the service providers and the end users from financial losses.

Second, we assume that there is a mobility database for each mobile user that
describes his normal activities. This is a reasonable assumption in cellular mobile
networks because this mobility database could be constructed by location tracking and
prediction services. This mobility database could be stored together with the mobile
user¡¯s personal information, such as billing information, in the Home Location Register
(HLR). Note that in realistic networks, the locations of mobile users are actually tracked
for the purpose of service provision and smooth handoff, even though the end users
may be unaware of such monitoring. We assume that HLR is secure and the movement
information is accurate. Usually, because of its importance, HLR is protected with
highly secure measures, and thus it is extremely hard to be compromised. Also, the
update and registration of the location are usually based on the device¡¯s current serving
cell and the hardware registration such as the serial number of SIM card. Therefore, it
will be hard for the attacker to hide or fabricate his location even if he has compromised
all the secrets of the mobile device. Even if an attacker finds some magical ways to
fabricate his location, he still has no idea about the normal movement profile of the real
device owner.

Third, we assume that mobile devices can be compromised and all secrets asso-
ciated with the compromised devices are open to attackers. Under this assumption,
we do not need to assume or apply tamper-resistant hardware and software, which
are still costly and impractical to handheld devices. This assumption justifies our re-
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search in anomaly detection, since all prevention techniques will be rendered helpless
once the mobile device is captured and compromised. Actually, if we could assume
the tamper-resistance of hardware/software, the whole security research could become
much easier.

6.3. Model

Threat Model

The complex wireless mobile network system could incur software errors and
design errors. This could make many attacks possible. One exemplary attack is cell
phone cloning: a mobile phone card of an authenticate user A is cloned by an attacker
B, which enables B to use the cloned phone card to make fraudulent telephone calls.
If this kind of illegitimate use of service happens, the bills for the calls will go to
the legitimate subscriber. Also, the masquerader can fake the International Mobile
Equipment Identifier (IMEI) and the SIM (Subscriber Identity Module) card in order
to obtain the service illegally. In the subscription fraud, fraudsters can also subscribe
the service using the authentic user’s name and obtain an account without intention to
pay the bill. Our presented IDS can enhance system security to defend against these
kinds of attacks.

Network Model

Different ways exist to model cellular mobile networks. For example, most previ-
ous work uses structured graph network topology models, such as hexagonal or square
cell configurations. One disadvantage of this model is that it does not accurately repre-
sent a cellular network in practice, where the cell shape and size may vary depending
on the antenna radiation pattern and propagation environment. In wireless cellular
networks, each cell usually has a base station to serve it. Therefore, in our system, the
wireless cellular network is modeled as a generalized graph G = (V,E). The vertex set V
represents all the base stations. If two cells are adjacent to each other, there is an edge
between their two vertices. An example of this model is illustrated in Figure 2.(a) and
Figure 2.(b). In this example, the vertex set is V = {a, b, c, d, e, f, g, h, i, j}, and the
edge set is E = {(a, b), (a, c), ...(h, i)}.

There may exist other ways to model the networks in order to facilitate the intrusion
detection tasks. For example, considering the fact that a mobile user usually drives along
a road, cell-based models may not precisely locate a mobile user or model the trajectory
of a user because they do not support fine granularity of the road network [39].

Usually, each user will follow a specific road for daily activities. Most users will
follow the speed limit sign when driving. Also, each user has his own habit of traveling
speed. Therefore, for a specific path, a user will take roughly the same amount of time
to travel (if we do not consider the possible traffic jam). In reality, there exist a road
network and the road network is overlapped with the Location Area, which consists of
several cells. Considering all these factors, a network model as illustrated in Figure 3
could be adopted.
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Figure 3. An Example Location Area in Cellular Mobile Networks and its Graph Model.

Figure 3.(a) illustrates the network topology in one LA, which consists of 10 cells.
In Figure 3.(a), bold lines represent the road network. a, b, c, and d represent the
intersection points of the road network and the boundary of the LA. For current mobile
systems, location updates happen when the user enters or leaves one LA. This is the one
of the most common ways to track the cellular mobile phones. This is true whenever a
user is making a phone call or not. Considering this, we could adopt the corresponding
network model as in Figure 3.(b).

In Figure 3.(b), each intersection between the road network and the LA is modeled
as a vertex. In our example, we have four vertices, a, b, c, and d. These vertices form
a fully connected graph, meaning that there is one path between any two vertices. In
this way, we can ignore the complex internal road network inside one LA.
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It is possible that in one LA, there are more than one possible path connecting two
vertices. We assume that in one LA, one user prefers one specific path. This means
that in Figure 3.(b), for a specific user, it will take him roughly the same amount of time
to travel between any two vertices. If one user has variations in his traveling habit, i.e.,
if he takes two different paths between the same two vertices, we can have two entries
for these two vertices in the user¡¯s mobility profile.

By integrating the current mechanisms that mobile networks use to track user¡¯s
location information, this network model is more accurate than the model only consid-
ering the cell list traversed by each user. Furthermore, most routes have a speed limit
and most users have a driving habit. For example, some users want to strictly follow the
speed limit, while some others want to drive 10 miles/hour faster. This will cause the
different time used by different users to traverse a specific route (edge). This network
model is also more realistic because it ignores the potential different routes between
two vertices. Therefore, it is more suitable for intrusion detection systems.

Different network models can be abstracted into different graphs. The vertices of
the graph can be treated as the feature to construct different intrusion detection systems.
In the following, we only use the cell list traversed by the user as the feature to illustrate
a detailed detection technique. In this way, we denote each cell as a character. A string
can be used to denote the cell list traversed by the user.

Mobility Model

The random walk model has been widely used in the literature, in which a mobile
user will move to any one of the neighboring cells with equal probability after leaving a
cell. This may not be realistic in practice, since mobile users normally travel with a des-
tination in mind. Therefore, we adopt a m-th order Markov model. In such a model, the
mobility of a user can be represented by a sequence of characters, C1, C2, C3, ..., Ci, ...,
where Ci denotes the identity of the cell visited by the mobile. Since the future locations
of the mobile user are likely to be correlated with its movement history, the sequence of
characters C1, C2, C3, ..., Ci, ... is assumed to be generated by an m-th order Markov
source, where the states correspond to the context of the previous m characters. The
probability that the user moves to a particular cell depends on the location of the current
cell and a list of cells recently visited.

6.4. Mobility-Based Anomaly Detection Systems

In this section, we present two mobility-based anomaly detection schemes called
LZ-based scheme and Markov-based scheme.

Figure 4 illustrates the LZ-based detection scheme. In the LZ-based detection
scheme, based on users¡¯ regular itineraries, a mobility trie is constructed from the
accumulative history of users¡¯ movement patterns. To integrate adaptability , the Ex-
ponential Weighted Moving Average (EWMA) [35] technique is applied to the mobility
trie. This EWMA-based mobility trie serves as the normal profile of the user in the
recent past, and reflects the stationary part of the user¡¯s regular mobility pattern. Based
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Figure 4. LZ-based Anomaly Detection Scheme.

on this, we use a blending scheme to calculate the probability of each user¡¯s activity
in order to decide whether it is normal or not.

The second scheme, Markov-based scheme, is based on order-o Markov predictors.
That is, given an order o, the probability of being the next cell given the previous o cells
is constructed. In other words, the probability of the future activity can be calculated.

Both the LZ-based and the Markov-based schemes are online predictors, meaning
that they examine the history so far, extract the current context, and predict the next cell
location. Once the next location is known, the history is appended with one character
(standing for one cell), and the predictor updates its history to prepare for the next
prediction.

In the LZ-based scheme, we adopt Lempel-Ziv algorithms [40] [41]. In the rest of
the chapter, when we discuss these algorithms, we use the word character. When we
apply them to cellular mobile networks, we use the word cell. These two words have
the same meaning in their respective contexts. Similarly, string is used in discussing
Lempel-Ziv algorithms, while cell list is used in cellular mobile networks.

LZ-based Intrusion Detection

Data compression is a technique that encodes data in order to minimize its repre-
sentation. Some of the most common lossless compression algorithms used in practice
are dictionary-based schemes, where a dictionary D = (M, C) is a finite set of phrases
M and a function C that maps M onto a set of codes. In practice, when no a priori
knowledge of the source characteristics is available, the problem of data compression
becomes considerably complicated. Therefore, we often resort to universal coding
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schemes whereby the coding process is interlaced with a learning process for the vary-
ing source characteristics.

The family of Lempel-Ziv algorithms belongs to dictionary-based text compres-
sion and encoding techniques [42]. They are based on a popular incremental parsing
algorithm by Ziv and Lempel [40],[41], and have been widely used in data compression.
Since its invention, many variations have been developed. LZ78 is the most popular
one.

The original LZ78 [40] is a word-based data compression algorithm. It parses
the input string S of size n in a greedy manner into distinct substrings x1, x2, . . . , xm

with the following property: for j > 1, there exists a number i < j, which makes
xj equal to xi concatenated by c, where c is one character in the alphabet. This is the
so-called prefix property [42]. In the parsing process, if a phrase is the longest matching
phrase seen previously concatenated by one character, the phrase, called a new phrase,
is added to the dictionary. Substring xj is encoded by the value i, using �lg(j−1)� bits,
followed by the ASCII encoding of the last character of xj , using �lg α� bits, where α
is the size of the input string’s alphabet. Here the base of the logarithm is 2.

The Ziv-Lempel algorithm can be converted from a word-based method to a
character-based algorithm by building a probabilistic model that feeds probability in-
formation to an arithmetic coder [43], which encodes a sequence of probability of p
using lg( 1

p ) = − lg p bits.
LZ78 is both theoretically optimal and good in practice. When the input text

is generated by a stationary and ergodic source, LZ78 algorithms enjoy the property
of being asymptotically optimal as the input size increases. That is, it encodes an
indefinitely long string in the minimum size dictated by the entropy of the source. Here
we omit the detailed proof. Being good in practice means that searching of LZ78 can
be implemented efficiently by inserting each phrase in a trie data structure.

A trie is suitable to store the parsed phrases, and is a multiway tree with any path
from the root to a unique node forming a string. In a trie, only the unique prefix of each
string is stored because the suffix can be determined by searching the string. A longest
match is found by following down the tree until no match is found, or the path ends at
a leaf.

Here is an example of how to parse a string using LZ78 algorithm and construct
a trie. Suppose the alphabet A is (a, b, c), and one possible string S over this al-
phabet is aababccbababbabb . . .. Each element of the alphabet A could be one pos-
sible cell the user visits. S could be one possible cell list traversed by this user.
Each substring in the parse is encoded as a pointer followed by an ASCII character.
Based on the greedy parsing manner, this string will be parsed into phrases as follows:
(a)(ab)(abc)(c)(b)(aba)(bb)(abb) . . ..

In the character-based version of the Ziv-Lempel encoder, a trie is built when the
previous substring ends. A trie at the start of the ninth substring is shown Figure 5.(a).
The number associated with each node indicates the frequency in terms of number of
times this node has been parsed in the construction of the mobility trie.

This trie characterizes the probability model of the string aababccbababba
bb . . .. There are five previous substrings beginning with an a, two beginning with a b,



198 BO SUN et al.

and one beginning with a c. Therefore, the probability of a at the root is 5
8 . Similarly,

the probability of b at the root is 2
8 = 1

4 and the probability of c at the root is 1
8 . Of the

5 substrings that begin with an a, 4 begins with b. Therefore, the probability of b from
a is 4

5 .

Probability Calculation

The probability calculation is based on the Prediction by Partial Matching (PPM)
[44] scheme. Here, we use a context model to predict the next character based on the
previous consecutive characters. Specifically, we use a m-th Markov model to model
the sequence. That is, we use the consecutive previous m characters to predict the next
character and calculate its probability. Here m is the order of the Markov model. For
a first-order (m = 1) Markov model, it assumes that the next event only depends on the
last event in the past. A high-order (m > 1 order) Markov model assumes that the next
event depends on multiple (m) events in the past.

A trade-off exists here. If the order m is too small, the prediction will be poor in
the long run because little audit data will be available to make a decision. However, if
the order is too large, most contexts will seldom happen, and initially the probability
estimation will have to solely rely on the resolve of zero-frequency problems [42].
Based on these considerations, we take a blending approach, where the predications of
several contexts of different lengths are combined into a single overall probability. It
uses a number of models with different orders to compute the probabilities respectively,
assign a weight to each model, and calculate the weighted sum of the probabilities.

Let’s denote the maximum order as m. The next character, denoted by α, is
predicted on the basis of previous i characters. For each character α, let pi(α) be
the probability assigned to α by the finite-context model of order i. Note that when
i is zero, the probability of each character is estimated independently of other char-
acters. If the weight given to the model of order i is wi and the blending weight
vector is [w0, w1, . . . , wm], the blended probability p(α) is computed as p(α) =∑m

i=0 wi ∗ pi(α), where the sum of weights is normalized to 1. The larger the or-
der, the larger the weight assigned to it, because context models with larger orders tend
to be more accurate and should weight more in the current normal profile.

Anomaly Detection Algorithm

We adopt the character-based LZ78 to deal with the anomaly detection problem,
and a classifier is trained with known “normal” data to distinguish normal behaviors
from anomalous ones.

Integration of EWMA into Mobility Trie In anomaly detection, each subject (i.e.,
user in this application) has a normal profile. For an individual subject, its activity
may change over time. Therefore, it is necessary for the normal profile to be updated
in order to reflect the recent activities. In our situation, the normal profile of the user
activity should be dynamic. Generally, activities in the recent past should weight more
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than activities long time ago. Adaptively modifying the normal profile correspondingly
is a suitable mechanism.

Based on the above considerations, we integrate EWMA [35] to the mobility trie.
The mobility trie is modified when a new phrase is formed during the string pars-
ing. When a new phrase is inserted, we say an event happens. Note that this event
corresponds to a sequence of characters. The insertion of the new phrase needs to
modify the existing frequency of the mobility trie. We will call the modified frequency
EWMA-based frequency hereafter. EWMA-based frequency measures how often the
corresponding node appears in the recent past. Note that we do not need to do an extra
trie search to modify the frequency. Instead, it is done at the same time with the update
of the mobility trie to improve efficiency.

The EWMA-based frequency of each node in the mobility trie is updated as:

F (i) = λ ∗ 1 + (1 − λ) ∗ F (i), (1)

where node i is one item of the corresponding events;

F (i) = λ ∗ 0 + (1 − λ) ∗ F (i), (2)

where node i is not one item of the corresponding events.
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Figure 5. An Example of Mobility trie and an Example of Building Mobility Trie.

Here F (i) is the EWMA-based frequency value stored in node i after a new phrase
is inserted. For example, in Figure 5.c, the EWMA-based frequency associated with a
is 0.51. The EWMA-based frequency associated with b is 0.3. Here λ is a smoothing
constant that determines the decay rate. If a node i is not observed for continuous k
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events (one event happens when a new phrase is inserted), the EWMA-based frequency
of node i will be decayed to (1 − λ)k. In this way, the EWMA-based frequency of
each node measures the intensity of this node over the recent past.

Continuing the example illustrated in Figure 5.(a), we illustrate how to integrate
EWMA into the construction of the mobility trie. In this example, we let λ be 0.3. When
the first charactera is parsed, the corresponding mobility trie is illustrated in Figure 5.(c).
When ab is parsed, the corresponding mobility trie is illustrated in Figure 5.(d). When
abc is parsed, the corresponding mobility trie is illustrated in Figure 5.(d). As we
can see, the EWMA-based frequency value associated with each node is exponentially
faded.

The Similarity Measure EWMA-based mobility trie maintains the stationary part
of each user’s recent activities. Based on this, we could accurately predict whether the
future activities are normal or not.

Let the sample space be all the possible cells traversed by a user. Because a user
has his favorite routine of activity, this could lead to a small set of sample space. Let
S = (X1, X2, . . . , Xn) denote the observed activities of the user, where Xi denotes a
cell number. We want to identify whether or not it is normal based on our constructed
mobility trie. We use a high-order Markov model to compute its blending transition
probabilities.

Given an order o of the Markov model, we define the o-th order probability of S
as:

Po =
n−o∑
i=1

P (Xi+o|Xi, Xi+1, . . . , Xi+o−1). (3)

When it is order-0 model (o = 0), the probability of S is calculated as Po = P0 =∑n
i=1 P (Xi).

To calculate the probability of the transition (Xi, Xi+1, . . . , Xi+o−1) −→ Xi+o

in equation 3, we need to search (Xi, Xi+1, . . . , Xi+o−1) from the root. Let F (Xi+o)
denote the EWMA-based frequency of nodeXi+o. If (Xi, Xi+1, . . . , Xi+o−1) is found,
the probability P (Xi+o|Xi, Xi+1, . . . , Xi+o−1) is defined as:

P (Xi+o|Xi, Xi+1, . . . , Xi+o−1) =
F (Xi+o)

F (Xx+o−1)
. (4)

If (Xi, Xi+1, . . . , Xi+o−1) is not found, its probability is assigned 0.
To calculate P (Xi), we compute the sum of the EWMA-based frequency of the

root’s children. P (Xi) is then defined as F (Xi)/
∑

F (Xroot’s children).
If Xi is not a child of the root, P (Xi) is 0. That is, we only search from the root

to decide the probability of each Xi.
Take the trie illustrated in Figure 5.d as an example, P (b) = 0.3

0.357+0.3 = 0.4566,
P (b|a) = 0.51

0.657 = 0.7763, P (c|ab) = 0.3
0.51 = 0.5882.
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Suppose that the blending weight vector is [w0, w1, . . . , wm], where wi is the
weight value associated with the i-th order Markov model.

∑m
i=0 wi = 1 and wi ≥

0,∀i. The probabilities of string S is defined as P =
∑m

i=0 wi ∗ Pi.
Intuitively, P increases with the increase of S’s length because more transitions

will be considered when S is longer. Therefore, P is not a good metric. We propose to
use the following metric as our similarity measure similarity(S) = P

Length(S) , where
Length(S) is the length of string S.

Based on our definition, the similarity measure could be normalized by the length
of the string and provides good criteria to evaluate its normalcy. Intuitively, similarity
indicates how good a mobile user follows its routines.

For the input string S, we calculate its similarity(S). When a user follows one of
its favorite itineraries, because this path is integrated into the mobility trie to construct
the normal profile, many of its transitions illustrated in equation 4 at different order
o will be found in the mobility trie, i.e., normal profile. Based on our definition,
similarity(S) will be a relatively large value. However, when the mobile is stolen,
and the intruder takes an infrequent path, the similarity of this string tends to be a very
small value, because many transitions cannot be found in the mobility trie.

We introduce a threshold, Pthr, which is a design parameter. Whensimilarity(S) ≥
Pthr, string S is evaluated as normal, otherwise string S is identified as anomalous.

Because our mobility trie records the most frequently used path of a user, it is
very sensitive to anomalous paths, even if they are very short strings. This enables
our detection algorithm to detect the abnormal very quickly - an important quality
for reducing potential damage by a malicious user. At the same time, our detection
algorithm has a very high detection rate. Also, when a frequently used path is taken,
our detection algorithm can tolerate slight variations from the path and thus has small
a false positive rate.

Implementation issues

In practice, an important issue is how to store the mobility information in a trie.
A trie is actually a multiway tree with a path from the root to a unique node for each
string represented in the tree. The fastest approach for processing is to create an array
of pointers for each node in the trie with a pointer for each character of the input
alphabet. Although this approach is easy for processing, it wastes memory space.
Another approach is to use a linked list at each node, with one item for each possible
branch. This method uses memory economically, but the processing is intensive. A
trie can also be implemented as a single hash table with an entry for each node. For
further details, the reader can consult books on algorithms and data structures.

6.5. Markov-based Anomaly Detection

Markov predictors are a very popular family of predictors. They have been widely
used and studied in the literature. Let Xt be the cell visited by the user or the state of
the user’s activity at time t. The order-o Markov predictor assumes that the location
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can be predicted from the current context, which is the sequence of the previous o most
recent characters in the location history (Xt−o+1, Xt−o, . . . , Xt). Under this Markov
model, the transitions represent the possible cell locations that follow the context.

A Markov Chain with order-o of only one-step event transitions is a stochastic
process with the following assumptions:

P (Xt+1 = it+1|Xt = it, Xt−1 = it−1, . . . , X0 = i0)
= P (Xt+1 = it+1|Xt = it, Xt−1 = it−1, . . . ,

Xt−o+1 = it−o+1)
P (Xt+1 = it+1|Xt = it, Xt−1 = it−1, . . . , Xt−o+1 = it−o+1)

= P (Xt+1 = j|Xt = io, Xt−1 = io−1, . . . , Xt−o+1 = i1)
≡ p{i1,...,io−1,io}→j .

It describes the two important properties of the Markov Chain:

Equation 5 states that the probability distribution of the user at time t + 1
depends on the state at time t, t − 1, . . . , t − o + 1, and does not depend on the
previous states leading to the states at t, t − 1, . . . , t − o + 1.

Equation 5 states that the state transitions from time t, t − 1, . . . , t − o + 1 to
t + 1 is independent of time.

If the system has a finite number of states 1, 2, . . . , s, these probabilities could
be represented in a transition probability matrix, where each element in the matrix is
p{i1,...,io−1,io}→j , as illustrated in 5.

⎡
⎢⎢⎢⎣

p{1,1,...,1}→1 p{1,1,...,1}→2 . . . p{1,1,...,1}→s

p{1,1,...,2}→1 p{1,1,...,2}→2 . . . p{1,1,...,2}→s

...
...

...
...

p{s,s,...,s}→1 p{s,s,...,s}→2 . . . p{s,s,...,s}→s

⎤
⎥⎥⎥⎦ (5)

p{i1,...,io−1,io}→j could be learned from the observations of the user’ locations
in the past. When o ≥ 1, P (Xt+1 = j|Xt = io, Xt−1 = io−1, . . . , Xt−o+1 =
i1) = N(Lj)/N(L), where L = {i1, . . . , io−1, io}, N(Lj) denotes the number of
observation pairs of L and j. N(L) denotes the number of observations of L.

When o is 0, the formula becomes:

P (Xt+1 = j) =
N(j)
N

, (6)

where N is the total number of observations (i.e., total number of cells). N(j) is the
number of observations of a.
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Given this estimation, we can calculate the probability of the next location given
the previous o locations for a specific user. The larger the probability, the more likely
it is normal. We can then derive a threshold policy and use it to decide whether the
current activity is normal or not.

That is, given a fixed order value o and an observed activity in terms of a cell list
Sobserved = (X1, X2, . . . , Xn), where each Xi denotes a cell number. For o ≥ 1, we
first calculate its o-order transition probabilities as Po =

∑n−o
i=1 P (Xi+o = j|Xi =

i, Xi+1 = i + 1, . . . , Xi+o−1 = i + o − 1) =
∑n−o

i=1 p{i,i+1,...,i+o−1}→j , where
p{i,i+1,...,i+o−1}→j can be retrieved from the probability transition matrix whose el-
ement is obtained using Equation 5. If the transition does not exist in the transition
matrix, we assign P (Xi+o|Xi, Xi+1, ..., Xi+o−1) to 0.

For o = 0, its probability could be calculated as Po =
∑n

i=1 P (Xi = j), where
P (Xi = j) can be obtained from Equation 6.

Similar to LZ-based mechanism, Po increases with the increase of S’s length.
Therefore, for Markov-based prediction, we also define the following similarity metric:
similarity(S) = Po

Length(S) , where Length(S) is the length of string S.
For the input string S, we calculate its similarity(S). If most transitions can

be found, similarity(S) tends to be large. This indicates that S is more likely to be
normal. However, if the mobile is stolen, and an infrequent or new path is taken, the
similarity of the string should be small.

When the mobile is at low mobility, the user usually travels one or two cells during
the call. Given a fixed o, it is highly possible that the length of the transition (o +
1) is larger than the length of the cell. The Markov-based prediction cannot make
a decision under this situation. Therefore, high-order Markov-based prediction will
become useless for low mobility data. We make a random guess when this situation
happens. For example, with a probability of 1/2, this cell list is identified as normal
(abnormal).

For Markov-based prediction, we introduce a threshold Pthr markov . If similarity
(S) ≥ Pthr markov , string S is evaluated as normal. Pthr markov should be tuned by
taking into consideration both false alarm rate and detection rate.

6.6. Adaptive Anomaly Detection

In this section, we illustrate how to integrate adaptability into LZ-based detec-
tion schemes. EWMA-based mobility trie itself facilitates the differentiation between
weekday and weekend routes because when the user changes its mobility patterns, for
example, from weekday to weekend routes, the more recent the activities, the more
weight they should have in the normal profile. The smoothing constant in EWMA
techniques plays an important role in determining how much weight the more recent
activities should have. Basically the larger the smoothing constant is, the more weight
they should have. Therefore, intuitively, the shorter the recent activities last, the larger
the smoothing constant should be.
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The EWMA-based approach only partially addresses the adaptation of normal
profiles. In the following, we detail our approach of how to tune the threshold for
different users and different mobility levels.

Feedback-based Approach

One simple approach to adjust the threshold is to apply the feedback principle. That
is, based on the output of the detection algorithm (for example, in terms of detection
rate and false positive rate), the system administrator can adaptively adjust the detection
threshold in order to achieve the required performance. If the false positive rate is a more
important metric, for example, when the system has been detected raising too many false
alarms, the system administrator could lower the detection threshold correspondingly.
However, in this approach, the decrease of the false positive rate is achieved at the risk
of a decreased detection rate.

Entropy-based Approach

We use Shannon’s entropy measure to identify the uncertainness of the up-to-date
normal profile. Based on this, we could adjust the detection threshold correspondingly.

Metric Selection

The first step we need is to identify a metric that can effectively reflect the location
uncertainty. In our case, it is the EWMA-based mobility trie. Shannon’s entropy
measure [45] is an ideal candidate for quantifying this uncertainty. Our previous work
showed that for the non-adaptive mechanism, given a mobility level, the more varied
the mobility pattern is, the more dynamic the mobility trie is. This motivates us to use
entropy as a measure to reflect the dynamic level of the normal profile. The lower the
uncertainty under the movement pattern, the richer the movement pattern is.

Definition 1. Entropy: Suppose X is a dataset, Cx = {Cx[1], Cx[2], . . . , Cx[m]} is
a class set. Each data item of X belongs to a class x ∈ Cx[i]. Then the entropy of X
related to this |Cx|-wise classification is defined as H(X) =

∑m
i=1 −Pi log Pi, where

Pi is the probability of x belonging to class Cx[i].
Entropy can be interpreted as the number of bits required to encode the classifica-

tion of a data item. It measures the uncertainty of a collection of data items. The lower
the entropy, the more uniform the class distribution. If all data items belong to one
class, then its entropy is 0, which means that no bits needs to be transmitted because
the receiver knows that there is one class. The more varied the class distribution is,
the larger the entropy is. When all of the data items are equally distributed over the m
classes, its entropy is log(m) (natural logarithm). In the context of anomaly detection,
entropy is a measure of the regularity of audit data.

Definition 2. Conditional entropy: Suppose that X and Y are two datasets, and
Cx = {Cx[1], Cx[2], . . . , Cx[m]} and Cy = {Cy[1], Cy[2], . . . , Cy[n]} are two class
sets. Each data item of X belongs to a class x ∈ Cx[i] and each data item of Y belongs
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to a class y ∈ Cy[i]. Then given Y and Cy , the entropy of X related to Cx is defined
as H(X|Y ) =

∑m
i=1

∑n
j=1 Pij log 1

Pi|j
, where Pij is the probability of x ∈ Cx[i] and

y ∈ Cy[j], and Pi|j is the probability of x ∈ Cx[i] given y ∈ Cy[j].
Conditional entropy describes the uncertainness of X given Y , i.e., it indicates

the coefficiencies between X and Y . The smaller the conditional entropy is, the more
correlated X and Y are. If X can be determined by Y , H(X|Y ) is 0. In the context of
anomaly detection, conditional entropy can be used to explore the temporal sequential
characteristics of audit data due to the temporal nature of the system activities.

Compute the Entropy of a Trie

When we compute the entropy of the EWMA-based mobility trie, we apply a
weighted scheme at different orders. Specifically, based on the order of different finite
contexts of the mobility trie, we calculate conditional entropies respectively and assign
them different weights. The larger the order is, the larger the weight should be. The sum
of these weighted entropies is used as the measurement for adjusting system detection
threshold. Let’s consider a more complex stringaaababbbbbaabccbaaaaaacabbbabcacb.
By applying LZ78 algorithm [42], we obtain a trie as illustrated in Figure 6.

root

b, 5a, 7 c, 3

b, 3

a, 1 c, 1

a, 2

b, 1

a, 3

c, 1

b, 2

a, 1 b, 1

a, 1 b, 1

Figure 6. An Example of EWMA-based Mobility Trie.

The maximum order m and the corresponding weight wi are design parameters.
In this example, let’s assign 2 to m.

Order-0 Model

H(V 1)

=
7
15

log
15
7

+
5
15

log
15
5

+
3
15

log
15
3

= 1.0438.
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Order-1 Model

H(V 2|V 1)

=
7
15

[(
3
6

log
6
3
) × 2] +

5
15

[(
2
4

log
4
2
) × 2] +

3
15

[(
1
2

log
2
1
) × 2]

= 0.6931.

Order-2 Model

H(V 3|V 1V 2) =
3
15

[(
1
2

log
2
1
) × 4] + 0 = 0.2773.

When the context of a specific length is not found in the trie, we assign its condi-
tional probability to 0. Note that we treat 0 log 0 as 0.

Generally, the larger the order is, the larger the weight assigned to it should be,
because context models with a larger order tend to be more accurate and should weight
more in the current normal profile. If we assign 0.1, 0.2, and 0.7 to w1, w2, and w3,
respectively, the weighted entropy of the mobility trie in Figure 6 can be calculated as:

weighted entropy

= w1 × H(V 1) + w2 × H(V 2|V 1) + w3 × H(V 3|V 1V 2)
= 0.4371.

Adaptive Algorithm

The algorithm of constructing the adaptive normal profile is illustrated in Figure 7.
It summarizes how to use EWMA to adaptively adjust the normal profile and how to
use entropy to adaptively adjust the threshold.

7. SUMMARY

Significant security concerns exist in wireless networks. Although there are many
prevention-based protocols in cellular mobile networks, how to design a highly secure
cellular mobile network is still a very challenging issue due to the open radio transmis-
sion environment and physical vulnerability of mobile devices. Intrusion detection is
indispensable to provide an enhanced protection for wireless networks.

This chapter presents the current status of major intrusion detection techniques
developed for wired and wireless networks. We point out corresponding challenges
that need to be addressed in the future. In the context of cellular mobile networks, we
also present the detailed steps in developing one exemplary intrusion detection system.
Our presented example mainly exploits users’ location information to identify potential
fraudsters and masqueraders. Future work may include the integration of users’ calling
activities. Because of the potential wide variety of users’ behaviors, it is difficult to
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INPUT: Observed user’s mobility activities in terms of a cell list 

OUTPUT: Adaptive normal profile 

Initialize mobility database := null 

LOOP 

     Based on the LZ78 algorithm, wait for a sequence s

IF (The mobility trie of the mobile exists) 

    IF (A path p corresponding to s is found) 

Add s to the mobility trie 

Using EWMA to modify the frequencies of nodes 

    ELSE

      Create new nodes, and initialize their frequencies to λ
ELSE 

   1) Create a mobility trie := single sequence s

   2) Initialize the frequencies for every node in sequence  

s to λ
  Compute the entropy e1 of the EWMA-based mobility trie 

IF (e1 > e)

  /* e is the entropy of the previous EWMA-based mobility trie */ 

   Decrease the detection threshold by ∆
ELSE 

   Increase the detection threshold by ∆
e = e1;

FOREVER 

Figure 7. Adaptive Normal Profile.

accurately characterize users’ activities. Moreover, considering the randomness of
certain users’ behaviors, not all users can be considered as potential candidates for the
successful applications of anomaly detection techniques.

Intrusion detection in cellular mobile networks is a challenging problem. Not
only will traditional challenges like feature selection continue to exist, but also new
problems specific to cellular mobile networks keep appearing. All these deserve the
further attention from the research community.
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The emergence of epidemics such as worms and viruses on smartphones severely threaten
the Internet and telecom networks. Two important features of smartphone, i.e., static short-
cuts and mobile shortcuts, bring great challenge for traditional epidemic spread model. In
this paper, we propose a novel epidemics spread model (ESS) for smartphone which is an
SIR model based on the analysis of the unique features of smartphones. With this ESS
model, we study the “static shortcuts" and “mobile shortcuts" effects brought by smart-
phones and consider the influence of the epidemic spread rate, network topology, patch-
ing and death rate as well as the initial pre-patch to the propagation of the smartphone
epidemics. Critical condition of epidemic fast die out is derived from the ESS model,
and the detailed analysis is given to the individual parameters in the model to study their
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effects to the epidemics spread. Extensive simulations in typical network topologies (small-
world network, power law graph, and Waxman network) have been performed to verify the
ESS model and demonstrate the effectiveness and accuracy. The guidance to prevent the
epidemics of smartphones is also given based on our theoretical analysis and the simulations.

1. INTRODUCTION

As of 2004 smartphones are an increasingly large part of the mobile phone market.
At the same time, epidemics1 begin to appear in the smartphone. In this section, we
introduce the features of the smartphone and the attacks on the smartphone. And then
describe the difference between the smartphone epidemics and the PC epidemics.

1.1. Smartphones

The Wikipedia [1] defines the smartphone as the following: A smartphone is
generally considered any handheld device that integrates personal information man-
agement and mobile phone capabilities in the same device. Often, this includes adding
phone functions to already capable PDAs or putting “smart" capabilities, such as PDA
functions, into a mobile phone.

In recent years, the global market for smartphones takes on a meteoric rise. Ac-
cording to analyst house Canalys [2] smartphone shipments increased over 100% from
2004Q2 to 2005Q2, with over twelve million devices shipped in the latter period. And
according to market research from IDC [3], 50 million smartphones will be shipped in
2005, and more than 110 million smart-phones will be shipped by 2008. In a couple
years, it is likely that most phones sold will be considered “smart", except for disposable
phones.

Most Smartphones connect the Internet and telecom networks together. Smart-
phones tend to unify communications which integrate telecom and Internet services
onto a single device because it has combined the portability of cell-phones with the
computing and networking power of PCs.

The key feature of smartphones is that they has common operating systems (OSes),
and one can install additional applications to the device. The applications can be
developed by the manufacturer of the handheld device, by the OS vendor, by the operator
or by any other third-party software developer.

Most common operating systems are Symbian [4, 5] (developed by a group of
renowned mobile phone solution providers), Windows CE / Mobile [6, 7] (developed
by Microsoft), Palm OS [8] (developed by PalmSource), BREW [9] (technically a
platform developed by Qualcomm), and Linux (such as Montavista [10]). Although the
detailed design and functionality vary among these OS vendors, all share the following
features [11].

1 In this chapter, we use the term “epidemic" to denote the epidemic-like phenomena in the computer and
smartphone networks, including worms, viruses and Trojans that can spread from one device to another.
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Access to cellular network with various cellular standards such as GSM /CDMA
and UMTS.

Access to the Internet with various network interfaces such as infrared, Blue-
tooth, GPRS/CDMA1X, and 802.11; and use standard TCP/IP protocol stack
to connect to the Internet.

Multi-tasking for running multiple applications simultaneously.

Data synchronization with desktop PCs.

Open APIs for application development.

While common OSes, open APIs, and sophisticated capabilities enable powerful
services, they also create common ground and opportunities for security breaches and
increase worm or virus spreading potentials. Given the PC-like nature of smart-phones
and the trend of full-fledged OSes, software vulnerabilities seem inevitable for their
OSes and applications. Moreover, with the Internet exposure, smartphones become
ideal targets for Internet worms or viruses since smart-phones are always on, and their
user population will likely exceed that of PCs, observing from the prevalence of cell
phone usage today.

1.2. The Smartphone Attacks

Smartphones get a rapid growth in 2004, but this rapid growth also draws the at-
tacker’s attention. In June 2004, Cabir was developed. This worm, capable of spreading
via Bluetooth was the first notable piece of malware seen on mobile phones and the
Symbian OS. It was not released to the public in order to infect phones, however, but
was instead sent to security experts as a proof of concept of a “wireless worm". Up to
now, more than 60 attacks [12, 13, 14] (virus, worms, Trojan horse, malware, etc.) are
found in the smartphones.

The following things make the attacks on the smartphones may have many new
features compared with attacks on PC. First of all, smartphones connect with many other
things, they connect to Internet and telecom network togather, and they often contact
with another bluetooth devices and sync with host PC. Moreover, when smartphones
got infected, they may infect other Smart-phones/PCs, more seriously, the unauthorized
outgoing may be phone, SMS, MMS, even the user’s private information, and these are
not free! After a extensive survey, we summarize all the attacks we found in [12, 13, 14]
and some attacks which we thought may appear in the near future. Most attack ways on
PC appeared on smartphone, we list some special attack way on smartphone in Table 1.

The security of smartphone has drawn great attention recently. On the one hand,
the open mobile operating system, flexible programmability, and powerful computa-
tional/network capabilities of smartphones inevitably create opportunities for software
vulnerabilities. On the other hand, as mentioned before, with the fast growth of the
smart-phone customer base, smart-phones have become ideal targets because, with a
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Table 1. Attacks which may appear on smartphones

Attack/Spread Ways Explanation

Hot synced Infect PC/Smartphone while hot synced

SPAM Spread SPAM via SMS, MMS, or email

Malformed SMS Send a certain malformed SMS and make the victim smart-
phone shutdown

Limit some functions Limit most functions of the Smart-phone, such as restrict
the Smart-phone to only receive phone call, or set random
password to media card and make it unaccessible

Overwrite system ROM Overwrite system ROM and make the system crashed

Worms Not only through the internet, smartphones can spread
worms through MMS, Bluetooth, WiFi, etc.

Sleep deprivation torture attack Vastly shortened battery life caused by the constant scan-
ning. Because Smart-phone is a resource restraint device,
energy is a very important resource to it.

Unapproved dial (DoS) Some applications (usually Trojan or worm) dial a certain
phone number to make phone-DoS attack

Unapproved dial (Theft) Hacker uses the victim’s Smart-phone to make phone call
through some backdoors. They can make phone call paid
by the victim and receive the voice by a VoIP connection
to the Smart-phone

Unapproved SMS/ MMS (DoS/
Spam/ Worm)

Like unapproved dial, hacker uses the victim’s Smart-
phone to send spam SMS/MMS through some backdoors
or Trojan keeps sending SMS/MMS to some Smart-phone
to make DoS attacks, or worm sends MMS message in-
cludes a copy of itself as an attachment.

SIM Card cloned SIM Card is cloned, another person use the cloned SIM
Card (STK) to make phone call or something else.

Dial/SMS/MMS redirection Some malware redirects the dial/SMS/MMS number just
before the user press the send key.

Remote wiretapping Hacker wiretaps the Smart-phone through a VoIP connec-
tion or some Trojan send the phone record via email as an
attachment

Remote watcher/ Private informa-
tion theft

Hackers use the DC/DV in the Smart-phone to watch the
owner, or steal the private information such as pictures or
videos in the Smart-phone
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large cohort of subverted smart-phones, attackers can cause damage not only to the In-
ternet but also to the telecom infrastructure [15]. Moreover, Smartphones are often used
to store the private or confidential information, which also attracts crackers launching
attacks to them. Consequently, attacks to smartphones including worms, email viruses,
MMS virus, and Trojan horses have emerged recently with growing frequency.

1.3. The Spread of Epidemic on Smartphones

In order to deal better with the smartphone security problem and provide some
guidance for building security scheme for smartphone in the near future, we need study
the propagation behavior of the smartphone worms, viruses, and Trojan horses, and
identify which factors will influence the propagation. In the literature, these attacks
can be modeled as spread of epidemic through the network. So we also leverage it to
investigate the spread of epidemics in mobile network. However traditional epidemic
models can not be applied to smartphones, because they only consider the static network
topology, but the new effects of mobile nodes that bring to the network are not modeled.
Firstly, the smartphone is movable between networks. This handheld device may carry
epidemics and spread them to devices encountered while moving in different networks,
which are not physically connected. Secondly, the smartphones often have multiple
networking interfaces, such as GPRS or CDMA for wide area networks, and WiFi
or Bluetooth for local area networks. So smartphone can connect to both telecom
networks and Internet/enterprise/home networks simultaneously, which would speed
up the epidemics spread in both networks.

We use Figure 1 to illustrate the smartphone’s new effects on spread of epidemics.
In this figure, the enterprise LAN is well shielded by firewalls or security gateways,
so it is difficult for worms, viruses and spams to infect the company’s computers from
outside. With smartphone, two cases of epidemics can happen, For case A, the smart-
phone connects to both telecom network and the enterprise WLAN, so it becomes a
static shortcut between the two networks. An MMS worm from the telecom network
may compromise the smartphones and then spread to the enterprise network. In case
B, even though the smartphone has only single interface, if it is compromised outside
and being carried in the company by an employee, it may infect the computers and
smartphones in the LAN, and we call this smartphone creating a mobile shortcut be-
tween internal corporate LAN and outside networks. When numerous compromised
smartphones (with multiple interfaces) move to other places, and infect more and more
smartphones and computers, we can conclude the “static shortcuts" and “mobile short-
cuts" may cause the epidemic spread faster than that in normal static network, which
are not studied in traditional epidemic models in the literature.

In this chapter, we propose a novel epidemics spread model on mobile network
called ESS (Epidemic Spread on Smartphones) model. To the best of our knowledge,
this is the first work to model smartphones epidemics. The major contributions of our
work are as follows.
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Internet

Another network many
hops form the LAN

Case B: A smartphohe moves from
one network to another

Case A: A smartphohe belongs
to both networks

A well shielded
LAN of a Company

Figure 1. The mobility of smartphone makes itself belongs to both networks. Smartphones
may become the “Mobile shortcut" between two networks, thus speed up the propagation
of epidemic.

1) We model epidemics spread in mobile networks while taking the aforemen-
tioned two unique characteristics of smartphones into account. When smart-
phone moves, these mobile and static shortcuts change accordingly, and we
integrate this dynamics into the factor of network topology in our model. Based
on the analysis of the smartphone features and spread of epidemics, the ESS
model is a comprehensive SIR (Susceptible-Infected-Removed) model which
considers the influence of the epidemic spread rate, the effect of the network
topology, the influence of the nomadism of smartphones. And we also model
the patching and death rate as well as the initial pre-patch in our proposal, which
is also often ignored in previous models2.

2 Smartphones are computationally powerful and flexibly programmable, thus patches or shields [16]
technology can be applied to smartphones to fix the software vulnerabilities. Pre-patch means some nodes
can be patched between time of the software vulnerability release and the time of the corresponding epidemic
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2) With this ESS model, we solve the critical conditions problem for the fast die
out of an epidemic on smartphones. We give the theoretical analysis on the
effect of different parameters and summarize the importance of each parameter
in the spread of epidemic in smartphones.

3) Extensive simulations have been performed to verify the ESS model and the
critical condition. We have also performed some experiments to study the
effect to the spread speed of nomadism and the nodes density. Based on these
theoretical analysis and experimental simulations, we give some guidance for
prevention attacks on smart-phones.

The remainder of this chapter is structured as follows. The related work is intro-
duced in Section 2. Then we present how epidemics spread on smartphones in section 3.
Based on the study in section 3, the ESS model is proposed, and the effect of topology
on epidemic spread and the critical conditions for the fast die out of an epidemic are
derived in section 4. Section 5 analyzes the proposed ESS model and the individual
parameters that affect the propagation behavior of the epidemics. Simulations results in
different network topologies are found in Section 6. Section 7 summarizes the chapter
and describes further directions to pursue.

2. RELATED WORK

Much work about epidemic or virus spread model has been done in both physics
field [17, 20] and computer science field [22, 23, 24] The researchers in physics usually
model the general case. Based on these physical models, the researchers of computer
science further study the spread of worm [22, 24], or viruses using the contact list [23]
(e.g. email). They consider many specific parameters of computer viruses and computer
networks. The two most well studied classes of epidemic models are SIS and SIR
model [27]. In SIS model, individuals can only exist in two discrete states, namely,
susceptible and infected. When an infected individual is cured, it changes back to
susceptible one, just like the way of many diseases in the world. While in SIR model,
individuals can exist in three discrete states, namely, susceptible, infected and removed.
When an infected individual is cured or dies, it becomes remove one. SIR model is
similar to the condition in the Internet and smartphones, when a device is patched, it
immunes to the certain attack.

Watts and Strogatz presented a simple infectious disease model in [28]. In their
model, the contact infection rate is always 1; the nodes of the infection withdraw the
system after a unit time. The study of its spread time shows that in the regular network,
small world network and random network, the spread time is in direct proportion to the
shortest path. This explained the function of the shortest path. With this model, the
infectious disease will break out in the whole network for any network. So they can
not derive the critical outbreak condition, which would be helpful for prevention.

based upon such vulnerabilities spread. The patch, shield and pre-patch rate have different impact on the
propagation of the epidemics
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In [18], Newman studies the percolation and epidemic model in small world model.
This proposal mapped the epidemic problem into a percolation problem, and found out
the threshold of the break out of the epidemic. If the probability of susceptible nodes
is greater than the threshold, the epidemic will break out. The study shows that the
threshold in small world networks is much smaller than that in regular networks. In [21],
the author gives the threshold of arbitrary distribution of vertices degree. However, in
these models, there’re no special considerations on the mobile nodes which will affect
the propagation as we illustrated.

In [19], R. Pastor-Satorras and A. Vespignani study the case on the scale-free
networks and point out that there is no similar threshold exists in infinite scale-free
networks for the SIS or SIR model. In other words, once infectious disease occurs, it
will spread out in big scope. Therefore, only curing the inflected nodes is not enough,
changing the structure of the network is also needed. The typical method that breaks
the network structure is to quarantine or cut down some connections forcedly. The
model for finite scale-free networks is studied in [20, 25, 26]. In such models, they
often ignore the difference between patch, remove, death and pre-patch which leads to
inaccuracy of the results.

In [22], the authors study the spread of active worm in the Internet. They consider
the characteristic of Internet worms such as hit-list, scanning rate, death rate and patch-
ing rate, but they assume the worms randomly scan the Internet to find the victims and
do not consider the influence of network topology.

In summary, all the previous models treat the network as a static one, focusing on
the influence of the distribution of the vertices degree, or network topology. They don’t
study the effect of mobile nodes in the network as we discussed in the section I, which
motivate our work described in the following sections.

3. HOW EPIDEMIC SPREAD ON SMARTPHONES

In this section, in order to model the propagation of the epidemic, we first describe
how the epidemic spread on smartphones and then study which parameters will influence
the spread speed of the epidemics.

When an epidemic is fired into the mobile Internet connected with many computers
and movable smartphones and laptops, it attempts to send itself to vulnerable machines
to infect them. The epidemics may spread from one infected device to its neighbors
through the following ways.

Some epidemics may disguise as some interesting game or useful software and
be published to the Internet waiting for some smartphone users to download
and play;

Some spread from PC to smartphones by sending epidemic-contained files
through email as an attachment, or propagating while the smartphones syn-
chronizing with PC;

Similarly, smartphons can infect the PCs using the same way;
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Between smartphones, they can infect each other using Bluetooth, WiFi or other
wireless connection to scan and spread epidemic to all its neighbors during its
movement;

Smartphones can also send epidemic-contained files through email or MMS as
an attachment to infect other smartphones in its contact list;

The epidemics can also use the neighbors as “hosts" and infect the devices
multi-hops from it. For example, a PC-target epidemic may spread from a PC
to a smartphone without damage it, and then infect other PCs when they contact
with the smartphone;

Moreover, some epidemics which may infect both smartphone and PC will
appear in the near future, because both smartphones and PCs use the similar
common operating systems.

After any of the aforementioned propagation successes, a copy of this epidemic is
transferred to the new device (smartphone or PC). This newly infected device then tries
to infect other devices using the same way at a certain probability, which is influenced
by some factors described in the remaining of this section. Hence, the epidemics can
spread from PC to smartphone and then infect other PCs, and vice versa. Compromised
smartphones may also start attacks to the Internet, and then infect more smartphones.

The spread speed of the epidemic is influenced by many factors. It’s mostly
determined by its propagating attempt (or in other word determined by its codes),
e.g., a worm spread much faster than a download Trojan horse. The topology of the
network also influence the epidemic spread greatly, as mentioned in the Section II,
epidemic spread much faster in the scale-free network than in the regular network. The
mobile nodes also influence the spread speed. If the infected node is a mobile device,
such as a smartphone or laptop, acting as mobile shortcuts, it may move to another
place with the user and infect the computers and smartphones in other networks.

Correspondingly, there are some prevention approaches which can slow down
the spread speed of the epidemic. Nowadays, the epidemics often come after the
announcement of vulnerability [30]. After the announcement of vulnerability and
related patch available, some cautious people pre-patch their smartphone or PC to
make their machine immune to this epidemic. The more devices are patched between
the announcement of vulnerability and the appearance of associated exploit code, the
harder the epidemics spread. When the attack is detected, more people will try to slow
it down or stop it. The patch or shield, which repairs the security vulnerability of the
devices, is widely used to defend against the epidemic. When an infected or vulnerable
node is patched, it becomes an invulnerable node. During the process of epidemic
spreading, some nodes might stop functioning properly, crashed, or be shutdown or
at least made offline by the users; all these make the infected nodes eliminated in the
network.
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4. EPIDEMIC SPREAD MODEL ON SMARTPHONES

In this section, we describe a comprehensive model of epidemic spread on smart-
phones which considers the influence of the various factors mentioned in Section III.
For convenience we introduce the basic ESS model which considers the death rate,
patch rate and the nomadism feature of smartphones at first. After that, we enhance
the basic ESS model with topology effect and mobile shortcuts effect, and present the
final ESS model.

Table 2 lists the parameters used in the spread of epidemic on the mobile network.

4.1. The Basic ESS Model

The ESS model is a comprehensive model which combines the influence of the
epidemic spread rate, patching and death rate, the effect of the network topology, as
well as the influence of the nomadism of smartphones.

In this chapter we focus on SIR (susceptible-infective-removed) model. In SIR
models, a population of N individuals is divided into three states: susceptible (S),
infective (I), and removed (R). In this context “removed" means individuals who are
either recovered from the disease and immune to further infection, or dead.

However, the traditional SIR model, such as Kermack- McKendrick model [31],
doesn’t consider the uniqueness of epidemics on the computers and smartphones such as
patch rate. According to the characteristics of the spread of epidemic on computers and
smartphones, “removed" means either vulnerable nodes (includes the infected nodes)
are patched and immune to further infection, or infected nodes die and eliminated from
the network. We use d to denote the death rate and p to denote patch rate.

If an infected node moves to other network clusters, it may infect nodes in those
clusters. The increase of inflected node should plus the nodes that are infected because
of the movement. We use φ to denote the density of mobile shortcuts, and use m(t) to
denote the average move speed (move times in unit time) of mobile nodes at time t.

Let S(t), I(t) and R(t) denote the proportion of vulnerable nodes, the proportion
of infected nodes and the proportion of removed nodes at time t (t ≥ 0) respectively,
and use S′, I ′, R′ to denote the increment of S(t), I(t), R(t) (i.e. S′(t), I ′(t), R′(t),
the derivative of S(t), I(t), R(t)). The infective nodes contact with randomly chosen
nodes of all states at an average rate α per unit time. At the beginning of the epidemic
spread I(0) = I0, and 0 < I0 � 1 is a very small proportion of the total number of
vulnerable nodes.

Assumes that the nodes are fully mixed, meaning that the individuals with whom a
susceptible individual has contact are chosen at random from the whole nodes (the effect
of network topology will be considered in the following subsection), all individuals
have approximately the same number of contacts at the same time, and that all contacts
transmit the disease with the same probability. In the time t the newly infected nodes
because of normal contact is αS(t)I(t). At the same time, some mobile node move
to other places and infect some more nodes, the newly infected nodes because of the
nomadic nodes is αS(t)I(t)φm(t). Because of patch and death (d + p)I(t) infected
nodes and pS(t) susceptible nodes are removed. Then we get the basic ESS model:
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Table 2. Notions Used in The Model

Notion Explanation

t Time

S, S(t) Proportion of susceptible nodes

I, I(t) Proportion of infected nodes

R, R(t) Proportion of removed nodes (patched or dead)

S′, I ′, R′ The derivative of S(t), I(t), R(t), i.e. S′(t), I ′(t), R′(t)

S0, I0, R0 Initial value of S(t), I(t), R(t), i.e. S(0), I(0), R(0)

Sk(t) Proportion of susceptible nodes in the group of vertices de-
gree k

Ik(t) Proportion of infected nodes in the group of vertices degree
k

Rk(t) Proportion of removed nodes in the group of vertices degree
k

N Total vulnerable nodes

λ Infected probability of each link

α Epidemic spread speed (i.e. contacted rate)

d Death rate

p Patching rate

t0 The average time between the announcement of vulnerability
and the appearance of associated exploit code

p0 Patching rate during t0

φ The density of “mobile shortcut"

m, m(t) The average move speed (move times in unit time) of mobile
nodes

P (k) Vertices degree distribution of the whole network

Q(k) Vertices degree distribution of the mobile vertices
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⎧⎪⎪⎨
⎪⎪⎩

S′ = −αS(t)I(t) − αS(t)I(t)φm(t) − pS(t)

I ′ = αS(t)I(t) + αS(t)I(t)φm(t) − (d + p)I(t)

R′ = pS(t) + (d + p)I(t)

0 < S(t), I(t), R(t) < 1, S(t) + I(t) + R(t) = 1, α, φ, d, p > 0.

(1)

When I ′ = αS(t)I(t) + αS(t)I(t)φm(t) − (d + p)I(t) < 0, the epidemic will
die out, assume the mobile nodes move at uniform velocity m, and now the sufficient
condition of epidemic dies out is α(1+φm)S(t)

d+p < 1, or α(1+φm)(1−I(t)−R(t))
d+p < 1.

As mentioned before, some nodes are pre-patched between the announcement of
vulnerability and the appearance of associated exploit code. We denote this period of
time as t0, and the pre-patch rate in this period is p0, and R0 = p0t0. If we want to
restrict the spread of epidemic from the beginning, α(1+φm)(1−I0−R0)

d+p < 1 should be
satisfied.

The epidemiological threshold is now:

α(1 + φm)(1 − I0 − p0t0)
d + p

< 1. (2)

If the sufficient condition (2) is satisfied, the epidemic will die out and not spread
all over the network. Usually, at the beginning of virus spread, the infected nodes are
a very small set, i.e. I0 is very small and can be ignored in (2).

4.2. The Extended ESS Model for Smartphones

Both the topology of network and the nomadism of mobile nodes can influence the
spread of the epidemic. We will enhance the basic ESS model (1) by adding the effect
of topology and the effect of nomadism in this subsection.

Effect of Topology on the Spread of Epidemic

In our model, we assume a connected network G = (N ;E), where N is the number
of nodes in the network and E is the set of edges. The edges of a node are the set of
links to nodes with whom the node may have contact during the time it is infective,
such as the devices that in the same subnet, in the email or phone call contact list, next
to the node and can build up a Bluetooth connection, and so forth.

So we can vary the number of connections of each node by choosing a particular
degree distribution for the network. We use λ to denote the infected probability of each
link (assumes that λ is a universal infection rate for each edge connected to an infected
node and independent with the vertex degree of the node).

Let us assume initially that the vertices degree distribution is P (k). For the group
of vertices that have the same vertex degree k, in time t the proportion of newly infected
nodes because of normal contact is now: λkSk(t)Θ(t), where Ik(t) and Sk(t) denote
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the probability of infected nodes and the probability of susceptible nodes in the group
of vertex degree k, and Θ(t) is the probability of a randomly chosen link has an infected
node and a susceptible node in each side, since the epidemic only spreads through such
type of links. Because the node has higher vertex degree is more possible to have an
infected node connect to it, we get:

Θ(t) =
1
k

∑
k

kP (k)Ik(t)
∑

k

P (k)Sk(t), (3)

where k is the mean degree of the network, k =
∑

k kP (k).
The number of infected nodes in the group of vertices degree k been removed in

time t because of death and patch is: (d + p)Ik(t)

Effect of Nomadism on the Spread of Epidemic

As mentioned before, when an infected node moves to other network clusters, it
may infect other nodes in the clusters. It becomes a mobile shortcut between the two
network clusters (although it may not connect to the first cluster now, but the epidemic
has been taken to the second cluster by it). The increase of inflected node should plus
the nodes that are infected because of the movement.

∆Im,k(t) = λkSk(t)Θm(t),
Θm(t) = 1

k

∑
k kP (k)Pm(k)Ik(t)

∑
k P (k)Sk(t), (4)

where ∆Im,k(t) is the incensement of infected nodes in the group of vertex degree
k in time t because of the movement of the mobile nodes, and Θm(t) is the probability
of a randomly chosen link connecting an infected mobile node and a susceptible node
after movement. Moreover, Pm(k) = φm(t)Q(k)

P (k) , where Q(k) is the distribution of
the degree of the movable nodes (The probabilities of mobile nodes are different in
different group of degree. The leaf nodes of a network which has a small vertex degree
may have a higher probability to be a mobile node. But the kernel nodes of the network
which connect a lot of nodes are more likely to be static nodes. There are no such
previous researches on the distribution of vertices degree of mobile networks; we use
some hypothetic distribution in this chapter).

Now, we get the ESS model consider both the effect of topology and the effect of
mobile shortcuts on the spread of epidemic:

I ′
k = λkSk(t)(Θ(t) + Θm(t)) − (d + p)Ik(t). (5)

Redefine Θ as

Θ =
1
k

∑
k

kP (k)[1 + Pm(k)]Ik(t)
∑

k

P (k)Sk(t). (6)

Then the ESS model (5) becomes

I ′
k = λkSk(t)Θ(t) − (d + p)Ik(t).
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Eventually, we get the final ESS model

⎧⎪⎪⎨
⎪⎪⎩

S′
k = −λkSk(t)Θ(t) − pSk(t)

I ′
k = λkSk(t)Θ(t) − (d + p)Ik(t)

R′
k = dIk(t) + p(Sk(t) + Ik(t))

0 < Sk(t), Ik(t), Rk(t) < 1, Sk(t) + Ik(t) + Rk(t) = 1, λ, d, p > 0.

(7)

5. ANALYSIS OF THE ESS MODEL

In this section, we give the critical conditions for the fast die out of an epidemic
from our model. We also give the analysis on the effect of different parameters and
summarize the importance of each parameter in the spread of epidemic in smartphones.

5.1. A Critical Condition for Epidemic Fast Die Out

In this section, we want to find out the epidemiological threshold from (7).
Because Sk(t) + Ik(t) + Rk(t) = 1 applying it to formulation (7), we get the

following equations:

I ′
k = λkSk(t)Θm(t) − (d + p)(1 − Sk(t) − Rk(t)), (8)

I ′
k = λk(1 − Ik(t) − Rk(t))Θm(t) − (d + p)Ik(t). (9)

To find out the critical condition, let (8)=0 and (9)=0, then

Sk(t) =
(d + p)(1 − Rk(t))

d + p + λkΘ
, (10)

Ik(t) =
λk(1 − Rk(t))Θ

d + p + λkΘ
. (11)

Apply (10) and (11) to (6) we get the following equation:

Θ =
1
k

∑
k

P (k)[1 + Pm(k)]
λk(1 − Rk(t))Θ

d + p + λkΘ

∑
k

P (k)
(d + p)(1 − Rk(t))

d + p + λkΘ
,

0 < Θ ≤ 1.

We can find that when the epidemic just appears (t → 0) or a very long period
after the epidemic begin to spread (t → ∞), Θ → 0. Using Taylor expansion, when
Θ → 0

Θ = { 1
k(d + p)

∑
k

λk2P (k)[1 + Pm(k)][1 − Rk(t)]
∑

k

P (k)[1 − Rk(t)]}Θ

+ AΘ2 + · · ·
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Then, the critical condition can be got as follows.

λ

k(d + p)

∑
k

k2P (k)[1 + Pm(k)][1 − Rk(t)]
∑

k

P (k)[1 − Rk(t)] = 1. (12)

When the epidemic just appears (t → 0), the proportions of removed nodes in every

group are almost equal, we can get λ(1−R0)2

(d+p)k

∑
k k2P (k)[1 + Pm(k)] = 1, since we

have R0 = p0t0, then

λ(1 − p0t0)2

(d + p)k

∑
k

k2P (k)[1 + Pm(k)] = 1. (13)

Because Pm(k) = φm(t)Q(k)
P (k) , assume the mobile nodes move at uniform velocity m,

then the critical condition (13) becomes

λ(1 − p0t0)2

(d + p)k

∑
k

k2[P (k) + φmQ(k)] = 1. (14)

And
∑

k k2P (k) = k2 = k
2

+ Dev(k), we get

λ(1 − p0t0)2

(d + p)k
[k

2
+ Dev(k) +

∑
k

φmQ(k)] = 1. (15)

This critical condition shows that if two networks have the same mean vertices degree,
the network which has larger deviation Dev(k) is more vulnerable to virus spread.

5.2. Analysis on the Effect of Different Parameters

After getting the critical condition of the spread of epidemic in mobile networks,
we would like to analyze the model and find out the influence of each parameter, and
find efficient defensive way further.

In SIR model, the state of “Removed" includes the dead nodes and the patched
nodes. Although both of them are removed from the flow of propagation, they have
totally different features. The patched nodes are healthy nodes, but the dead ones mean
that the damage already taken. Hence, the prevention of epidemic should not only
prevent the epidemic from spread but also make the patched ratio as higher as possible.

From the ESS model (7), the increment of the proportion of the patched at time t
is p(Sk(t) + Ik(t)). It’s hard to give the exact solution of the final patched ratio when
the epidemic levels off, in the performance evaluation section, we do experiments to
give some numerical results.

In the viewpoint of epidemiology, the defense ways of disease can be divided into
three kinds: prophylaxis, quarantine and cure. In the following part, we’ll analyze the
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parameters in (14) and present relative defense ways. For convenience, the analyses of
all parameters are listed in Table 3.

In the critical condition (14), we can see that it’s affected by network topology,
patch rate and death rate, as well as pre-patch ratio. In the equation,

∑
k k2[P (k) +

φmQ(k)]/k reflects the influence of topology. We call this factor Topology Factor and
denote it as T .

Inside the Topology Factor there are following parameters. The first one is the
distribution of the vertices degree k in the whole network (P (k)), which is determined
by the topology of the whole network. Network topology can be changed to restrict
the spread of epidemic. The effective way includes changing the routing table, setup
firewall, quarantining infected subnet, or setting black list in the gateways, etc. The
second parameter is the distribution of the “mobile vertices" (Q(k)). The number of
mobile device increase rapidly in recent years, it makes the density of mobile device in a
certain area increase rapidly too. And with the development of wireless technology, the
smartphones will connect more and more mobile devices within a single hop. All these
will increase the mean value of the degree distribution of the mobile vertex. It’s hard
to restrict the spread of epidemic by changing Q(k), unless we limit the access right of
mobile node to the Internet. The third parameter inside topology factor is the density of
mobile shortcuts in the whole network. The more nodes are mobile nodes the faster the
virus may spread. The mobile nodes increase the mix degree of the whole vertices and
cause the virus spread faster. Therefore, the frequent movements make the infective
mobile nodes spread the epidemic widely. According to the trend of smartphone and
computer market, the influence of mobility will become more and more significant.

In the equation (14), there are some other parameters affecting the critical condition
including the death rate and patch rate. The higher death rate (d) is, the more hardly
the worm spread. But death means that the infected nodes may be crashed or unable
to access the Internet, which is we unwilling to see (And most worms do not crash the
computer, Witty was the first widely propagated Internet worm to carry a destructive
payload, it tries to destroy the system after sending 20,000 packets). Patch rate influ-
ences the denominator of the critical condition, the higher the better. We can also see
that if we only patch the vertices after the virus appear and take no other prophylactic
treatment , the virus will spread out unless (d + p) is greater than λT . It means that
to avoid the virus spread, (d + p) should at least be the same magnitude as the virus
spread rate λ, while this would be very difficult when we suffer from fast-spreading
worms where (d + p) will not catch up with the worm’s spread speed. Moreover, even
if we have a very high speed patch method to satisfy the condition ((d + p) >= λT ),
they may still cause congestion in the network just like there are two kind of worm
spreading in the same period (Thinking about the way using AntiBlaster to remove the
Blaster).

As we can see in the formulation of the critical condition, there is (1 − p0t0)
2 in it.

It’s not a linear change when we increase this pre-patch ratio (p0t0). Hence, pre-patch
is very important for preventing the spread of epidemic. However, we can not explicitly
control the time (t0) between the announcement of vulnerability and the appearance
of associated exploit code since it is determined by the exploit coding difficulty and
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Table 3. The Effect of Different Parameters

Parameters Descriptions Actions needed
to defense
epidemics

Effectiveness a

λ The spread rate of the epi-
demic in each link.

Decrease Moderate, but hard to ad-
justb

T The total effect of topology,
including the effect of static
and mobile topology

Decrease Moderate, inconvenience to
adjust, quarantine is the
common way

P (k) The distribution of the ver-
tices degree k of the whole
network

Decrease mean
value and stan-
dard deviation

Moderate. Some topologies
may cause the T tending to
infinite

Q(k) The degree distribution of
the “mobile vertex".

Decrease mean
value and stan-
dard deviation

Moderate. Some topology
may cause the T tending to
infinite

φ The percentage of “mobile
shortcuts" in the whole net-
work.

Decrease Moderate. Hard to manu-
ally control it, and it would
become larger since num-
ber of smartphones will in-
crease

m The move speed (average
move times in unit time).

Decrease Moderate

d The death rate. Determined
by the function way of epi-
demic and the action of peo-
ple.

Increase Moderate, but increasing
death rate takes much dam-
age

p Patch rate after the virus ap-
peared

Increase Moderate, There’re some
approaches to increase it,
while having difficultiesc.

t0 The time between the an-
nouncement of vulnerabil-
ity and the appearance of as-
sociated exploit code.

Increase Great, but hard to increase,
since it ’s determined by the
coding difficulty, the virus
maker’s interest, etc.

p0 Patching rate during t0 Increase Great, we have effective
ways to increase p0

a The effectiveness of each parameter to prevent the epidemic from spread out.
b The spread rate of the epidemic is mostly determined by the exploit code and the capability of victim

devices, little can be done to reduce it.
c Some factors slow down the increase of patch rate after the virus appears. A) Patch needs more tests

and evaluation before it’s installed. B) Users may not patch their computer timely due to lack of professional
skills or poor network conditions, but viruses exhaust the system to spread itself very fast. C) The patch size
is usually larger than the size of virus and there often exists bottleneck at the patch servers, they would also
slow down the patch speed.



228 BO ZHENG et al.

the virus maker’s interest, etc. However, we can increase the pre-patch speed (p0) and
make most of the devices immune the epidemic from the beginning for smartphones,
e.g, mobile network operators can enforce patch to their subscribers.

In summary, as analyzed in Table 3, changing the topology of network can influence
the spread of epidemic, but it’s hard and brings inconvenience to the quarantined devices.
Reducing spread rate λ and increasing death rate d can have moderate effect to slow
down the spread of epidemic, but it’s hard to adjust them explicitly and dependant on
the user behavior. Patch is a good way, but after the epidemics start propagation, the
patch rate might not be higher enough to stop the spread. Pre-patch takes great effect
on preventing the spread of epidemic and there’re some effective ways to increase the
pre-patch speed.

6. PERFORMANCE EVALUATION

We have performed extensive simulation of epidemic spread to validate the ESS
model and check our analytic results, and to investigate further the behavior of the
models under typical network topologies including small world network, Waxman
random network, and power-law network. We have also conducted some experiments
to analyze the effect of individual parameters in the proposed ESS model.

The simulations are performed using Matlab. In order to compare the simulation
results with the analysis results, firstly, we educe the discrete-time ESS model. And
then we use Matlab to generate some network topologies and simulate the spread of
epidemic in these networks. Finally, we compare the simulation results with the analysis
results in the same topology or the critical condition we derived from the equation (14).
The process of simulations will be described amply in the following subsections.

6.1. Comparing ESS Model with Simulation Result

In order to perform numerical calculations, we transform the continuous-time ESS
model (7) into discrete-time ESS model. Let Sk,t, Ik,t and Rk,t denote the number
of vulnerable nodes, the number of infected nodes and the number of removed nodes
in the group of vertex degree k at time tick t(t ≥ 0) respectively. For the group of
vertices that have the same vertex degree k, from time tick t to time tick t+1 the newly
infected nodes because of normal contact is λkSk,tΘ, where Θ = 1

k

∑
k k[P (k) +

φmQ(k)]Ik,t

∑
k P (k)Sk,t. And the number of infected nodes in the group of vertex

degree k been removed after time stick t because of death and patch is (d + p)Ik,t.
Then we get the discrete-time ESS model (For convenience we only list the infected
part):

Ik,t+1 = Ik,t + λkSk,tΘ − (d + p)Ik,t (16)

We begin each simulation with a set of randomly chosen infected nodes and a
set of randomly chosen pre-patched nodes on a given network topology (the number
of initially-infected nodes and pre-patched nodes does not affect the equilibrium of
the propagation). And a set of randomly chosen mobile nodes are also initialized
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according to the “density of mobile shortcut" φ and the “degree distribution of mobile
nodes" Q(k). Simulation proceeds in steps of one time unit. During each step, an
infected node attempts to infect each of its neighbors with probability λ, and a mobile
node moves to another network cluster with speed (probability) m. In addition, every
node is patched with probability p, and every infected node is dead with probability d.

Small World Network

The small world phenomenon is the theory that everyone in the world can be reached
through a short chain of social acquaintances. Previous study of many researchers
discovered that many real networks have such small world phenomenon. Watz and
Strogatz define the following properties of a small world graph[28]:

1. The clustering coefficient C is much larger than that of a random graph with
the same number of vertices and average number of edges per vertex.

2. The characteristic path length L is almost as small as L for the corresponding
random graph. C is defined as follows: If a vertex v has kv neighbors, then
at most kv ∗ (kv − 1) directed edges can exist between them. Let Cv denote
the fraction of these allowable edges that actually exist. Then C is the average
over all v.

Figure 2 shows the simulation result compared with the analysis result derived
from our model. The results are rather satisfied: our model yields precisely to the
simulation result which demonstrates the effectiveness of the ESS model.

Power-law Network

Power-law networks [29, 33, 34], including current Internet, are characterized by
an uneven distribution of connectedness. The nodes in these networks do not have
a random pattern of connections, instead, some nodes act as “very connected" hubs,
which dramatically influences the way the network operates.

The degree distributions of power-law networks have power-law tails, i.e. P (k) ∼
k−τ , typically 2 < τ ≤ 3.

Figure 3 shows the time evolution of epidemic in a power-law network (generated
using Inet model [35]). Our model conforms very close to the simulation results.

Waxman Random Network

In the random network, a (fixed) set of nodes is distributed in a plane uniformly
at random. A link is added between each pair of nodes with a certain probability. The
Waxman method [36] is an instantiation of this method where the probability of adding
a link is given by:

P (u, v) = αe−d/βL, where 0 < α, β ≤ 1, d is the Euclidean distance from node
u to v, and L is the maximum distance between any two nodes.
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Figure 2. Simulation result on small world network with vertices number N = 4000, and
average vertices degree is 6.0. λ = 0.0025, m = 0.1, d = 0.001, p = 0.001, φ = 0.02
and p0t0 = 0.
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Figure 3. Simulations on power-law network with vertices number N = 4000, and average
vertices degree is 3.3218. λ = 0.0015, m = 0.0005, d = 0.001, p = 0.001, φ = 0.02
and p0t0 = 0.
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Figure 4. Comparison of ESS Model and simulation result on Waxman network with
vertices number N = 4000, and average vertices degree is 15.5520. λ = 0.002, m =
0.001, d = 0.001, p = 0.001, φ = 0.02 and p0t0 = 0.

The Waxman random network is much like some wireless network, such as Blue-
tooth and WiFi network, where a mobile device only connects to its neighbors within a
certain distance using their wireless connection. Studies in this kind of network topolo-
gies are helpful to learn the spread of epidemic on smartphones, because nowadays a
lot of smartphone worms spread through Bluetooth connections.

Figure 4 shows the simulation result compared with the analysis result derived
from our model. Our model conforms very close to the simulation results.

6.2. Critical Condition Verification

In this subsection, we measure the point of epidemic threshold for the fast die out of
epidemic for comparison with our analytic results. We generate the network topology
and simulate the spread of epidemic in these networks with Matlab. The procedure of
spread of epidemic is simulated as follows. Each infected node scans its neighbors one
by one, and randomly infects them. Mobile nodes will move to another cluster, and all
nodes will be patched, or die if infected in some random way. We then calculate at each
step the size of infected nodes, susceptible nodes and removed nodes. The position of
the percolation threshold can then be estimated from the point at which the derivative of
this size with respect to the number of infected nodes takes its maximum value. Since
there are N nodes on the network in total and the action of infecting, moving, patching
and death takes time O(N), such simulation runs in time O(N2).
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Figure 5. Simulations on the small world network. All case for N = 10000 vertices
network, with the “small world" short cut density of 0.01. The average vertices degree
k = 8, and the Topology Factor T = 8.0037, λ = 0.0004, p0t0 = 0, φ = 0.01,
m = 0.01, and p = 0.0016, 0.0018, 0.002 and 0.0022 (form top to bottom).

In order to make the figures clear, we only change one parameter in one group of
simulations. According to the simulation setup, we can calculate the critical condition
of the chosen parameter in advance using equation (14). And then, we choose a set of
value near the critical condition to perform the simulations, and the figure of simulation
results can reflect the real critical condition. All the experiments validate the critical
condition (14) we presented in section 5.

Small World Network

In Figure 5 we show the simulation result on a small world network which has
N = 10000 vertices and the static shortcut density is 0.005. The average vertices
degree k = 8, and the Topology Factor T = 8.0037. In these simulations we randomly
choose 1% of nodes as mobile nodes i.e. φ = 0.01, and fix λ = 0.0004, p0t0 = 0,
m = 0.01, d = 0.001, and do the simulation in condition of p = 0.0016, 0.0018,
0.002 and 0.0022. Following the critical condition (14), when the patch rate p is equal
to 0.00220148 the critical condition equals to 1. The bottom one is very close to the
epidemic threshold. As we can see, the number of infected nodes of the epidemic for
p = 0.0022 does not increase from the beginning and then peter out because of patch
and death. Once we get above the epidemic threshold a large number of cases appear
and then peter out slowly because of death and patch.
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Figure 6. Simulation on the power-law network with vertices number N = 10000, av-
erage vertices degree k=4.1151, and Topology Factor T = 19.8087. λ = 0.0004,φ =
0.02,m = 0.001, p = 0.003, p0t0 = 0, and d = 0.003, 0.004, 0.005 and 0.006 (form
top to bottom).

Power-law Network

We generate a power-law network using Inet model. The network has N = 10000
nodes, the average vertices degree k = 4.1151, and the Topology Factor T = 19.8087.
In these simulations we fix λ = 0.0004, m = 0.001, p = 0.003, φ = 0.02, p0t0 = 0%,
and then simulate in the condition of death rate d = 0.003, 0.004, 0.005 and 0.006.
Following the critical condition (14), if the death rate d is lower than 0.00049235 the
epidemic will break out. The last one is below the epidemic threshold and the third
one is very close to the epidemic threshold. As Figure 6 shows, the number of infected
nodes of the epidemic for d = 0.006 die out fast, and while others increase first then
decrease because patch and death.

Waxman Random Network

Figure 7 shows the simulation result of the infected nodes number as a function of
time on a Waxman random network which has N = 10000 vertices, average vertices
degree k = 6.5195, and Topology Factor T = 10.009. In these simulations we
take the density of mobile shortcut φ = 0.02, death rate d = 0.0002, patch rate
p = 0.003, mobile nodes move speed m = 0.001, and no pre-patch applied (i.e.
p0t0 = 0). The curves in the figure have (from bottom to top) the epidemic spread rate
per link λ = 0.0004, 0.0005, 0.0006 and 0.0007, which implies, following (14), that the
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Figure 7. Simulation on the random Waxman network with vertices number N = 10000,
average vertices degree k = 6.5195, and Topology Factor T = 10.009. φ = 0.02,
m = 0.001, d = 0.002, p = 0.003, p0t0 = 0, and λ = 0.0004, 0.0005, 0.0006 and
0.0007 (form bottom to top).

epidemic will break while the epidemic spread rate per link λ is greater than 0.00049955.
Only the bottom one is below the epidemic threshold. As we can see, the number of
infected nodes of the epidemic for λ = 0.0004 shows that the epidemic die out directly
without getting more nodes infected. And the second curve with λ = 0.0005, which
is almost equal to the epidemic threshold, maintains its infected nodes number for
a little while and then peter out because death and patch. Once we get above the
epidemic threshold, the number of infected nodes increases, which indicating the onset
of epidemic behavior.

6.3. The Effect of Mobile Shortcut Density and Move Speed

The previous researches consider either influence of the distribution of the vertices
degree or the density of shortcut. They don’t study the mobility of the nodes in the
network. But the density of mobile shortcut influence greatly on the spread of epidemic.
Hence, the previous models not accurate enough on the network of smartphones.

Figure 8 illustrates the simulation result of the spread of epidemic in a small world
network with the total nodes of N = 1000, the density of static shortcut is 0.01,
average vertices degree is 6, and the move speed of mobile nodes m = 0.3. We start
the simulation at an initial state of zero mobile nodes in the network and then increase
the mobile shortcut density step by step. As we can see, the traditional SIR model (i.e.
φ = 0, the bottom curve) is inaccurate in mobile condition: the number of infected
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Figure 8. The effect of mobile shortcut on a small world network with total nodes number
N = 1000, the density of static shortcut is 0.01, the average vertices degree k = 6,
move speed of mobile nodes is m = 3, and mobile shortcut density φ = 0.01, and 0.05,
compared with traditional SIR model.

nodes increase slower than real condition in mobile network, even a very few (1%)
mobile shortcuts exist in the network.

Figure 9 illustrates the simulation result of the same network topology with mobile
shortcut density φ = 0.05. We speed up the move speed of mobile nodes step by step.
The simulations show that with the increase of m from 0 to 0.9, at first, the spread
speed of the epidemic increase very fast and then slow down. It’s because that with
the movement of mobile nodes, they act as shortcut between deferent network clusters,
this greatly decrease the diameter of the network; when the nodes move faster there
are some mobile shortcuts duplicated, and this makes the increase of epidemic spread
speed slow down.

6.4. The Effect of the Uptrend of Peering Spread of Smartphone

In these years, more and more smartphones connect to the Internet. The number of
smartphones may even exceed the number of computers in the foreseeable future. As
mentioned before the epidemics can spread from one smartphone to another locally with
Bluetooth or WiFi connection, what will happen with the rapid growth of smartphone?
This uptrend firstly increase the density of mobile shortcut density φ directly. And with
more and more smartphone in the world, the density of smartphone in a certain area
will increase too. Hence, the uptrend of smartphones will also increase the connectivity
degree of most nodes.
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Figure 9. The effect of mobile shortcut on a regular network with nodes number N = 1000,
degree of each node k = 6, mobile shortcut density φ = 0.05, and move speed of mobile
nodes m = 0, 0.1, 0.2 . . . 0.9.

We simulate this uptrend in the Waxman random networks with fixed maximum
distance L and fixed connection probability α, β between any two nodes. We assume
that the initial static nodes and mobile nodes are 90% and 10% and the total number
of the nodes is initialized as 2000. The increase of static nodes and mobile nodes are
10% and 30% and all these nodes are placed in a 10x10 area. The configuration of each
experiment is listed in Table 4.

In Figure 10 we show the results of the mean degree and the Topology Factor of
the networks as a function of the nodes density on Waxman Random networks. We
can see that they are two straight lines in the logarithmic axes. It means that the mean
degree and the Topology Factor are power-law functions of the nodes density (and
nodes density is an exponential function of time).

Figure 11 shows the simulation results of the relationship of nodes density and
the spread of epidemic. The spread speed increase very fast when the nodes density
increases. Hence, the threat of epidemic will be more and more serious with the uptrend
of smartphones in the future.

6.5. Protection of Epidemic

The purpose of the studies of epidemic is to provide some guides to prevent the
spread of epidemic in the future. As mentioned in Section “Analysis of the ESS Model",
in the “Removed" nodes, only the patched nodes are healthy. Hence, the defense of
epidemic should not only prevent the epidemic from spread but also make the patched
ratio as higher as possible.
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Figure 11. The effect of nodes density on Waxman random network with the configurations
listed in Table 4.
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Table 4. Configuration of Epidemic Spread Parameters on Waxman Random Network

# # Static nodes # Mobile nodes Mean degree k Topology Factor

1 1980 260 5.9375 9.2820
2 2178 338 6.5008 10.0760
3 2395 439 7.3888 11.2417
4 2635 571 8.3054 12.6225
5 2898 742 9.5467 14.2051
6 3188 965 10.8392 16.2766
7 3507 1254 12.3896 18.3849
8 3858 1631 14.2911 21.0538
9 4244 2120 16.3974 23.9066
10 4668 2757 19.3006 28.1408

The configurations of the spread of epidemic on Waxman Random Network with λ = 0.0005,
d = 0.0003, p = 0.0003 and m = 0.05. And all the Waxman Random Network has α = 0.2, β = 0.05.

Figure 12 shows the simulation results of healthy nodes at the end of an epidemic
in a small world network with N = 10000, static shortcut density 0.005, m = 0.01,
d = 0.005 and no pre-patch. We plot the proportion of final patched nodes as a function
of patch rate p and epidemic spread rate per link λ. We can find that both increasing p
and decreasing λ can heighten the final patched ratio, but the effect of increasing p is
better than decreasing λ.

Figure 13 illustrates the experimental results in the same network topology with
the fixed the spread rate per link λ = 0.01, which is the worst case in the pervious
experiment. We plot the final patched ratio as a function of patch rate p and pre-
patched ratio p0t0. We can see that increasing p and pre-patched ratio can both rapidly
increase the healthy ratio. Smartphones are different from the Internet; they are well
managed by the operators. Hence, the operator can push the patch using GPRS, MMS,
etc. to the subscriber. This service of pre-patch and patch will be very helpful to prevent
the epidemic on the smartphones.

7. CONCLUSION

In this chapter, we propose a novel epidemics spread model (ESS) for smartphone
which is based on the analysis of the unique features of smartphones and SIR model.
With the ESS model, we study the “static shortcuts" and “mobile shortcuts" effects
brought by smartphones and consider the influence of the epidemic spread rate, network
topology, patching and death rate as well as the initial pre-patch to the propagation of the
smartphone epidemics. Critical condition of epidemic fast die out is derived from the
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Figure 12. Influence to the proportion of patched nodes at the end of epidemic, patch rate
p vs. epidemic spread rate per link λ.

0
0.002

0.004
0.006

0.008
0.01

0

0.1

0.2

0.3

0.4

0.5
0.4

0.5

0.6

0.7

0.8

0.9

1

pp
0
t
0

P
ro

po
rt

io
n 

of
 F

in
al

 In
fe

ct
ed

 N
od

es

Figure 13. Influence to the proportion of patched nodes at the end of epidemic, patch rate
p vs. pre-patched ratio p0t0.
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ESS model, and the detailed analysis is given to the individual parameters in the model.
We demonstrate the effectiveness and accuracy of the ESS model using simulations
with the typical network topologies.

From the theoretical analysis and experimental simulations, we give some guidance
to defend attacks on smart-phones. We find that the pre-patch before epidemics spread
is very important for prevention, and shield is especially useful because of its non-
interruptive nature and small size of shield filter. Moreover, some intrusion prevention
system can also be used to help reduce the epidemics spread rate to slow down the
propagation. This also motivates the future research work on smartphone security.
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When mobile users with on-going sessions cross the domain boundary, their re-authentication
affects significantly the inter-domain handoff latency as each inter-domain handoff requires
remote contact with the home authentication server across domains, making it difficult to
employ existing authentication protocols as they are. This chapter focuses on cross-domain
authentication over wireless local area networks (WLANs) that minimizes the need for re-
mote contact/access. We analyze the security requirements suggested by the IEEE 802.11i
authentication standard, and consider additional requirements to help reduce the authentica-
tion latency without compromising the level of security. We propose an enhanced protocol
called the Mobility-adjusted Authentication Protocol (MAP) that performs mutual authen-
tication and hierarchical key derivation with minimal handshakes, relying on symmetric
cryptographic functions. We also introduce security context routers (SCRs) that handle
security context in conjunction with MAP, eliminating the need for continual remote con-
tact with the home authentication server. In contrast to Kerberos that favors inter-domain
authentication, MAP achieves a 26% reduction of authentication latency without degrading
the level of security.

1. INTRODUCTION

Time-sensitive applications, such as Voice over IP (VoIP) or video streaming, are now
possible over wireless local area networks (WLANs), such as those based on the IEEE
802.11 Standard [4], thanks to their high bandwidth. WLAN technologies also allow
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the mobiles to roam within public/corporate buildings or university campuses. Further-
more, we anticipate that mobile users might cross the domain boundary without their
on-going application sessions disrupted. However, VoIP requires a handoff to be com-
pleted in less than 50ms for acceptable Quality-of-Service (QoS) [33], including the
execution of the IEEE 802.11i authentication [6] as part of a secure handoff mechanism.

Minimizing the number of messages to be exchanged is important as cross-domain
authentication needs to contact the remote home server. Moreover, the authentication
latency increases in proportion to the round-trip time between two points involved in
inter-domain message exchanges. Optimization of the authentication protocol is of
utmost importance since an existing redundant combination of authentication and key
negotiation functions incurs more rounds of message exchange than necessary.

We propose an enhanced protocol for cross-domain authentication, Mobility-ad-
justed Authentication Protocol (MAP) that relies on far less costly symmetric cryp-
tography. (1) MAP reduces the cross-domain authentication latency by reducing the
number of message exchanges. MAP requires less message exchanges without degrad-
ing security or the re-authentication mechanism, reducing the authentication latency
significantly. (2) MAP replaces the 4-way handshake of the IEEE 802.11i authenti-
cation. In coordination with the authenticator within an access point, MAP defines
hierarchical key derivation and generates consecutive keys during authentication op-
erations. This leads to optimizing the 802.11i authentication mechanism by removing
the need for the 4-way handshake. (3) MAP leverages the concept of security context
to mostly avoid remote contact. With the mobile moving along, its security context is
transferred via security context routers (SCRs) we present in this chapter. An SCR also
plays a role of an authentication server in a foreign domain; it provides security context
for MAP operating as if in the home server. Via a prototype implementation, our eval-
uation results show that the cross-domain authentication latency of MAP accounts for
74% and 85% that of Kerberos [17] and Needham-Schroeder symmetric-key protocol
(NS) [26, 27], respectively. It makes up to 53% improvement in the authentication
latency which is proportional to the end-to-end domain distance until the round-trip
time counts up to 100ms.

The remainder of this chapter is organized as follows. Section 2 gives an overview
of the 802.11i authentication mechanism, the related cross-domain protocols, design
requirements, and prerequisites of BAN logic. Section 3 first describes MAP including
its architecture and a relevant interaction between SCRs. Subsequently we details
defined keys and types of messages, an example of message exchanges for a successful
authentication, and the corresponding pseudo code of each module. Section 4 considers
possible threats and analyzes the security of MAP. Section 5 examines the performance
via measurements and simulation. Finally, we discuss related work in Section 6 and
conclude the chapter in Section 7.

2. OVERVIEW OF AUTHENTICATION MECHANISM AND REQUIREMENTS

In this section, we first introduce the 802.11i authentication scheme and protocols ap-
plicable to the cross-domain authentication, and then describe the design requirements
of authentication protocols. Finally, we explore prerequisites to BAN logic.
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Figure 1. Message exchanges in the IEEE 802.11 and .11i systems

2.1. The IEEE 802.11i Authentication

The IEEE 802.11i authentication is responsible for mutual authentication and key
derivation for securing WLANs via the 802.1X and 4-way handshake [6]. Figure 1
shows a typical scenario of message exchanges in the context of the IEEE 802.11
and 11i. Our focus is on two main steps after (re)association. First, the 802.1X
authentication, where an authentication protocol like TLS [13] operates, is to verify
the authenticity of end-to-end principals: the mobile (STA) and the authentication
server (AS) via the authenticator (AUTH) (which operates in an AP). In particular,
the AUTHs and AS construct an authentication authorization and accounting (AAA)
architecture [1]. Successful mutual verification of each identity leads to the derivation
of a pair-wise master key (PMK). This key is transferred to the AUTH via a secure
tunnel. Second, the STA and AUTH perform the 4-way handshake, exchanging their
nonces, so that a pair-wise temporary key (PTK) with which the wireless link will be
secured is produced using the PMK as a seed.

The performance of the IEEE 802.11i authentication depends on the efficiency of
this authentication protocol. Recent efforts on security associations have been limited
to distribution of keys to access points within a domain [24]. For inter-domain handoffs,
however, the authentication latency is critical to the application QoS.

2.2. Cross-domain-related Protocols

There are two protocols: Kerberos that supports the cross-domain authentication
and NS that can be effectively extended to do so. We will use the two protocols to
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Figure 2. Message exchanges for a remote access grant in Kerberos. This sequence is
repeated each time the mobile is bound to a remote TGS.

comparatively evaluate the throughout of our protocol via simulation. The following
are the descriptions of the message exchanges of each protocol.

The Kerberos protocol provides cross-domain operations. By establishing inter-
domain keys, the administrators of two domains allow the mobile to receive services
in a remote domain. It receives a remote ticket granting ticket (TGT) from the ticket
granting server (TGS) in the local domain. It then obtains a service granting ticket
(SGT) from the remote TGS in the other domain by using the issued remote TGT.
With the SGT containing a secret key, the mobile and AS can authenticate each other.
Figure 2 illustrates a sequence of message exchanges for a remote authentication in
Kerberos. The link among TGSs is assumed to be secure; a secret key of each TGS is
shared to identify itself. In addition to the secure link, the AS has security association
with its TGS. The remote TGT issued earlier can be reused to get TGTs in the current
domain within a given period of time. However, each time the mobile moves into a
foreign domain, the mobile needs to get a remote TGT again by contacting its home
TGS.

The NS protocol on which Kerberos is based is not intended to operate over cross-
organization boundaries. However, it can support cross-domain authentication with
minor modifications, which we call a modified NS protocol (MNS). At first, the original
protocol operates, in principle, as can be seen in Figure 3. The initiator A and its
correspondent B share secret keys AK and BK with the AS, respectively. In the
beginning, A obtains two copies of a pair-wise key encrypted with BK and AK by the
AS, respectively, during their communication. Then, A sends B the BK-encrypted
pair-wise key along with SK-encrypted AN. AN will be returned in the next message in
order for A to ensure that B with which A is communicating is legitimate. B also adds
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Figure 3. An example of message exchanges in symmetry-key-based NS protocol. AK
and BK are pre-shared between A and AS, and B and AS, respectively. Elements used to
authenticate A or AS in messages 1 and 2 are omitted. AN and BN are A’s and B’s nonces,
respectively.

BN to the message encrypted by SK, and verifies the decremented BN that A sends
eventually; those exchanged nonces may be used for key generation for need. We can
view A as STA, and B and AS as foreign and home ASs, respectively. When the foreign
AS requires a set of pair-wise keys, the home AS generates and sends a set of multiple
different keys. Once receiving them, the foreign AS has no need for contacting the
home AS, which may lead message exchanges to be reduced into the 3-way handshake.

2.3. Design Requirements

The IEEE 802.11i authentication suggests several requirements that must be pre-
served to secure WLANs.

Requirement 1: The STA and AS must be able to authenticate each other.
Since the STA establishes a wireless link to the AS via anonymous APs, it
should be able to identify the AS, so should the AS.

Requirement 2: A successful mutual authentication leads to the derivation of
a fresh key for the AS and STA. After the successful mutual authentication,
a 256-bit key (i.e., PMK) is generated by the AS and STA, and is eventually
used by the STA and AP. This key must not be reused, and becomes obsolete
whenever the STA binds with a new AP.

Requirement 3: Mutual authentication should be strong enough to be protected
from any unauthorized reception. It is uneasy to demonstrate the safety of the
authentication protocol, but there are theoretical approaches for this purpose.
For example, formal verification methods based on model checking and theorem
proving, modal logic, and modular approach are widely used. We will show
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a logical proof of MAP using BAN logic in Section 4.1. In addition to these
requirements, we present the following recommendations for the authentication
protocol design to help achieve fast handoffs in WLANs.

Recommendation 1: Minimizing message exchanges during the authentication
process helps improve the performance of cross-domain handoffs. We evaluate
the effects of the number of message exchanges.

Recommendation 2: The use of lightweight cryptographic algorithms helps
low-power mobile terminals, like personal data assistants, mitigate the perfor-
mance overhead of computation-intensive cryptographic algorithms.

Based on the above requirements, we will design a protocol supporting cross-
domain mobility.

2.4. BAN Logic

BAN logic [11] is a modal logic developed for authentication protocol analysis. It
presents the proof that a simple logic could be used to describe the beliefs of trustworthy
communicating parties. It found redundancies or security flaws in authentication pro-
tocols in the literature [10]. BAN logic reasons that the protocol operates as correctly
as expected. It is effective to prove the correctness of the authentication mechanisms
with logical reasoning.

We introduce the several constructs and logical postulates in BAN logic that will be
used for the proof of MAP. Full details of its rules are given in [11]. First, the following
are the constructs that we use:

- P believes X: P believes X . In particular, the principal P may act as if X is
true. This construct is essential to the logic.

- P sees X: P sees X . Someone has sent a message containing X to P , who
can read and repeat X possibly after doing some decryption.

- P said X: P once said X . The principal P at some time sent a message
including the statement X . It is unknown when the message was sent, but it is
known that P believed X then.

- P controls X: the principal P is an authority on X and should be trusted on
this matter, e.g., a server is often trusted to generate encryption keys properly.
This may be expressed by the assumption that the principals believe that the
server has jurisdiction over statements about the generated keys.

- fresh(X): the formula X is fresh, i.e., X has not been sent in a message at any
time before the current run of the protocol. This is usually true for nonces that
is randomly generated for use only once.

- P K
←→Q: P and Q may use the shared key K to communicate. It is never

disclosed by any principal except for P and Q.
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- P X
⇐⇒ Q: the formula X is a secret known only to P and Q, and possibly to

principals trusted by them. Only P and Q may use X to prove their identities
to one another.

- {X}K : this represents the formula X encrypted under the key K.

- < X >Y : this represents X combined with the formula Y ; it is intended that Y
be a secret and that its presence prove the identity of whoever utters < X >Y .

Then, we use the following logical postulates in proof.

The message-meaning rules are applied to the interpretation of messages for
shared keys

P believes Q K
←→ P, P sees {X}K

P believes Q said X

and for shared secrets,

P believes Q Y
⇐⇒ P, P sees < X >Y

P believes Q said X
.

The nonce-verification rule represents the check that a message is recent and
that the sender still believes in:

P believes fresh(X), P believes Q said X

P believes Q believes X
.

The jurisdiction rule states that if P believes that Q has jurisdiction over X
then P trusts Q on the truth of X:

P believes Q controls X, P believes Q believes X

P believes X
.

In addition, the HMAC (Hash Message Authentication Code) represented as MAC
(m, K), where m and K denote a message and a pair-wise secret key, respectively,
is used to verify whether or not the verifiee possesses the same K as the verifier. In
other words, only if the generated codes are different, the applied Ks are different.
Therefore, MAC(m, K) is interpreted as a unit of the secret < X >Y .

3. MAP

In this section, we describe an authentication architecture that extends the AAA
architecture to SCR communications, and design MAP. The description of MAP in-
cludes the definition of keys and messages, message exchanges, and detailed operations
in each functional module.
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3.1. Architecture

Authentication operations work basically with three entities: STA, AS, and AUTH.
An STA represents the end user with a WLAN-interface-equipped device. An AS ver-
ifies the STA’s authenticity and provides each key to secure their wireless link. An
AUTH relays authentication traffic between the STA and AS. In addition to dealing
with these entities, our protocol solves the cross-domain authentication problem by
introducing so-called security context routers (SCRs). An SCR is usually placed be-
tween multiple AUTHs and an AS. The SCR is logically distinct from the AS in terms
of enforcing authentication policy, although both may reside on the same physical ma-
chine or the SCR can be integrated into the AS. The SCR functions as follows. After
receiving a security context1 issued by MAP on the AS, it can perform re-authentication
on behalf of the AS. The SCRs are distributed in each domain so that they can reduce
the authentication latency while the STA roams around the domain. It is assumed that
in case of the communication of inter-administration domains they have a security as-
sociation agreement on roaming and are securely connected to one another by sharing
inter-domain keys. This combination is adaptable to the security architecture of the
IEEE 802.11i authentication and Wi-Fi Protected Access 2 (WPA2) [2]. The protocol
describing how messages are exchanged between the SCRs is part of our future work.
In this chapter, we will give a rough idea of how to exchange messages between SCRs
shortly.

Figure 4 depicts the MAP architecture. The MAP server module on the AS, which
is described in Section 3.6, is an end-point authentication protocol that is assumed to
securely be connected to the AUTHs via the SCR. The AS used in the architecture
is functionally equivalent to the AAA server. The MAP security context module (SC
module) in the SCR, which is described in Section 3.6, helps the AS communicate
with the other MAP-support AS for cross-domain authentication. The AUTH is an
authentication client as a pass-through authenticator. It relays authentication traffic
from the STA to the AS, and vice versa. The MAP client module in the STA, which is
described in Section 3.6, is an end-point authentication party that requests authentication
and eventually establishes a secure link with the attached AP.

3.2. Communication between SCRs

The SCRs communicate with each other, based on a peer-to-peer manner. There
are two ways of transferring security context among the SCRs involved. In case of no
security context cached in an SCR with which an STA has just associated, the targeted
SCR fetches security context from the original SCR with which the STA associated
previously; reactive transfer introduces the latency of fetching security context. On
the other hand, the original SCR may somehow forward the targeted SCR(s) security
context before the mobile is handed off; proactive transfer emphasizes the availability

1 Its contents vary with individual protocols. MAP is expected to have a set of authentication value pairs,
identity (= mobile Id), validity time, time stamp, mean handoff time, counter and other security information.
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Figure 4. Authentication architecture

of the context ahead of time. On the other hand, estimation of the STA’s direction and
management of security context can be emphasized, which is referred to as predictive
forwarding of security context. Their combination yields a tradeoff between storage
overhead and latency performance. Elaboration on such issue is part of our future work.

3.3. Authentication

The MAP’s authentication relies on Message Authentication Code (MAC) algo-
rithms [18]. The MAC values rely on shared symmetric keys, the management of which
is uneasy to scale in that two communication parties must somehow exchange the key
in a secure way, compared to that of asymmetric-key pairs. However, on the other
hand, signing and verifying public keys are very time-consuming; the MAC values are
preferred to digital signatures because the MAC computation is two to three orders of
magnitude faster. There is a tradeoff between scalability and CPU usage; we chose
cost efficiency since it matches our design goal.

3.4. Defined Keys

We define three types of keys for different purposes: primary key (PK), domain
key (DK) and temporary key (TK). PK is a long-term symmetric key which may be
periodically updated and deployed, e.g., online subscription to a service provider or
off-line set-up with a purchased card. PK is assumed to have guaranteed protection
against disclosure for a sufficiently long period of time. DK is a quasi-primary key in
a (sub)domain, which is derived from PK and the previous DK. The STA generates a
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Figure 5. Defined keys hierarchy and boundary. An SCR controls a DK derived from the
PK. A subnet uses a DK+ hashed from the DK to generate TK that will be used for each
association.

new DK as it changes a domain; an old DK must be revoked. In addition, DK+, an n-
time-hashed DK, is defined for use in a subnet within a domain—if no concept of such
subnet is applicable DK+ is generated from each DK; it plays a role of loose coupling
of DK and TK. TK that is derived from DK+ is a link key affiliated with securing a
wireless link established between the STA and AP. TK binds with the addresses of two
involved physical devices. Therefore, in case of re-associating or changing a binding
address, TK is also changed. Figure 5 shows a hierarchical derivation and boundary of
the defined keys. An association is made of each TK; the disclosure of any TK has no
effect on other (re)associations. DK+ also provides a key-disclosure barrier for relation
between TK and DK. AS affects only the generation of DKs.

3.5. Defined Messages

We define six types of messages exchanged, with the server, SC, authenticator, and
client modules interacting with each other during initial and re- authentication in MAP.
The first four messages are used during the initial authentication and the last two are
used during re-authentication.

Auth-req message, sent by the client module in the STA, triggers a negotiation
on authentication and key agreement from scratch.

Auth-chal message, sent by the server module, as a return message, is used for
the purpose of challenging the STA, with an encrypted code used for verifying
the AS’s authenticity to the STA.
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Chal-res message, sent by the client module, as a response message, contains
a nonce-response encrypted code so that the AS verifies the STA’s authenticity.

Auth-res message, sent by the server module, is a reply to a challenge-response
message.

Reauth-req message is sent by the client module in the authenticated STA. The
SCR captures this message and verifies if the authentication code is legitimate.

Reauth-res message is a reply to the reauthentication-request message including
the authentication result.

3.6. Message Exchanges

The following is an example of exchanging messages in case of a successful au-
thentication. Only authentication-related information is highlighted in the messages.

M1.STA → AS: Auth-req(STAId, SNi)
The STA sends the AS an authentication request containing its identity (Id) and a
fresh nonce. On receipt of the message, the AS fetches credential corresponding
to the Id and extracts its key from it.

M2.AS → STA: Auth-chal(MACPK[STAId, SNi, ASNj , ‘authch’])
The AS uses the STA’s nonce to compute a MAC, which protects from a reply
attack.

M3.STA → AS: Chal-res(MACPK[STAId, SNi+1, ASNj , ‘authres’])
If the received MAC is matched with the one that the STA generates, the AS
is authenticated to the STA. Subsequently, the STA responds to the challenge.
Otherwise, the message is silently ignored.

M4.AS → STA: Auth-res(ENCDK+ [SNi+1, ASNj+1, AUNk])
If the STA is successfully authenticated as well, the AS adds a secret value, i.e.,
ASNj+1 to a response message. During transfer of the message, the authentica-
tor inserts a newly generated nonce AUNk that is used to compute a temporary
key (TK). Meanwhile, the AS computes and sends a set of authentication value
pairs (AVPs) to the SCR.

When the STA re-associates with another AP in (another) subnet, the following
messages are exchanged.

M5.STA → SCR: Reauth-req(MACPK[STAId, ASNj+1, DKi, ‘reauth’])
The STA computes a MAC, using the secret value obtained in the previous
round of authentication. The SCR can verify if the STA holds the same nonce.

M6.SCR → STA: Reauth-res(ENCDK+[SNi+2, ASNj+2, AUNk+1])
If the STA is authenticated successfully, the SCR adds another nonce for the
next challenge in the message. The STA can authenticate the SCR by verifying
if the nonce is identical of the one that it sent previously.



256 HAHNSANG KIM and KANG G. SHIN

In the subsequent section, we describe in details how MACs and hierarchical keys
are computed and used in each module.

MAP Server Module

The server module handles two types of incoming messages (i.e., auth-req and
chal-res) that are related only to authentication from scratch. The following is the
description of the pseudo code of the server module.

var: sn1..n, cn1..n := 0; %Server and client nonce queues are initialized.

for all i: auth-req of Idi in buffer do
sni=refresh(sni); %A fresh nonce is generated.

send auth-chal: sni | MACPKi (Idi, cn′, sni, “authch”);
cni=cn′; %Client nonce from the message is buffered.

end for
for all i: chal-res of Idi in buffer do

DKi,j−1 = PRF(PKi, cni, sni); %cni is obtained from auth − req.

if MACPKi (Idi, cn′, sni, “authres”) && MICDKi,j−1 verified
%cn′ is obtained from chal-res.

sni=refresh(sni);
DK+=Hαi(DKi,j−1)
send auth-res: sni | cn′ | DK+; %DK+ is transferred to the authenticator.

make SCi:
for e = 1..n do

MACPKi (Idi, sni, DKi,j−1, “reauth”);
DKi,j=PRF(PKi, DKi,j−1, sni);
AVPe:(Idi, sni, MAC, DKi,j) ∈ ⋃

1..e−1 AVP;
sni=refresh(sni);

end for
end if

end for

A MAC, including client nonce cn′ from the received message and server nonce
sni, is computed and sent to the STA of Idi. The MAC allows the STA to verify the
AS’s authenticity. DK is computed by calculating an n-bit key generating pseudo ran-
dom function (PRF)—in most cases n=128 is sufficient—with PK and the previously-
exchanged nonces. An MIC provides a means of verifying authenticity once the associ-
ated MAC is verified successfully. A hashed domain key, DK+, is generated by applying
α times a cryptographic one-way function H , equivalently Hα(x) = Hα−1H(x) and
H0(x) = x. The α value is a sync-one shared between the STA and the AS/SCR.
DK+ allows DK to be hidden from the authenticators. After the message exchanges,
the server module creates the STA’s security context that is composed primarily of the
set of AVPs. It is then transferred to the corresponding SCR. The AVPs enable the SCR
to conduct the re-authentication and re-keying process on behalf of the AS.
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MAP SC Module

The SC module handles an incoming message (i.e., reauth-req) and an outgoing
message (i.e., reauth-res) which are related to re-authentication. In particular, this
module can be implemented, combined with the server module. The following is the
description of the pseudo code of the SC module.

for all i: reauth-req of Idi in buffer do
AVPl=(Idi, sni, MAC, DKi,j) ← ⋃

l..n AVP; %Select one of AVPs.

if MAC && MICDKi,j verified do %The integrity of the message is checked.

send reauth-res: cn′|sni|Hαi(DKi,j); %DK+ is derived by α-time hashing.

end if
end for

The SC module first retrieves one of AVPs from the security context corresponding
to Idi and then verifies MAC�=MAC′ or MICDKi,j

(reauth-req)�=MIC′. If they are
matched correctly, it computes DK+ and sends the authenticator it along with the
exchanged and retrieved nonces. If DK is not allowed to be reused, the AVP is dethroned
when it is notified somehow that the STA of Idi de-associates with the current AP. If
no more AVP exists, the re-authentication request is forwarded to the AS which will,
in turn, handle the request from scratch. Note that the SC module does not possess any
PK.

Authenticator

A primary role of this module is to relay incoming messages. It also computes an
TK with which the STA and AP establish a secure link after a successful authentication.

var: an; %This is an authenticator nonce.

if auth-req | auth-chal | chal-res | reauth-req received
relay it;

end if
if auth-res | reauth-res received

if success in authentication %This is determined by AS/SCR.

an=refresh(an); % A new an is used to generate TK.

send auth-res: ENCDK+ [sn′ | an | cn′];
%DK+ and cn′ are obtained from the message.

TK=PRF(DK+, AddrSTA | AddrAP , an | cn′);
end if

end if

Authenticator is beyond access to DK; DK+ received from the AS/SCR is used to
compute TK by calculating a PRF—the key-size varies with cryptographic protocols
to be used for securing a wireless link, yet it is either 256 or 512 bits. TK binds with
media access control addresses of the STA and AP; de-association revokes TK and a
new TK must be recomputed.
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MAP Client Module

The client module incurs an authentication request message (e.g., auth-req or
reauth-req) when the STA (re)associates with an AP. It also handles incoming mes-
sages (i.e., auth-chal, auth-res, and reauth-res) and outgoing messages (i.e., chal-res).

var: secret := 0, cn; %cn is a client nonce.

if (re)associated
cn=Refresh(cn);
if !secret %In case of authentication from scratch

send auth-req: Id | cn;
else %In case of the previous successful authentication

DKi=PRF(PK, DKi−1, secret);
send reauth-req: Id|MACPK (Id, secret, DKi−1, “reauth”)|cn|MICDKi ;

end if
end if
if auth-chal received

if MACPK (Id, cn, sn′, “authch”) verified %It authenticates AS.

DKi−1=PRF(PK, cn, sn′); %sn′ is obtained from auth-chal

cn=Refresh(cn);
send chal-res: Id|cn|MACPK (Id, cn, sn′, “authres”)|MICDKi−1 ;

end if
end if
if auth-res | reauth-res received

DK+=Hα(DKi−1 or DKi);
DECDK+ [ENC[sn′ | an′ | cn′]];
if cn==cn′ %It authenticates AS.

secret=sn′; %sn′ is stored as secret

TK = PRF(DK+, AddrSTA | AddrAP , an′ | cn);
%cn is obtained from the previous message.

end if
end if

It retains the secret value provided by the AS after completion of the previous suc-
cessful authentication. Confidentiality of the secret is guaranteed since it is transferred
in ciphertext. The secret determines whether the authentication process is conducted
from scratch. The α value is matched to that of the AS/SCR.

4. SECURITY CONSIDERATIONS

In this section, first, using BAN logic, we show the logical proof that MAP performs
its authentication mechanism correctly as it is expected, and then examine security
threats to our protocol.
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4.1. Protocol Analysis

The analysis procedure works as follows. First, we translate the original protocol
into the idealized one and then make assumptions about the initial state. Finally, we
make logical formulas as assertions and apply the logical postulates to the assumptions
and assertions to arrive at conclusions.

Translation; we extract the encrypted forms of messages from MAP communications
as follows:

M1.B → A: < Na, Nb >PK

M2.A → B: < Nb, Na >PK

M3.B → A: {N
b
′ , N

a
′}DK

M4.A → B: < N
b
′ , ADK

←→B >PK

M5.B → A: {N
b
′′ , N

a
′′}K

ab
′

We have STA and SCR, referred to as A and B, respectively—the functionality of AS
and AUTH is integrated into SCR for simplicity; DK+ is identical of DK. We also omit
communication in clear-text. There is a slight difference by representing (Na ⊕ Nb)
as (Na, Nb), which is acceptable since this means that Na and Nb were uttered at the
same time and their XOR-ed value is straightforwardly obtained.

For authentication, each party verifies the MAC which requires the nonces gener-
ated by itself and the other. That is, the correct MAC can only be generated with the
fresh nonces from the two. Thus, authentication between A and B might be deemed
complete if each of the two believes that the other has recently sent the nonce, and
proving sound mutual authentication is sufficiently satisfied by deriving the facts:

A believes B believes Na and B believes A believes Nb

for initial authentication and

A believes B believesN
a
′′ and B believes A believes N

b
′

for re-authentication.

Making assumptions; we then write the following assumptions:

(1)A believes A PK
⇐⇒ B, (2) B believes A PK

⇐⇒ B,

(3)A believes A DK
←→ B, (4) B believes A DK

←→ B,

(5)A believes A DK
′

←→ B, (6) B believes A DK
′

←→ B,

(7)A believes fresh(Na), (8) B believes fresh(Nb),

(9)A believes fresh(N
a

′), (10) B believes fresh(N
b
′),

(11)A believes fresh(N
a

′′), (12) B believes fresh(N
b
′′),

(13)A believes fresh(N
b
′), (14) A believes fresh(N

b
′′),

(15)A believes B controls N
b
′ ,
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(16)A believes B controls N
b
′′ .

Assumptions (1) and (2) are made from the fact that A and B initially share a secret,
PK. Assumptions (3), (4), (5) and (6) are derived from the fact that only A and B can
generate a shared key only if the sound authentication is achieved. Assumptions (7)
to (12) state that A and B believe that the nonces generated by themselves are fresh;
freshness of nonces holds by verification of MAC and MIC associated with the nonces.
The nonces, N

b
′ and N

b
′′ , also play a role of secrets since they are transferred with

proper encryption. Thus, A can believe that B has generated the nonces that was not
used in the past,which leads to Assumptions (13) and (14), and also (15) and (16),
indicating that A trusts B to generate the secret.

Reasoning; we analyze the idealized version of MAP by applying the logical postulates
presented in Section 2.4 to the assumptions.

A receives Message M1. The annotation rule yields that A sees < Na, Nb >PK

holds afterward. With the hypothesis of (1), the message-meaning rule for shared secrets
applies and yields A believes B said (Na, Nb). Breaking conjunctions produces A
believes B said Na. With the hypothesis of (7), we apply the nonce-verification rule
and yield A believes B believes Na. On the other hand, B receives Message M2
and the following result is obtained in the same way as that of Message M1, via the
message-meaning and nonce-verification rules with hypotheses (2) and (8), respectively,
B sees < Nb, Na >PK and B believes A believes Nb. This concludes the analysis
of Message M2. The analysis of Messages M1 and M2 confirms that MAP performs
mutual authentication successfully.

A receives Message M3 and the annotation rule yields that A sees {N
b
′ , N

a
′}DK

holds thereafter. The message-meaning rule for shared keys with the hypothesis of
(3) via breaking conjunctions yields: A believes B said N

b
′ , and A believes B said

N
a
′ . Taking the former, with hypotheses (13) and (15), the nonce-verification and

jurisdiction rules apply and yield A believes B believes N
b
′ , and A believes N

b
′ ,

respectively. Taking the latter, the nonce-verification rule with hypothesis (9) yields A
believes B believes N

a
′ . This concludes the analysis of Message M3. This message

may appear redundant since authentication is completed from Message M1, but it is
essential not because it is for authentication, but because it is for transmission of a
secret, nonce N

b
′ .

B receives Message M4 and the annotation rule yields that B sees < N
b
′ , A and

DK
←→B >PK holds thereafter. By applying the message-meaning rule for the secrets
with (2) via breaking conjunctions, we obtain: B believes A said (N

b
′ , ADK

←→B), and
B believes A said N

b
′ . The nonce-verification rule with hypothesis (10) yields that B

believesA believesN
b
′ . On the other hand, A receives Message M5 and the annotation

rule yields that B sees {N
b
′′ , N

a
′′}

DK
′ holds thereafter. By applying the message-

meaning rule for the shared keys with hypothesis (6) via breaking conjunctions, we
obtain A believes B said N

b
′′ and A believes B said N

a
′′ . Taking the former, the

nonce-verification and jurisdiction rules with (14) and (16) yield A believes B believes
N

b
′′ , and A believes N

b
′′ , respectively. Taking the latter, nonce-verification with (11)
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yields that A believes B believes N
a
′′ . The analysis of Messages M4 and M5 confirms

that MAP also achieves mutual re-authentication.

4.2. Possible Attacks

Key recovery attack: This relies on finding the key K itself from a number of message–
MAC pairs. Ideally, any attack allowing key recovery requires about 2k operations
where k is the length of K. The adversary tries all possible keys with a small number
of message–MAC pairs available. Choosing a sufficiently long key is a simple way
to thwart a key search. Another possible attack is to choose an arbitrary fraudulent
message and append a randomly-chosen MAC value. Ideally, the probability that this
MAC value is correct is equal to 1/2m, where m is the number of bits in the MAC value.
Repeated trials can increase the corresponding expected value, but a good implemen-
tation will be alert to repeated MAC verification errors.

Forgery attack: This attack relies on prediction of MACK(x) for a message x with-
out initial knowledge of K. For an input pair (x, x′) with MACK(x)=g(H) and
MACK(x′)=g(H ′), where g denotes the output transformation and H is a chaining
variable, a collision occurs if MACK(x) = MACK(x′). Its feasibility depends on an
n-bit chaining variable and the MAC result. Given g that is a permutation, a collision
can be found using an expected number of

√
2 · 2n/2 known text-MAC pairs of at least

two divided blocks each. A simple way to counter this attack is to ensure that each se-
quence number at the beginning of every message is used only once within the lifetime
of the key.

Impersonating attack: Note that the AUTH, SCR and AS maintain a security associ-
ation with each other. Therefore, neither of them can be used to impersonate the other.
Instead, this attack occurs between the STA and AUTH, which causes an authentication
failure or misconduct of the principals. Oracle-based impersonating attacks are that
the attacker exploits one of principals as an oracle to obtain cryptographic messages in
a session since it has no knowledge of K. The attacker applies the obtained messages
to the other principal party in another session. For example, it runs a session with an
AUTH to obtain a MAC value, impersonating a legitimate STA. It runs another session
with an STA and exploits the MAC value on the STA, impersonating the legitimate
AUTH. This attack can be countered by exchanging nonce with each other and using a
sequence counter.

5. PERFORMANCE EVALUATION

We evaluate the efficiency of MAP via experimentation and simulation, contrasting it
with other protocols. We first describe simulation methodology and model and then
analyze the MAP’s performance benefits via the simulation results and in comparison
with other protocols. Finally, we discuss the storage overhead caused by security-
context transfer.
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5.1. Simulation Methodology

The probe phase, discovering the next AP in WLAN handoffs, takes a large latency
(ranging from 50ms to 350ms), depending on different vendors [22]. Even if the recent
effort in [32] to reduce the latency by 84%, the large variance is an obstacle to highlight
the effectiveness of our protocol on a real testbed. We therefore use Matlab-based
simulation, relying on experimental data. We assume that network traffic is stable with
small variations, e.g., the latency of establishing a (re)association with an AP including
the probe phase is 30ms with 3% jitter, and the round-trip time (RTT) between two
communicating servers across a domain is about 20ms with 4% jitter. In addition, the
RTT between the AP and SCR/AS is less than 3ms. We use these values throughout the
simulation. In cryptographic computations, we conducted an experiment using three
machines: Linux v.2.4.19 iPAQ 206MHz ARM processor with 64 megabyte memory
(iPAQ), Linux v.2.4.2 Laptop Mobile Pentium 366MHz processor with 128 megabyte
memory (MP2) and Linux v.2.4.23 Desktop Intel Xeon 3Ghz bi-processor with 2GB
memory (Xeon). We compiled crypto libraries [12] in gcc v.3.3 with an option of
Level-1 optimization.

Table 1. Throughput of hash/symmetric and asymmetric algorithms (in Megabit per sec-
ond)

Alg.\Pow. iPAQ MP2 Xeon

SHA-1 15.8 Mbps 18 Mbps 104.9 Mbps

SHA-256 3.4 Mbps 9 Mbps 64.0 Mbps

SHA-512 0.2 Mbps 4.3 Mbps 24.8 Mbps

MD5 15.8 Mbps 41 Mbps 290.9 Mbps

AES-128 2.7 Mbps 10 Mbps 80 Mbps

RSA enc. 15.1 Kbps 138.9 Kbps 625 Kbps

RSA dec. 0.9 Kbps 4.6 Kbps 21.6 Kbps

RSA sig. 0.9 Kbps 4.4 Kbps 21.2 Kbps

RSA ver. 15.1 Kbps 138.9 Kbps 625 Kbps

Table 1 shows the computation throughput of symmetric-key and public-key al-
gorithms, respectively. With these measurement data, we numerically calculate the
time to perform each authentication protocol while ignoring the overhead of running
applications for simplicity.
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Figure 6. The simulation model for inter-domain handoffs. A circle and hexagon indicate
an AP’s radio coverage range and a domain, respectively. Each SCR controls its domain
and is securely connected with its neighbor. An STA initially associates with a.2 and move
around in its local domain (from a.5 to a.6 via a.4). It crosses Domain b and finally associates
with c.4 in Domain c.

5.2. The Simulation Model

Figure 6 shows the simulation model we used. Each AS constructs a domain
consisting of an SCR and several APs. The SCR and AS may reside on the same
machine as mentioned before.

Handoff Pattern

The handoff pattern for STAs is basically random; the STAs cross the boundary
after hopping a random number of times. Random pattern is sufficient to evaluate the
overall efficiency performance. Nevertheless, to notice the comparative effectiveness
of our protocol, we additionally set a regular handoff pattern; after association in the
home domain, STAs hop three times and then cross a domain boundary. In a visited
domain, every five hops they traverse the domain.

SCR Configuration

Whether or not the “visitor" can use storage resources in a domain affects the
performance of its handoffs. There can be three system configurations according to the
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storage availability in the SCR of the visited domain. First, if only relaying security
context is allowed, the authentication process takes place in the AS/SCR of the home
domain. The SCR in the visited domain serves as a relay agent. Second, if caching
security context is allowed, the foreign SCR serves as a proxy authentication server.
In this case, security context is transferred and stored in the visited domain, which
enables avoiding contact with the home server. Third, if pre-caching security context
is allowed somehow, i.e., security context is transferred to the foreign SCR before the
STA arrives, then the latency of fetching security context from the home server/SCR
can be eliminated. We will evaluate the caching effect via simulation.

5.3. The Simulation Results

MAP performs an optimized re-authentication procedure based on the security
context generated after the initial authentication. It allows one to (1) consolidate the
re-authentication procedure (with two-message exchanges, the mutual authentication
is completed) and (2) avoiding contact with the home server from the visited domain.
Figure 7 clearly shows that from re-authentication, the authentication latency dramati-
cally drops by up to 45% thanks to (1). As a regular handoff pattern, after three hops
in the local domain (the first handoff corresponds to the initial authentication in the
figure), the STA crosses the domain boundary at every 5 handoffs, which triggers the
foreign SCR to request the security context from the home server. As a result, the la-
tency increases in proportion to the RTT between the end-to-end points of two domains.
Even if the STA roams in the foreign domain, it shows the same latency performance
as in the home domain thanks to (2). In this case, the SCR in the foreign domain sup-
ports caching security context. After the 15-th handoff in the figure, the cross-domain
authentication encounters the case of relaying security context in the SCR of the visited
domain, which triggers the authentication procedure to be performed in contact with
the home server for each hop in the visited domain.

Figure 8 shows the results with a random handoff pattern, illustrating the cumu-
lative distributions of the authentication latency for three cases supporting SCR. The
figure shows the effect of pre-caching and caching security context to achieve more im-
provements in time efficiency than just relaying security context which is characteristic
of the legacy protocols that are unable to generate security context. For example, more
than 70% and 80% of authentication processes in the cases of caching and pre-caching
security context, respectively, take less than 36ms.

We evaluated the increase in storage availability via the number of authentication
requests with a random handoff pattern. Figure 9 shows that the higher inter-domain
handoff frequency the home SCR has, the higher its storage availability. The x-axis is
the ratio of authentication request queries in inter-domain handoffs to the total number
of queries, and the y-axis is the ratio of the network traffic in the foreign SCRs. Let
AQr denote the foreign server’s overhead and AQl denote the home server’s overhead.
Then, the ratio of the gain in storage availability with MAP to the overall overhead is
expressed as, 1−AQl/(AQl +AQr) which grows as the frequency of the inter-domain
handoffs increases.
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Figure 7. Authentication latency variations in different configurations of foreign servers
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As shown in Figure 10 that plots the results with a random handoff pattern, the
performance in authentication efficiency (caching allowed) improves up to 53% over
a legacy method (relaying allowed) until the end-to-end domain distance continues
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Figure 9. System storage availability affected by the inter-domain handoff authentication
occurrence ratio. MSE is Mean Squared Error of the above regression function.

to increase up to RTT=100ms. In case of security context pre-cached in the visiting
domain, MAP makes a 10% additional improvement with RTT=100ms. Therefore, the
effectiveness of MAP increases dramatically as the distance gets larger.

5.4. Comparison with Other Protocols

Figure 11 shows the cumulative CPU usage (represented in millisecond) crypto-
graphic primitives of required in ten consecutive times of authentication in symmetry-
key-based protocols including MAP, MNS, and Kerberos, and public-key-based pro-
tocols including PNS and TLS. We chose one-way hash functions (i.e., MD5 [30],
SHA [3]) and block ciphers (i.e., AES [5]) for symmetric-key protocols, and RSA [16]
1024-bit modulus for the public-key protocols. The symmetric-key protocols are shown
to be two orders of magnitude faster thanks to the inherent advantage over modulo op-
erations. MAP is faster than the MNS and Kerberos protocols, respectively, by 12.6%
and 21.5% CPU usage gains. This is a considerable impact on the performance gain in
view of millions of runs for authentication in a single server.

Regarding the number of message exchanges, MAP achieves the cross-domain
authentication only with 2-way handshake, the cost of which is minimal, compared to
MNS and Kerberos requiring 3-way and 4-way handshakes, respectively. This con-
tributes to the further enhancement of latency performance. Figure 12 shows the com-
parison of authentication latency of MAP with that of the MNS and Kerberos protocols
while mobiles are hopping with a regular pattern. MAP outperforms the others in both
inter- and intra-domain roaming. It accounts for 74% of cross-domain authentication
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latency of Kerberos and 85% of that of MNS. It reduces the intra-domain authentication
latency by 5% for Kerberos and 7% for MNS.
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Figure 12. Latency comparison of MAP with MNS and Kerberos. Fetching security context
while the mobile crosses the boundary increases the authentication latency.

5.5. Storage Overhead

Security context is transferred and stored in a foreign server (SCR) for cross-
domain authentication. It consists mainly of a set of AVPs each of which is composed
of nonce (128 bits), MAC (128 bits), DK (128 or 256 bits) and Identity (about 320 bits).
In addition, a value (of 40 bits) may be reserved for security context validity and other
information. The security context can be of 64·n+45 bytes where n is the number of
AVPs. Approximately, given a 1 kilobyte security context per STA, manipulating one
million STAs requires 1 gigabyte storage capacity, which is usually a small overhead
to the server system.

6. RELATED WORK

There have been several studies on how to achieve fast handoffs and enhance the per-
formance of authentication mechanisms, including WLAN protocols.

Michra et al. [24, 23] presented a keys distributing method by means of proactive
context caching. The idea of proactive caching is for an AP to broadcast its cached
context to its neighbor APs in advance by using neighbor graphs and IAPP. However,
this method is limited to intra-domain handoffs since APs are required to be functionally
identical. Pack et al. [29] presented a pre-authentication method that skips the 802.1X
authentication phase by distributing the key to a certain number of selected APs and
computing the likelihood based on the analysis of past network behavior. Bargh et
al. [8] presented the applicability of the pre-authentication method for inter-domain
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handoffs. However, a pre-authentication method creates a higher risk of compromising
security.

Wong et al. [35] proposed a hybrid protocol based on a certificate containing a
symmetric key signed with a public key which is suitable for wireless communications.
An asymmetric method for wireless communications presented in [15] uses Diffie-
Hellman key exchange combined with Schnorr signatures. In addition, there are several
legacy authentication protocols [36, 37, 31, 11, 28, 13] for the general purpose in the
literature.

There are several approaches to analyzing the security of authentication protocols.
One is the formal methods that model and verify the protocol using specification lan-
guages and verification tools [21]. It consists of model checking and theorem-proving
methods. Application examples [19, 25, 14, 20] demonstrated the feasibility of for-
mally verifying the authentication protocols with general-purpose verification tools.
Also proposed in [9, 34, 7] are modular approaches aiming to establish a sound formal-
ization and a security analysis for the authentication problem.

7. CONCLUSIONS

The cross-domain authentication requires retrieval of security context from the server
of the previously-visited or home domain. Contacting a remote server may increase the
authentication latency significantly. the longer the end-to-end distance, the larger the
latency reduction. The longer the end-to-end distance, the larger the latency reduction.
If security context is allowed to be pre-cached/transferred before the mobile arrives,
the latency can be reduced significantly. In this chapter we designed and evaluated
a mobility-adjusted authentication protocol, MAP, by leveraging symmetric-key cryp-
tography for cross-domain authentication and key generation. MAP can be configured
to make tradeoffs between performance and storage usage. MAP introduces three con-
cepts to the cross-domain authentication: (1) a re-authentication mechanism based on
a 2-way handshake; (2) the temporary-key generation of the IEEE 802.11i authentica-
tion; and (3) security context eliminating the need to contact a remote server. MAP
performs best in cases of long end-to-end domain distances and high cross-domain
authentication traffic.
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A wireless LAN service integration architecture based on current wireless LAN hotspots
is proposed to make migrating to new service cost effective. The AAA (Authentication,
Authorization and Accounting) based mobile terminal registration signaling process is dis-
cussed. An application layer end-to-end authentication and key negotiation protocol is
proposed to overcome the open air connection problem existing in wireless LAN deploy-
ment. The protocol provides a general solution for Internet applications running on a mobile
station under various authentication scenarios and keeps the communications private to other
wireless LAN users and foreign networks. A functional demonstration of the protocol is
also given. The research results should contribute to rapid deployment of wireless LANs
hotspot service.

1. INTRODUCTION

IEEE 802.11b/g wireless LAN products have become a de facto standard com-
ponent in mobile devices. An increasing number of wireless Internet access services
have been appearing in places such as airports, cafes, and bookstores. Annual industry
revenues already exceed US$1 billion, and is expected to pass US$4 billion by 2007 [1].
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Figure 1. Wireless service integration architecture

In addition, mobile devices with both cellular network and wireless LAN acess are be-
coming widely available. Demand for integrating multiple mobile computing services
into a single entity is preeminent.

Figure 1 shows a global architecture of the public wireless Internet. Mobile IP
is used throughout the architecture to support user roaming. The home network has
a network prefix matching to that of the home address of the mobile terminal. When
the mobile terminal moves from one network to another, such as roaming between
foreign networks, it performs registration and updates its registration information with
its home agent (HA), either directly or indirectly. The hotspots are mostly based on IEEE
802.11b/g WLAN standard. The layout of the hotspots can be adjacent or distributed in
the cellular networks. When the services of WLAN and cellular network are integrated,
the mobile users can roam between the heterogeneous networks by seamlessly switching
between the associated network access interfaces. Two types of handoff may occur:
horizontal handoff and vertical handoff. Horizontal handoff supports user roaming
between WLANs or cellular networks, and vertical handoff handles roaming between
WLAN and the cellular networks. Since most WLAN hotspots do not overlap, vertical
handoff is most common seen when the mobile terminal enters and leaves the WLAN
hotspot. This chapter focuses on proposing a high-performance secure cellular network-
integratable wireless LAN service framework.

Many wireless Internet service providers (WISPs), such as T-mobile, provide pub-
lic wireless LAN Internet access at hotspots using a network access server (NAS). The
NAS allows only legitimate customers to use the service and provides intra-domain
roaming because the hotspots from one WISP share the same customer base. However,
it lacks an architecture to provide inter-domain roaming and Mobile IP support. A user
cannot access hotspots of service provider B with his/her account from A, even though
A and B would like to have a roaming agreement.
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In interworking implementation, handoff delay should also be considered. Mobile
IP handoff delay can be divided into two parts: movement detection and signaling for
registration. Several proposed approaches are actually only effective on registration
signaling delays. A micro-mobility approach [2] divides a network in a hierarchical
manner, and location management is handled locally when the mobile station moves
within a smaller area at the lower hierarchy level. For simultaneous binding in [3],
multiple care-of address bindings for the mobile station are maintained and packets
destined for the mobile station are transmitted to all care-of addresses to reduce packet
loss during handoff. However, it cannot be used in an IEEE802.11 network, because
current wireless LAN cards can only access one access point or channel at a time.

On the other hand, Wired Equivalency Protocol (WEP) is a security protocol for
WLAN defined in the 802.11b standard and is designed to provide the same level of
security as that of a wired LAN. However it has several problems in both transmission
privacy and deployment. Various studies show that WEP is vulnerable to several attacks
[4, 5], especially in a heavily loaded wireless network. WEP uses a single key shared
between the access point and clients. Malicious clients are able to tap into the commu-
nication traffic of other clients who are associated with the same access point. Most
hotspots do not use data encryption due to this technical limitation. Authentication can
be used to negotiate a shared session key to further encrypt data traffic in the session
[6, 7, 8, 9]. Although there are many authentication protocols published, they do not
generally support Internet applications for wireless mobile devices. For example, the
authentication protocols proposed in [19, 20, 21] allow a mobile station to communicate
with another one directly, but there is no solution for a mobile station to communicate
with a fixed Internet server, which is found in FTP (File Transfer Protocol) applications.

Protected transmission based on Secure Shell (SSH) and/or Secure Sockets Layer
(SSL) has been suggested to secure wireless transmission. SSH requires a previously
generated public/private key pair, so it may never be applied to authentication between
parties who have not contacted with each other before. SSL is not suitable for extension
to mobile wireless Internet either, because the operation of SSL relies on certification
verification by certificate authority (CA) servers. It is not practical for CA servers
to store the certificate of every mobile station because the number of mobile stations
is too large (for the same reaso, client authentication in SSL is optional). The home
network would not like to register every mobile station to CA servers either. In the case
of a wireless LAN hotspot, the service access is controlled by medium access control
(MAC) addresses of the mobile stations. Usually there is no key negotiation during the
network authentication and Mobile IP registration phases.

The objective of this chapter is to propose a secure wireless LAN service integration
architecture and necessary signaling process design. It is divided into three categories:

IEEE802.11 service integration functionality: The architecture should be able
to integrate into cellular networks. Since third-generation (3G) and beyond cellular
networks use or very likely will continue to use AAA structure and protocol to control
network access and manage user accounts, the IEEE802.11 roaming architecture and
signaling processes should work with cellular networks.
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Wireless network security: The security issues include network access control,
user account management, and transmission privacy. The first two items can be taken
care of by using the AAA structure. For the third item, a wireless LAN hotspot has no
general solution to guarantee data transmission privacy due to the poor design of WEP.

Service quality: It mainly refers to handoff speed and packet loss rate. Naive
handoff acceleration solutions do not apply to an IEEE802.11 network interface cards,
because they can only talk to one another, so the solutions cannot guarantee no packet
loss.

The remainder of the chapter is organized as follows. We first overview AAA
mechanism and propose the AAA based infrastructure of wireless LAN roaming. We
then present a security mechanism for wireless LAN transmission and related demon-
stration results, followed by a summary of the work.

2. AAA OVERVIEW

AAA is an architectural framework for configuring a set of three independent
security functions in a consistent manner. AAA provides a modular way of performing
the following services:

1. Authentication is the way a user is identified prior to being allowed access to
the network and network services. AAA authentication can be configured by
defining a named list of authentication methods, and then applying that list to
various interfaces on a per-user or per-service basis.

2. Authorization is the process of determining whether the actions, such as ac-
cessing a resource is permitted for the corresponding identity. Authorization
works by assembling a set of attributes that describe what the user is autho-
rized to perform. These attributes are compared to the information contained
in a database for a given user and the result is returned to AAA to determine
the user’s actual capabilities and restrictions. Remote security servers, such
as RADIUS[13, 14, 15] and TACACS+[16, 17] , authorize users for specific
rights by associating attribute-value pairs, which define those rights with the
appropriate user.

3. Accounting tracks the services that users are accessing as well as the amount
of network resources they are consuming. When accounting is activated, the
network access server reports user activity to the RADIUS or TACACS+ secu-
rity server in the form of accounting records. This data can then be analyzed
for network management, client billing, and/or auditing.

Access control is the way to control who will be allowed to access to the network server
and what services they are allowed to use. AAA network security services provide the
primary framework to set up access control on the router or access server. The three
security functions are used together, for example networks or services, to control which
users are allowed access, what functions they are allowed to use and how much resource
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Figure 2. The relations between access control and AAA

they have used. Access Control protects system resources against unauthorized access.
The use of system resources is regulated according to a security policy and is permitted
by only authorized entities (users, programs, processes, or other systems) according to
that policy [10]. In this chapter, AAA is adopted to excise service admission for users
in WLAN roaming.

AAA deals with access control of systems and environments based on policies set
by the administrators and users of the systems. The access policy may be implied in
both the authentication, which can be restricted by the time of day, number of sessions,
calling number, etc., and the attribute-values authorized [2]. Access control provides
the limited access according to the authorization policies between a subject and objects
when a subject access the related resources (objects). Objects mainly include passive
entities (file, storage area) while subjects mainly contain active entities (processes,
users). Subjects obtain information by accessing objects. Fig. 2 shows the basic
relations between access control and AAA services. When a user, or the subject,
needs to access the resources, the authentication is first preformed to verify its identity.
According to the access policy corresponding to the user’s identity, which is stored in
authorization database, access control allows the user to access the defined resource.
The activity of the subject during the session is logged in the auditing database.

AAA scheme provides the following benefits: (1) increased flexibility and control
of access configuration; (2) scalability; (3) standardized authentication methods, such
as RADIUS, TACACS+, and Kerberos [18]; (4) multiple backup systems. In many
circumstances, AAA uses protocols such as RADIUS, TACACS+, or Kerberos to ad-
minister its security functions. If the router or the access server is acting as a network
access server, the communication is established between the network access server and
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Figure 3. The proposed network structure for IEEE802.11 service integration

the RADIUS, TACACS+, or Kerberos security server through AAA. In wireless LAN
environment, there is a strong application requirement for Mobile IP AAA [12].

3. IEEE 802.11 WIRELESS LAN ROAMING

Figure 3 shows the infrastructure of the mobile networks under consideration.
The Internet offers much larger bandwidth and lower transmission error rates than
wireless links. The home network is considered as a private network, which only
allows its users access. The foreign networks are the real WISPs. After completion of
a registration process, the mobile station and the corresponding foreign network will
share a key for further encrypted communications. Fixed nodes represent common
web sites. Authentication is required for accessing some of those sites. The cellular
networks and base stations are 3G based. Access points, which form a hotspot, are
the attachment points that allow mobile stations to access the network through wireless
connection. A mobile station, as a member of its home network, is allowed to access the
resources in the home network whenever it is within or outside the home network. CA
servers are special servers that issue and verify certificates of fixed nodes or networks
upon request so that they have proofs to identify themselves. CA servers are organized
in a tree topology and working in a distributed way, so that it is not necessary to connect
all Internet servers to one CA server. Mobile stations do not contact CA severs directly
because of the large population size. CA shares independent secret key with the servers
which it is connected with.

The proposed IEEE802.11 roaming structure is based on an AAA broker with
a Remote Authentication Dial-In User Service (RADIUS) server proxy. RADIUS
is popular and easier to use for integrating hotspot service into AAA based cellular
networks. The broker model is suitable for large-scale and commercial implementation
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because a RADIUS server can simply have one simple security association or a pre-
setup shared secret with the RADIUS proxy. RADIUS proxies forward authentication
and accounting requests from different domains to their destination.

3.1. Radius Proxy

RADIUS servers of multiple ISPs can be interconnected via a series of forward-
ing servers. The RADIUS server retrieves the remote servers domain from the users
request that includes the network access identifier (NAI) [22, 23, 24] in the form of
identifier@domain name, which identifies a users name and the domain where the user
comes from. Then it forwards the request to the remote server identified by the domain.
The remote server also replies through the forwarding server.

A group of forwarding servers with secured communication tunnels between each
other are used as AAA brokers (AAABs). Figure 4 illustrates the network structure of
AAABs. A mobile user whose NAI is alice@homedomain.org moves from its home
domain to another domain (e.g., foreigndomain.org). The NAS located in the foreign
domain authenticates the mobile user, and forwards this request via RADIUS protocol
to the foreign AAA (AAAF). According to NAI, the AAAF forwards the request to the
home AAA (AAAH) through the AAABs.

When the number of domains increases, it is no longer feasible to connect all
the AAA servers to one AAAB network. The AAABs will be grouped according to
geographical distribution of the network domains. In this way the complexity of each
AAA broker can be reduced. The performance of an AAAB cluster is evaluated by the
number of hops to forward the AAA request from the originator to the destination.
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3.2. IEEE 802.11 Horizontal Roaming

The IEEE802.11 horizontal roaming architecture is shown in Figure 5. The hotspot
is connected to the Internet through a gateway. Each network domain is interconnected
by AAABs. In order to provide IP mobility, the functionality of a foreign agent (FA)
is placed into the NAS. The FA located in the NAS periodically sends advertisements
with challenge packets, and all mobile stations register via the FA. The challenge is
a piece of data used to verify if the user device has knowledge of the secret (e.g., a
password) without sending it explicitly via a communication link. The architecture is
able to process two horizontal roaming scenarios:

The current IEEE802.11 device connects to the network via the NAS: The
network can provide IP mobility, however the roaming is not seamless. When a mobile
user requests Mobile IP services by sending Mobile IP Registration, the NAS blocks
the Registration until the mobile user has been authenticated via the AAA architecture.
The NAS prompt the user to enter his or her credential, such as the username and the
password for authentication. Once the mobile user is authenticated successfully, the
normal Mobile IP registration will retained.

Seamless roaming: Authentication is completely done by the home agent (HA).
The mobile station is required to support Mobile IP Challenge/Response extensions with
a Mobile-AAA authentication extension so that the user credential can be processed by
the program automatically.

In the following, we focus on developing efficient signaling process for the two
roaming scenarios. The design shares as many common signaling messages as possible.
In order to have further integration with 3G cellular networks, the signaling process
should also be able to share with the AAA signaling process for 3G networks. Based
on the architecture in Figure 3, Figure 6 illustrates the internal design of an NAS/FA.
It has two modes: one for compatibility of current wireless LAN deployment, and the
other for seamless wireless LAN roaming.

In the compatible mode, when a mobile station registers, it may use its home
address or the mobile station NAI to identify itself in its Registration Request. A
mobile station associates itself with an access point and starts sending IP packets, such
as Mobile IP requests, to its HA via an FA that relays the Registration Request. After
the HA authenticates the request and sends a reply via the same FA, the HA and FA
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Figure 6. The flow diagram of the NAS/FA

both update their bindings. Sometimes an FA forces all its serving mobile stations to
register through it. If a mobile station does not send the user credentials, including
NAI and password, along with the Mobile IP request, the user will be redirected to a
login page. By extracting the domain portion of NAI, the authentication request will be
forwarded to the AAA server of the WISP. After successful authentication, the Mobile
IP request is forwarded to the HA of the mobile station and the Mobile IP registration
is completed.

In seamless roaming mode, a mobile station associates with the access point and
responds to a Mobile IP FA Advertisement packet with a Challenge, and sends the
Mobile IP Registration Request with the NAI and Challenge. The user credentials are
included in the Mobile IP request. When the FA receives the reply from the mobile
station, it realizes that the mobile station can do seamless roaming. It encapsulates the
request in the AMR and forwards it to the AAAH and HA. After the HA processes
this request, it sends a HAA containing Mobile IP Registration Reply. The AAAH and
AAAL forward the encapsulated Mobile IP Registration Request to the FA in the AMA
packets. The FA then sends a Mobile IP Registration Reply.

Comparing signaling processes of the two methods, it can be seen that the processes
are designed to be quite similar, such as the signaling messages and the signal path.
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So some components in the network do not need to differentiate the message type for
each mode. Only one signaling processing mechanism needs to be designed. The FAs
own local clients still can access the hotspot as they can use AAAF to authenticate
themselves.

3.3. Mobile IP Handoff Performance Improvement

In order to roam between a wireless LAN and a cellular network, the mobile station
should be equipped with corresponding network access interfaces. The data packets
from the corresponding server are routed to the mobile station through its HA. When the
mobile station roams to the foreign network, the two network access cards are assigned
a temporary care-of address by the FA.

The switching of the two interfaces can be considered a care-of address change in
Mobile IP. When the mobile station decides to switch the interface, it informs the HA
by updating its current care-of address to the IP address of the other network access
interface. The HA redirects the data flow to the new IP address. This method ensures
that the process of network access interface switch over is dealt with using the switching
process in Mobile IP.

For typical data applications such as web surfing, it is not necessary to use a
real-time seamless handoff as for cellular telephony. A gap of a few seconds while
a connection is being rerouted should be fine with the applications. However, with
the growth of real-time Internet applications, like voice or streaming video, Mobile IP
handoff latency and packet loss performance have become more and more critical. In
order to provide high-quality applications in a wireless LAN environment, the key issue
is to support efficient and seamless network handoff. When a mobile station moves
from the coverage of one access point to another, it re-associates with a new AP. This is
called a layer 2 handoff. On the other hand, a Mobile IP handoff (layer 3) is the process
that takes place when changing FAs. The latency generated by both layer 2 and Mobile
IP handoffs should be reduced. In order to reduce the latency of Mobile IP handoff in a
wireless LAN, link layer update frames and movement notification packets can be used
to assist Mobile IP handoff. A MAC bridge or data tunnel is established between the
new FA and old FA servers to improve the latency of Mobile IP handoff in the wireless
LAN environment. The pre-registration and authentication data can be sent to the
mobile station before it moves, and/or the data packets that arrive at the old FA during
movement can be sent to the mobile station via the new FA. Additional flow control
should be taken in the handover period, because the connection speed of the old and new
access point/base station could be quite different if the mobile station performs handoff
between IEEE 802.11 and cellular networks. If the data source is not informed in a
timely way, data may block the channel if the device is moving from high speed to low
speed connection, or the user cannot get better quality of service otherwise. Therefore,
effective congestion control is very important, especially for media streaming service
that uses the protocol without an inherent congestion mechanism. Measures should
also be taken to ensure that the pre-authentication data transfer between the two FAs is
private and unaltered. So the two FAs authenticate each other via a CA server using the
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Figure 7. Authentication for Internet applications

protocol proposed in the next section, and a temporary session key can be negotiated
to encrypt the pre-authentication data.

4. WIRELESS TRANSMISSION PRIVACY

Although the architecture proposed earlier prevents an unauthorized user from
using the service, the wireless transmission is still kept open. Using built-in WEP
encryption cannot guarantee data transmission privacy in a public hotspot, since a
WEP key is unique for each access point and there is no privacy among the mobile
stations associated with an access point. A separate authentication and key negotiation
mechanism is required to keep wireless transmission private.

This section presents a protocol that operates at the application layer to avoid
any hardware or low-level protocol modification, and the authentication messages are
carried in the payload of data packets used in Mobile IP networks. User location updates
are transparent to the protocol since user mobility is handled at the network layer. It
is an end-to-end solution, so it secures not only the wireless data link in hotspots, but
also the entire data path. The FA just forwards the authentication message between the
mobile station and its home network, and vice versa.

4.1. Analysis of Authentication for Current Internet Applications

Figure 7 shows various types of authentication with different security requirements,
which may occur in applications running on a mobile station. For example, mobile user
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M and its home network shares a secret key. Its home network may only be accessed by
M. On the other hand, a fixed public Internet site may be visited without authentication.
For clarity, these situations are sorted into three categories:

Authenticating parties share a secret key: authentication between a mobile
station and its HA. The secret key can be stored in either the mobile station or its
Subscriber Identity Module (SIM) card.

Authenticating parties do not share a secret key: authentication between two
mobile stations or between a mobile station and a fixed Internet server, and so on.
Since the two parties have no common secret key to share, more public key algorithm
computations are involved.

Visit the Internet public resource: Since the resource is open to the public, no
authentication is needed.

Thus, the parties authenticated with mobile stations are divided into two categories:
home network and any authentication parties other than the home network. This design
simplifies the protocol and the implementation on the mobile station. In cases other
than authentication between a mobile station and its home network, the home network
performs the major authentication job and then passes the authentication result to the
mobile station.

4.2. Characteristics of Proposed Authentication and Key Negotiation
Protocol

In Figure 7, fixed networks are identified by the information issued by the CA
server. Identity verification is carried out using the public key encryption and digital
signature algorithms. Since CA servers are responsible for large amounts of certificate
issuing, the task for CA servers in the proposed protocol is simple, no more than looking
up the database and sending the necessary information, such as the public key message,
to the corresponding receiver. A mobile station never contacts the CA server in the
protocol, since it is not practical for a CA server to record the certificate information
of all mobile stations because of their enormous population. The certificate of each
mobile station is stored in its home network. Thus, each home network server can be
considered as a CA server of its mobile stations.

A CA server works as a bridge connecting the domain servers, such as HAs and
fixed servers. A fixed server can be considered as an HA without clients. The proposed
protocol puts the corresponding daemon programs in each node. It is designed with
the following considerations to compensate for salient features or limitations in both
hardware and transmission environments:

The protocol should be intelligent. The design should enable the protocol
to adapt to various application scenarios. The adaptation should be mainly
implemented in wired servers.

The number of different types of message for mobile stations should be limited
compared to the home network such that the design simplify the implementation
in the mobile station.
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It is desirable to move much of the computation to the corresponding HAs
which have more computation power, high speed, and reliable wired network
connections. At the mobile station, intensive computations are limited. Only
critical data such as secrets and their hash values are encrypted using a public
key algorithm. The public key encryption and digital signature algorithms are
not used simultaneously in one message.

The length of messages will be collected for protocol latency evaluation. Ac-
cording to the network structure, the major presence of latency should be in
the wireless part, especially when the client is connected to a cellular network.
The design goal is that the time taken to transmit all messages in the slowest
connection method be less than 3 s.

4.3. A Wireless Transmission Privacy Protocol

The wireless transmission privacy protocol1 serves as an authentication service
provider to other wireless Internet applications. Before an Internet application begins
to send data, the mechanism does the authentication first and negotiates a shared key of
which the foreign network has no knowledge. At the sender side, all the upcoming data
generated by the Internet application with security requirements are encrypted by this
shared key. The encrypted or wrapped data are then sent to other data processing blocks.
For example, they can be further encrypted by the key acquired by the registration
process. At the receiver side, the process is reversed. Thus, a foreign network cannot
get plain text even if it holds a key generated during the registration process, and the
wireless transmission part is also secured.

There are a few authentication scenarios. We assume that mobile station 1 (MS1)
wants to establish a connection with mobile station 2 (MS2) via wireless Internet. MS1
and MS2 belong to different home networks and have no shared key. This is the most
complicated scenario and other scenarios are considered its subsets. The mechanism
works this way and is shown in Figure 8. The numbers in the figure represent the
sequence of steps.

1. MS1 finds MS2’s home address and and sets IPauth.desk = IPMS2 . MS1

creates a nonce N with the corresponding hash value Hash(N). The nonce is
used to verify the identity of MS2. N and Hash(N) are encrypted with HA’s
public key pubHA1. MS1 sends the authentication request

IPMS1 : EkeyHA1−MS1
{IDMS1 , IPauth.dest, E[pubHA1 , < N, Hash(N) >]}

to HA1. The whole message is encrypted by the shared secret key of MS1 and
HA1 keyHA1−MS1 .

1 Earlier version of the protocol has been published in Minghui Shi, Xuemin (Sherman) Shen, and
Jon W. Mark, "IEEE802.11 roaming and authentication in wireless LAN/cellular mobile networks," IEEE
Wireless Communications Special Issue on Mobility and Resource Management, vol. 11, issue 4, Aug. 2004,
pp. 66-75
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Figure 8. Authentication and key negotiation protocol between two mobile stations be-
longing to different home networks

2. HA1 decrypts the message from MS1using keyHA1−MS1 and privHA1and
gets IDMS1 , N , Hash(N) and IPdest. HA1 realizes that MS1 intends to
authenticate with a third party. HA1 is able to find MS2’s HA, HA2, from
the IP of MS2. In order to discover if HA2 is legal, HA1 contacts CA for
identification information of HA2, such as the public key of HA2. HA1sends

IPHA1 : E{IDHA1 , IPHA2}

to CA.

3. CA decrypts the message from HA1 by keyCA−HA1 and gets IDHA1 and
IPHA2 . CA verifies IDHA1. CA searches its database, and finds the public
keys of both HA1 and HA2 and the device ID of HA2 IDHA2 . CA does not
need to check the information requester strictly since the information CA sends
is for public use. What CA needs to do is to ensure the authority and accuracy of
the information it sends. CA finds pubHA1 , pubHA2 and IDHA2. CA attaches
the digital signature of the message and transmits HA1’s public key and device
ID

IPCA : EkeyCA−HA2
{IDCA, IDHA1 , IPHA1 , pubHA1} : sigCA

to HA2 and HA2’s

IPCA : EkeyCA−HA1
{IDCA, IDHA2 , IPHA2 , pubHA2} : sigCA

to HA1.

4. HA1 decrypts the message from CA by keyCA−HA1 , and gets IDCA, HA2’s
IP IPHA2 , public key pubHA2and device ID IDHA2 . HA1 verifies the validity
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of the message sent by CA by its digital signature. Any changes to the message
after it was sent can be detected. HA1 verifies if DCA matches keyCA−HA1 . If
all validation passes, HA1 stores the pubHA2 and IDHA2 pair. HA1 generates
the temporary session key keytemp. HA1 set IPauth.orig to IPMS1 , IPauth.dest

to IPMS2 , and forwards the authentication request and temporary session key

IPHA1 : EpubHA2
[keytemp, Hash(keytemp)] : Ekeytemp{

IPMS1 , IPMS2 , IDMS1 , pubMS1} : sigHA1

to HA2. The key is encrypted by HA2’s public key. So far, there are two
messages in step 3 and 4 sent to HA2.

5. HA2 will buffer the latter if the latter comes before the former. By receiving
message in step 3, HA2 can get HA1’s device ID IDHA1 , IP IPHA1 , and public
key pubHA1 . HA2 then verifies the validity of the message in Step 4 by the
attached digital signature of HA1 and decrypt the first part of the message using
its private key privHA2 to get keytemp. Then HA2 can further decrypt the
second part of the message to get the IPauth.orig , IPauth.dest, and information
of authentication originator, such as MS1’s public key and device ID in this
case. Since HA2 knows that MS1 wants to authenticate with MS2, it initiates
the authentication with MS2, because it is not secure to send the identification
information before HA2 verifies MS2. HA2 temporally stores keytemp and the
information of MS1. HA2 send authentication request

IPHA2 : EkeyHa2−MS2
{IDHA2 , IPMS1}

to MS2.

6. Similar to step 1, MS2 starts authentication with HA2 . MS2 decrypts the
message from HA2using keyHA2−MS2 and gets IDHA2 and IPMS1 . Because
the IP address received is different from its home network’s address prefix, MS2
knows that a third party wants to authenticate with it. MS2 creates a nonce N
and its hash value pair Hash(N). N and Hash(N) are encrypted by HA2’s
public key. MS2 sends the message

IPMS2 : EkeyHA2−MS2
{IDMS2 , IPauth.dest, EpubHA2

[N, Hash(N)]}

to HA2.

7. HA2 decrypts the message MS2 using keyHA2−MS2 and gets IDHA2 . HA2
decrypts N , Hash(N) and IPdesk using its private key privHA2 . HA2 verifies
the identity of MS2, N and Hash(N). HA2 sends MS1’s identify information
and the session key keytemp

IPHA2 : EKeyHA2−MS2
{IDHA2 , Hash(N), IDMS1 ,

pubMS1 , EpubMS2
[keytemp, Hash(keytemp)]}
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to MS2. HA2 informs HA1 that MS2 has accepted the authentication request
and tell HA1the identity information of MS2. also HA2 sends

IPHA2 : Ekeytemp{Hash(keytemp), IDMS2 , pubMS2} : sigHA2

to HA1. HA2’s work in the protocol ends here.

8. MS2 receives the message from HA2 and decrypts it by keyHA2−MS2 . MS2
verifies Hash(N) and IDHA2 . If they are valid, MS2 uses its private key
privMS2 to get ketemp and verifies it using Hash(N). MS2 get the identity
information of MS1. MS2 sends a confirmation

IPMS2 : Ekeytemp{Hash(Keytemp)} : sigMS2

to HA2. MS2 generates a new nonce newN , and computes its Hash value
Hash(newN). MS2transmits the acknowledgement to MS1

IPMS2 : Ekeytemp
{newN, Hash(newN)} : sigMS2

by using a new nonce NewN and its hash value encrypted by the session key.

9. HA1 receives the message in step 7 from HA2. HA1 verifies the validity of the
digital signature signed by HA2. HA1 decrypts the first part of the message
suing keytemp and verify Hash(keytemp). HA1 gets the identity information
of MS2. HA1sends MS2’s identity information and the session key

IPHA1 : E{IDHA1 , Hash(N), IDMS2 , pubMS2 , EpubMS1

to MS1. HA1’s work in the protocol ends here.

10. MS1 receives the message in step 8 from MS2 and the message in step 9 from
HA1. Since the decryption of the former message depends on the information
contained in the latter message, the former will be buffered until the latter is
received. MS1 get the identity of MS2 IDMS2and pubMS2 . MS1then is able to
verify and decrypt the message from MS2. If the signature is valid, and newN
and Hash(newN) match, MS1 sends acknowledgement

IPMS1 : Ekeytemp{Hash(keytemp)} : sigMS1

to HA1 and replies

IPMS1 : Ekeytemp
{Hash(newN)} : sigMS1

to MS2 by sending the hash value of the new nonce.
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Figure 9. Protocol variation in other authentication scenarios

11. MS2 receives the message from MS1 and verifies the digital signature of MS1

and compares Hash(newN) with the original. If they are both correct, the
authentication process is now complete.

The protocol is also adaptive to other scenarios. For example, if a mobile station
wants to authenticate with a fixed server, we consider HA2 and MS2 as one unit, and
steps 5, 6, 7, and 8 are not necessary. The extended scenarios are shown in Figure 9.

4.4. Security Analysis

Security analysis presented here includes data privacy, a built-in feature for dealing
with certain security compromises. Device-related information is divided into two
categories. Device ID and public key belong to normal sensitive data, which means they
will not do harm to the system even if they are leaked. Shared secret key and private key
belong to permanent critical information that must not be compromised. The nonce
and session key generated in the protocol belong to short-term critical information
that can affect the ongoing session in which an attacker can discover communication
contents. However, if the permanent critical information is still good, short-term critical
information is safe because it is encrypted by the permanent critical information.

In the authentication protocol the exchanged message, except for digital signature
in the authentication process, are all encrypted by a shared secret key between the



290 MINGHUI SHI et al.

nonce
keytemp
pubMS1
pubMS2
idMS1
idMS2

pubHA2
idHA2

HA1

HA2

MS2

MS1

privMS1

privMS2

privHA2

privHA1

keyHA2MS2

outside

ipMS1
ipHA1

ipHA2
ipMS2

pubHA1
idHA1

keyHA1MS1

Figure 10. Secret and identification information control

HA and the client, or the session key using a symmetric encryption algorithm. More
important information like the session key is further encrypted by a public key algorithm
and capsulated by symmetric encryption. The authentication message is not different
from the normal payload of a TCP (Transmission Control Protocol) packet, and so the
foreign network can route it to the destination. The foreign network and other intruders
are not able to discover the information inside because they do not have the shared key;
and they must have both corresponding shared key and matched private key to get the
session key.

Figure 10 shows the distribution of sensitive data after authentication is completed.
The circles in the figure denote the knowledge of the information Normal sensitive
information is spread to trusted sites and devices only. The protocol ensures that
no sensitive information is released before the information receiver is identified. No
permanent critical information is sent in any form during the authentication. Temporary
critical data are spread to trusted sites only.

The protocol should be designed to resist certain security compromises. In our
authentication protocol, illegal possession of someone’s device ID, home IP address,
and public key will do virtually no harm to the system. The home network always uses
the corresponding shared secret key to process messages according to the carried home
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IP address. It is the shared secret key and private key that build up the real or final
authentication process.

Comparing the shared secret key and private key, a shared secret key is more likely
to be compromised because at least two parties, the home network and mobile station,
have a copy of the key. Only one copy exists in the mobile station for the private key
case. A private key is never given out because it is not necessary due to the nature of
public key algorithms. In our protocol, for example, if the shared secret key is leaked,
the intruder can get only the device ID, IP address, and public key, which belong
to normal sensitive information and do virtually no harm to the system, because the
device ID is used for quick identification, and the public key itself is originally open
to the public. But it could be harmful if this key were also used on other occasions
such as mobile station registration, since the registration process should be done very
quickly to avoid the connection being dropped, so there is no time to execute additional
time-consuming public key algorithms.

If a shared secret key is leaked and an intruder tries to use it without a proper
private key, the system can detect the compromise of the shared secret, because in our
authentication protocol, each entity involved is required to return a hash value that can
only be achieved by its private key or attach a digital signature to the message. Once the
system detects this flaw, it indicates that the common secret key is leaked and the user
should be warned immediately. The system cannot detect the private key flaw though,
because without a proper shared secret key, the system cannot look into the message. So
only when the shared secret and corresponding private keys are broken simultaneously
can the intruder access the network illegally. The system is able to detect a security
compromise of the shared secret key, but not of the private key. Fortunately, the private
key is unlikely to be leaked due to the nature of public key algorithms.

The protocol is also designed to resist replay attack. Every authentication session
between an HA and a mobile station, or two mobile stations or two HAs is completed
by using fresh nonces and fresh session key, so replay attack has no effect on it. Since
the information exchanged between an HA and a CA server represents facts on the
clients identifications and public keys, simply replaying this message does no harm to
the system unless the intruder can change the payload and the corresponding digital
signature, which is very hard unless the intruder can get the CAs private signature.

In order to totally duplicate component (mobile station, home network server, CA
server), the malicious user at least needs a proper home IP address, device ID, shared
secret key, and private key to satisfy the authentication protocol completely, or it will
be rejected at the corresponding step where the item is checked.

5. AUTHENTICATION AND KEY NEGOTIATION DEMONSTRATION

Figure 11 shows the demonstration program for all the considered scenarios.
The demonstration shows the authentication progress, the way in which the proto-
col self-adapts to each case, and message lengths sent and received by each node.
The demonstration uses RSA as the public key algorithm, DES as the symmetric
algorithm, and MD5 as one-way hash functions. Since the proposed protocol is
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Figure 11. Demonstration of the authentication and key negotiation protocol

cryptographic-algorithm-independent, other stronger or lighter algorithms can be used
to accommodate specific application requirement. The demonstration also shows that
the total amount of data for the mobile node is less than 2 kbytes. If the slowest network
connection speed is 14.4 kb/s in the cellular network with overhead of the transmission
considered, the data transmission can be finished in less than 3 s.

6. SUMMARY

In this chapter, a network architecture and a set of signaling mechanisms are pro-
posed to support current available wireless LAN hotspot roaming. The proposed ar-
chitecture offers a smooth transition of wireless LAN hotspots from non-roaming-
supported to seamless-roaming-supported, and therefore previous investment can be
protected. Meanwhile, wireless transmission security is carefully considered. An
application layer authentication and key negotiation protocol is developed to keep end-
to-end transmission secure. The results can enable wireless LAN roaming, enhance
wireless communications, and speed up the deployment of public wireless LAN appli-
cations.



WIRELESS NETWORK SECURITY 293

ACKNOWLEDGEMENT

This work has been supported by a Natural Science and Engineering Council
(NSERC) Postgraduate Scholarship and a research grant from Bell University Labora-
tories (BUL), Canada. We would like thank Matthew Cruickshank for his help in the
demonstration programming.

7. REFERENCES

1. C. S. Loredo and S. W. deGrimaldo, “Wireless LANs: Global Trends in the Workplace and Public
Domain,” The Strategies Group, 2002.

2. A. T. Campbell et al., “IP Micro-Mobility Protocols,” ACM SIGMOBILE Mobile Comp. and Commun.
Rev., vol. 4, Oct. 2001, pp. 45-54.

3. C. Perkins, “IP Mobility Support,” RFC 2002, Oct. 1996.

4. J. R. Walker, “Unsafe at Any Key Size: An Analysis of the WEP Encapsulation,” IEEE doc. 802.11-
00/362, Oct. 2000.

5. W. A. Arbaugh, “An Inductive Chosen Plaintext Attack Against WEP/WEP2,” IEEE doc. 802.11-
01/230, May 2001.

6. J. Zhang and J. W. Mark, “A Secured Registration Protocol for Mobile IP,” Master’s Thesis, Apr. 1999.

7. Sufatrio and K. Y. Lam, “Mobile IP Registration Protocol: A Security Attack and New Secure Minimal
Public-Key Based Authentication,” I-SPAN 99, Fremantle, Australia, 1999, pp. 364-369.

8. J. S. Stach, E. K. Park, and Z. Su, “An Enhanced Authentication Protocol for Personal Communication
Systems,” IEEE Wksp. App.-Specific Software Eng. Tech., Dallas, TX, 1999, pp. 128-132.

9. H. Lin and L. Harn, “Authentication Protocols with Nonrepudiation Services in Personal Communica-
tion Systems,” IEEE Commun. Lett., vol. 3, 1999, pp. 236-238.

10. R. Shirey, “Internet Security Glossary,” IETF RFC 2828, 2000.

11. A. Westerinen, J. Schnizlein, J. Strassner, M. Scherling, B. Quinn, J. Perry, S. Herzog, A.N. Huynh,
M. Carlson, and S. Waldbusser, “Terminology for policy-based management,” IETF RFC 3198, 2001.

12. IETF AAA Working Group, “Mobile IP AAA Requirements,” IETF RFC2977, October 2000.

13. C. Rigney, “Remote Authentication Dial In User Service (RADIUS),” IETF RFC2138, 1997.

14. C. Rigney, “RADIUS Accounting,” IETF RFC2139, 1997.

15. Network Working Group, “RADIUS Accounting,” IETF RFC 2866, June 2000.

16. C. Finseth, “An Access Control Protocol, Sometimes Called TACACS,” IETF RFC1492, 1993.

17. D. Carrel and L. Grant, “The TACACS+ Protocol: Version 1.78,” IETF Internet Draft, <draft-grant-
tacacs-02.txt>, 1997.

18. J. Kohl and C. Neuman, “The Kerberos Network Authentication Service (V5),” IETF RFC1510, 1993.

19. U. Carlsen, “Optimal Privacy and Authentication on a Portable Communication System,” Op. Sys. Rev.,
vol. 28, 1994, pp. 16-23.

20. C. Park et al., “On Key Distribution and Authentication in Mobile Radio Networks,” Proc. Advances
in Cryptology-Eurocrypt 93, Szombathely, Hungary, 1993, pp. 461-465.

21. M. Tatebayashi and D. B. Newman, “Key Distribution Protocol for Digital Mobile Communication
Systems,” Proc. Advances in Cryptology-Crypto 89, Houthalen, Belgium, 1989, pp. 324-333.



294 MINGHUI SHI et al.

22. B. Aboda and M. Beadles, “The Network Access Identifier,” IETF RFC 2486, Jan. 1999.

23. P. Calhoun and C. Perkins, “Mobile IP Network Access Identifier Extension for IPv4,” IETF RFC 2794,
Mar. 2000.

24. E. Shim and R. D. Gitlin, "Reliable and Scalable Mobile IP Regional Registration," IETF Internet Draft,
<draft-shimmobileip-reliable-reg-00.txt>, Apr. 2001



12

AN EXPERIMENTAL STUDY ON
SECURITY PROTOCOLS IN WLANS

Avesh Kumar Agarwal
Department of Computer Science
North Carolina State University
E-mail: akagarwa@unity.ncsu.edu

Wenye Wang
Department of Electrical and Computer Engineering
North Carolina State University
E-mail: wwang@eos.ncsu.edu

Wireless Local Area Networks (WLANs) are vulnerable to malicious attacks due to their
open shared medium. Consequently, provisioning enhanced security with strong crypto-
graphic features and low performance overhead becomes exceedingly necessary to actualize
real-time services in WLANs. In order to exploit full advantage of existing security proto-
cols at various layers, we study the cross-layer interactions of security protocols in WLANs
under different network scenarios. In particular, we present a detailed experimental study
on the integration of commonly used security protocols such as WEP, 802.1x and EAP,
IPsec and RADIUS. First, we classify individual and hybrid policies, and then, define se-
curity index and cost functions to analyze security strength and overhead, quantitatively,
of each policy. By setting-up an experimental testbed, we measure performance cost of
various policies in terms of authentication time, cryptographic cost and throughput using
TCP/UDP traffic streams. Our results demonstrate that in general, the stronger the secu-
rity, the more signaling and delay overhead, whereas, the overhead does not necessarily
increase monotonically with the security strength. Therefore, it is suggested to provide
substantial security at a reasonable cost of overhead with respect to mobile scenarios and
traffic streams. Also, we notice that authentication time will be a more significant factor
contributing towards QoS degradation than cryptographic cost, which is critical to real-time
service in wireless networks.

1. INTRODUCTION

Wireless Local Area Networks (WLANs) have become prevalent for providing
ubiquitous internet access for mobile users. However, security is of utmost concern
in WLANs, because interception and eavesdropping of data in transit by malicious users
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become easier due to shared and broadcast air medium [1], [2]. Therefore, several
security protocols such as wired equivalent privacy (WEP), 802.1x port access control
with extensible authentication protocol (EAP) support are proposed to address security
issues [3], [4], [5], [6], [7]. Moreover, due to strong security provided by IP security
(IPsec) in wired networks, it is considered a good option for establishing virtual private
networks (VPNs) [8] in wireless network also. However, existing studies demonstrate
various types of malicious attacks on these protocols [3], [9], [10]. Consequently,
researchers have studied these security protocols individually with respect to crypto-
graphic properties to enhance security in the network [11], [12], [13]. In this study,
we explore cross-layer interactions of existing security protocols by integrating the
protocols at several layers to enhance security in WLANs.

Moreover, security protocols incur performance overhead due to the configuration
and messages at different layers in the network. Meanwhile, many real-time wireless
applications have shown an increasing demand for better quality of service (QoS) in
real networks [14]. Therefore, it becomes mandatory to determine the performance
impact of the security protocols in real-time networks for better QoS. Existing studies
in the past have focused mainly on improving cryptographic perspective of security
protocols, whereas lacking detailed quantification of performance overhead associated
with the protocols [11], [12], [13]. In this study, we provide comprehensive real-time
measurements of performance overhead associated with security protocols at various
layers in WLANs.

Measurements are very important to determine the realistic view of the performance
overhead associated with the security mechanisms. Therefore, to gain fundamental
understanding of performance impact due to security protocols, experimental studies are
carried out in the past in various network environments [8], [15], [16], [17]. However,
these studies have explored security protocols as a stand-alone mode. Moreover, these
studies perform experiments in few network scenarios providing less detailed real-time
results. In this work, we study the cross-layer integration of security protocols in
various non-roaming and roaming network scenarios to gain a deeper understanding
of the associated performance overhead. Measurements provided in this study are
explained to show how integration of quality of service (QoS) and security service
affects system performance.

To achieve above goals, we have setup a real-time experimental testbed. The test-
bed is a miniature of existing wireless networks, which ensures that our experimental
results can be mapped to large-scale wireless networks. The testbed consists of two
subnets for configuring various network scenarios. We install open source versions
of commonly used security protocols such as 802.1x, EAP, IPsec and RADIUS in the
testbed. Security protocols are classified into individual and hybrid security policies to
study cross-layer interactions. Moreover, we define security index and cost functions
to analyze security strength and overhead associated with each security policy, respec-
tively. Authentication time, cryptographic cost and throughput are the performance
metrics evaluated under TCP and UDP traffic streams. Moreover, we discuss various
attacks on security policies and demonstrate that hybrid security policies (cross-layer
integration of security protocols) are less vulnerable than individual security policies.
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Our observations demonstrate that there is always a tradeoff between security and
performance associated with a security policy, depending upon the network scenario
and traffic types. In general, we observe that security policy with higher strength is
not always the best option for all scenarios. We find that the cross-layer integration
of security protocols may provide the strongest protection, but with more overhead
together. Our results demonstrate that in general, the stronger the security, the more
signaling and delay overhead, whereas, the overhead does not necessarily increase
monotonically with the security strength. Moreover, we observe that IPsec policies
provide the best tradeoff between security and performance for authentication time;
802.1x-EAP-TLS policy is the best suitable option for low cryptographic cost and better
security strength in many scenarios. In addition, experimental results for throughput
reveal that authentication time will be a more significant factor contributing towards
QoS degradation in the network than cryptographic cost.

The rest of the chapter is organized is as follows. Section 2 discusses the back-
ground of existing security protocols for WLANs. Details of the testbed, network
scenarios and classification of security policies are provided in Section 3. Security
index and cost functions to analyze the security strength and performance overhead as-
sociated with security policies are presented in Section 4. Section 5 explains procedure
to carry out experiments. Detailed performance evaluation of experimental results is
provided in Section 6. Section 7 discusses vulnerabilities associated with individual
security policies with respect to malicious attacks and countermeasures in cross-layer
integration of security policies. Finally, Section 8 concludes the chapter.

2. BACKGROUND

To address security issues, many protocols are developed, which operate at different
network layers. Wireless Equivalent Privacy (WEP), 802.1x with Extensible Authen-
tication Protocol (EAP), Remote access dial in user service (RADIUS) and IP security
(IPsec) are some of the protocols used in wireless networks. We focus on studying these
security protocols because they operate at different network layers, which will help us
to analyze the overhead introduced by security services across network layers. These
protocols are widely adopted in the wireless networks providing a very close analysis,
which will be useful for the real-time networks. Brief description of these protocols is
as follows:

MAC Layer Protocols: WEP is the very first protocol to be considered for wireless
networks. WEP has been identified to be susceptible to many type of attacks [3]. To
overcome WEP weaknesses, IEEE 802.1x standard is designed to provide stronger
security [4], [5], [6], [7]. 802.1x works at MAC layer and provides port-based access
control for wireless nodes. In addition, 802.1x exploits the use of EAP (MD5,TLS),
which is used as transport mechanism [4]. Besides considering MAC layer security
protocols, we also evaluate network layer and application layer security protocols such
as IPsec and RADIUS in the experimental testbed.
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Higher Layer Protocols: IPsec is a network layer protocol, originally designed for
wired network, which is now being considered for wireless networks due to its strong
authentication and cryptographic methods. Further, TSL is a transport layer protocol
and successor to Socket Security Layer (SSL), which is the most widely deployed
security protocol on the Internet. At application layer, we consider RADIUS protocol,
which is based on client-server architecture.

Existing security protocols have some drawbacks and are prone to several attacks.
For example, according to previous studies, WEP and 802.1x are susceptible to many
types of attacks [3], [9] and [10]. In addition, there are other studies which explain
the security aspects of WLANs providing overview of various security protocols such
as [2]. To overcome these problems, researchers have come up with many solutions
to improve the security aspects of these protocols in recent years. For example, re-
cently a new authentication protocol is proposed for wireless networks in [19]. In
addition, other works have proposed solutions to improve security for mobile wireless
networks [11], [12] and [13]. Moreover, there are other studies, which focus on perfor-
mance aspects of security protocols. For example, a performance analysis of different
protocols of IPsec is provided in [15]. Similarly, IPsec performance is also analyzed as
virtual private networks (VPN) in [8]. In addition, a proposal is provided to implement
wireless gateway for WLAN based on IPsec protocol in [16]. But, we observe that most
of the research is focused on security aspects with little thoughts given to performance
impact of security protocols on system performance. Therefore, we conduct compre-
hensive experimental analysis to uncover performance issues associated with security
protocols in mobile wireless LANs.

Our study focuses on the impact of security protocols on different user’s mobility
scenarios in combination with IP mobility in WLAN roaming. Moreover, our analysis
has considered a wide range of security protocols at different layers such as 802.1x,
WEP, SSL other than just IPsec. Unlike previous studies, we focus on the quality of
service (QoS) aspects of the network determining impact on QoS when security services
are enabled in the wireless networks. To our knowledge, this is the first experimental
study on this issue, which analyzes security protocols in various mobility scenarios.

3. IMPLEMENTATION SETUP

In this section, we provide details of the experimental testbed including hardware
equipments and software configurations. Figure 1 shows an example of testbed archi-
tecture in which two subnets are illustrated. Although, we show only two subnets; with
different combinations in hardware and software, virtually we create a heterogeneous
environment that captures mobile scenarios of wireless local area networks.

3.1. Hardware Configuration

Mobile IP is used to support mobility and routing in our testbed. A mobile node
(MN) is defined as the wireless node, which is able to change its point of attachment
[20]. Different mobile nodes used in our testbed consist of iPAQ (Intel StrongARM
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Figure 1. Wireless LAN Testbed.

206 MHZ), Sharp Zaurus (Intel XScale 400 MHz) and Dell Laptop (Celeron Processor,
2.4GHZ). Home agents (HA), A-HA and B-HA, are the gateways in a mobile node’s
home network (HN) where the mobile node registers its permanent IP address. In our
testbed, home agents (HA) are gateways for Subnets A and B and are Dell PC with
Pentium IV 2.6 GHZ. Foreign agents (FA) are the gateways in a foreign network (FN)
where a mobile node obtains a new IP address to access to the network. Home agents
have the functionalities of foreign agents as well in our testbed. They are connected
to Cisco Access Points (Cisco Aironet 1200 series) to provide wireless connectivity.
In addition, the home agents have functions of IPsec gateways and RADIUS server
for IPsec and 802.1x, respectively. An IPsec tunnel is setup between home agents to
provide security over the wired segment in our testbed. Hosts A-Host and B-Host act
as wired correspondent nodes in Subnets A and B and are Dell PC with Pentium IV 2.6
GHZ. Cisco Catalyst 1900 series is used as a network switch to provide connectivity
between two subnets via the router. We have used Netgear MA 311 and Lucent Orinoco
Gold wireless cards in all mobile devices.

3.2. Software Configuration

All systems use Redhat Linux 9.0 kernel 2.4.20. We have installed open-source
software components for various protocols in the testbed as follows:
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FreeSwan open source is installed on home agents and mobile nodes for IPsec
functionality [21].

Xsupplicant, which provides 802.1x client functionality, has been installed
on mobile nodes [22].

RADIUS server functionality has been provided by FreeRadius and has been
installed on home agents [23].

OpenSSL open source software is installed on home agents [24].

To introduce user mobility in our network, Mobile IP implementation from
Dynamic is installed on mobile nodes and home agents [25].

Ethereal packet analyzer is used for packet capturing.

Iperf and ttcp are used for generating TCP/UDP traffic streams.

3.3. Network Scenarios

Network scenarios are classified into non-roaming (N ) and roaming (R) based on
user’s current location, i.e., whether a user is in its home domain or foreign domain,
respectively. To make the description of scenarios clear, we assume that subnet A is the
home domain for mobile nodes A1 and A2; and subnet B is the home domain for mobile
nodes B1 and B2. All scenarios are demonstrated in Figure 2. Non-roaming scenarios,
represented as N , are defined as the scenarios when both communicating mobile users
are in their home domain. Following are the details of various non-roaming scenario
configured in the testbed.

B2
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A−HA
B−HA

B1

Internet

A2

Subnet A Subnet B
Subnet A Subnet B
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Figure 2. Non-Roaming and Roaming Scenarios.
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Scenario N1: It deals with the situation when both mobile nodes are in the same
subnet, which is their home domain also. For example, when communication
occurs between A1 and A2 as shown in Figure 2(a).

Scenario N2: Mobile nodes communicate with their home agent that is acting
as an application server providing services to mobile clients in the network.
Here, a part of the communication path is wired, which is not the case in
scenario N1. As shown in Figure 2(b), this scenario occurs when home agent
A-HA communicates with A1 or A2.

Scenario N3: It is to capture the impact of security services when partici-
pating mobile nodes are in different domains. For example, when A1 or A2
communicates with B1 or B2 as shown in Figure 2(c).

When at least one of two communicating mobile users is in a foreign domain, we
refer it as roaming scenario, represented as R. The following roaming scenarios are
configured in our experimental testbed.

Scenario R1: This scenario specifies when one end node, which is in a foreign
domain, is communicating with the other node, which is in its home domain,
but two nodes are in different domains. It aims to analyze the effect of security
services on data streams when one node is roaming. As shown in Figure 2(d),
this scenario occurs when node A2 roams to subnet B and communicates with
A1.

Scenario R2: This scenario occurs when both nodes are in the same domain
but one node is roaming. Therefore, current network is the foreign domain for
one node, whereas it is the home domain for other node. It helps us in analyzing
performance impact on data streams when roaming node is communicating with
a non-roaming node in the same domain. For example, when node B1 roams
to subnet A and communicates with A1 or A2 as shown in Figure 2(e).

3.4. Security Policies

Security policies are designed to demonstrate potential security services provided
by the integration of security protocols at different layers. Each security protocol uses
key management protocols, various authentication, and cryptographic mechanisms.
Therefore, a variety of security policies are configured in our experiments by combining
various mechanisms of security protocols. Let P = {P1, P2, . . . , P12} represent the set
of individual and hybrid security policies configured in the network. Next, we explain
these security policies and their significance in detail.

Individual Security Policies

When a policy involves mechanisms in a single security protocol, it is called an
individual security policy. "No security" means that there are no security services



302 AVESH KUMAR AGARWAL and WENYE WANG

enabled in the network. "No Security" policy helps us in comparing the overhead asso-
ciated with others in terms of end-to-end response time, throughput and performance
overhead. In the following paragraphs we discuss security policies for each security
protocol.

WEP Policies: WEP supports 40-bit and 128-bit encryption keys. Although,
we carried out experiments on WEP with 40-bit and 128-bit keys, we found
that results in both cases showed little variations. Therefore, in this paper,
we present WEP only with 128-bit due to longer key size. Although WEP
has been shown vulnerable to many attacks [3], we study WEP in this paper
for two reasons. First, WEP is still being used in many real-time networks
for dynamic session keys along with other security protocols such as EAP-
TLS with 802.1x framework [5]. Second, comparing WEP’s performance with
other security protocols provides a complete study of the performance impact of
existing security protocols for WLANs. P2 is the only individual WEP policy
configured in the testbed.

IPsec Policies: IPsec protocol supports a large set of cryptographic and au-
thentication algorithms, and provides strong security. Since we use Freeswan
[21] for IPsec functionality, our analysis is restricted to the security services
provided by Freeswan open source implementation. Freeswan includes 3DES
as an encryption mechanism, and MD5 and SHA as authentication algorithms.
Since IPsec tunnel mode is considered better by providing stronger security
services than IPsec transport mode, we analyze only IPsec tunnel mode in our
setup. P3 is the only individual IPSEC policy configured in the testbed.

802.1x Policies: In case of 802.1x, we use RADIUS as a backend server main-
taining users’ secret credentials. EAP is used as a transport mechanism that
involves MD5 and TLS modes. Since FreeRadius open source also supports
MD5 and TLS, we analyze 802.1x with EAP in both TLS and MD5 modes.
Although EAP-MD5 is not considered a very strong authentication mechanism
for WLANs [26], it can provide better security when configured with other
security protocols. Therefore, we believe that inclusion of EAP-MD5 makes
our study complete. Moreover, as a discussing performance aspect of various
security protocols is the main objective of this paper, inclusion of EAP-MD5
enables us to provide comprehensive performance measurements of the existing
security protocols in WLANs. Policies P5 and P6 are two 802.1x individual
policies configured in the testbed.

Hybrid Security Policies

When security policies involve mechanisms belonging to multiple security proto-
cols at different network layers, they are called hybrid security policies. Such policies
are required, if visiting clients have security support at more than one network layer.
Therefore, the network can fulfill the needs of a large number of clients. Also, security
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functionalities required by the network may not be fulfilled by one security protocol,
leading to the need for configuration of more than one security protocol in the network.

Our study incorporates security services provided by WEP, IPsec and 802.1x in
different ways. Initially we focus on the combination of IPsec and WEP. We first
analyze the overhead associated with IPsec (3DES, MD5 and SHA) and WEP (40 or
128 bits), but here we present results only for IPsec (3DES, SHA) and WEP (128 bits)
due to page limit. Then we perform experiments with 802.1x and WEP to capture
combined effects of all security services at MAC layer and transport layer. Finally, we
unite different security services of 802.1x, WEP and IPsec together for analysis. P4,
P7, P8, P9, P10, P11 and P12 are hybrid security policies configured in our testbed.
Integration of different security protocols helps us answer a vital question, i.e., whether
it is beneficial to combine security mechanisms at different network layers at the cost of
adding extra overhead. A subset of security policies and associated features are shown
in TABLE 1.

Table 1. Features of Security Policies.

Policy No. Security Policies “A” “C” “D” “N” “M”

P1 No Security

P2 WEP-128 bit key Y Y

P3 IPsec-3DES-SHA Y Y Y Y Y

P4 IPsec-3DES-SHA-WEP-128 Y Y Y Y Y

P5 8021x-EAP-MD5 Y

P6 8021x-EAP-TLS Y Y Y

P7 8021X-EAP-MD5-WEP-128 Y Y

P8 8021X-EAP-TLS-WEP-128 Y Y Y Y

P9 P7 +IPsec-3DES-MD5 Y Y Y Y Y

P10 P8 + IPsec-3DES-MD5 Y Y Y Y Y

P11 P7 + IPsec-3DES-SHA Y Y Y Y Y

P12 P8 + IPsec-3DES-SHA Y Y Y Y Y

In the above table, “A” denotes authentication; “C” denotes confidentiality; “D”
denotes data integrity; “N” denotes non-repudiation; and “M” denotes mutual authen-
tication.
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4. SECURITY INDEX AND COST ANALYSIS

In this section, we present a simple model to analyze the security strength of various
policies. Then, we develop cost functions to evaluate the associated security features of
each policy. Our model is based on security features such as authentication, encryption,
data integrity, non-repudiation, access control and mutual authentication required by a
security policy.

4.1. Security Index (SI)

In this work, we aim to represent the security services that can be configured
in security protocols. Our goals regarding quantifications of security of a system are
manifolds. Generally, there are requirements to quantify the security even before system
is deployed so that an appropriate security policy can be chosen. Therefore, it is not
possible to observe the system behavior in advance for security quantification. In
addition, the approach for quantifications should be simple and practically feasible
with regards to processing time and implementation, so that it can be implemented
even in resource constrained environments. Moreover, quantification should have fine
granularity to have clear distinction among the strengths of security policies. As existing
studies lack one or more goals desired by us, we define security quantification method
based on linear sum of weights assigned to various mechanisms in a security policy.

Every security policy provides some security features such as authentication and
confidentiality in our experimental study. However, it is difficult to quantify the security
strength delivered to a system or a network by a security policy based on its features.
This is due to the fact that it is almost impossible to predict that when a system or a
network can be compromised in the future during the configuration of a security policy.
Generally, it is not easy to be fair in comparing two policies with different features.
For example, assume that a security policy Pα consists of 2 features which are very
strong, and another security policy Pβ has of 4 features which are relatively weak. If
we compare two policies with respect to the 2 features of Pα, then we can conclude
that Pα provides stronger security than Pβ . However, if we compare Pα and Pβ with
respect to the 2 features not in Pα but in Pβ , we find that Pβ is better than Pα. The
justification of which security policy is better than the other depends upon network
requirements, policies installed, and features activated in a network. We define few
terms to make discussion clear while defining security index and assigning weights to
security features.

Security Feature: Security services, such as authentication, mutual authentica-
tion, confidentiality, data integrity and non-repudiations, are defined as security
features.

Security Mechanism: Various protocols, such as EAP-MD5, EAP-TLS, IPsec,
WEP and so on, which consists of different algorithms and protocols, are defined
as security mechanisms. A security mechanism can provide more than one
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security features. For instance, EAP-MD5 can provide authentication and data
integrity security features.

We define security index to quantify and understand the strength of security policies
by using weights associated their security feature. By defining security index, we aim
to achieve the following goals.

As it is generally intuitive that security policy with more number of features is
considered stronger than a security policy with less number of features. There-
fore, our definition of security index should follow this intuition.

In addition, if two policies have the same number of security features associated
with them, the policy with strong security features is considered stronger than
the policy with weak security features. Therefore, our weight assignments to
different security mechanisms ensure that policy with strong security features is
assigned a higher value of security index than other policies with weak security
features.

Weights assigned to different security mechanisms and the resultant security
indices of security policies signify whether a security policy is stronger or not
from other policies. Security indices do not imply the absolute security strength
of a policy, which is hard to quantify.

Although, our definition of security index can be applied in different other sce-
narios not explored here, the weight assignment to various security mechanisms
is unique to this study. If security protocols with different security mechanisms
are considered, then weights assignments may require the modifications to var-
ious weights to accommodate different security mechanisms.

Now, we define security index as described below. We consider five security
features, authentication, mutualauthentication, confidentiality, dataintegrity
and non repudiation, for assigning weights to different security mechanisms. Let

wi
A be the weight of a mechanism i on authentication.

wi
C be the weight of a mechanism i on confidentiality.

wi
T be the weight of mechanism i on data integrity.

wi
R be the weight of a mechanism i on non-repudiation.

wi
M be the weight of a mechanism i on mutual authentication.

Assume a security policy Pα consists of n security mechanisms. Then, security
index security policy Pα of is a metric which is defined as

SI(Pα) =
n∑

i=1

wi
AIA + wi

CIC + wi
T IT + wi

RIR + wi
MIM (1)



306 AVESH KUMAR AGARWAL and WENYE WANG

In the above expression, I(·) is an indicator function, which equals to 1 if that
particular security feature is provided by the mechanism i, otherwise zero. Next, we
explain weight assignments in detail.

The purpose of weight assignment to each security mechanism is to quantify
strengths of different security mechanisms with respect to various security features.
Weight assignment to these security mechanisms is based on several criteria such as
the key length and use of digital certificates used in a particular mechanism, which are
explained in detail below.

Since WEP-128, 802.1x-EAP-MD5, IPsec and 802.1x-EAP-TLS provide au-
thentication feature in the testbed, four different weights are assigned to each
of them. Weights assigned to each of these mechanisms are based on their
relative strengths. WEP-128 is assigned the lowest weight of 1 due to its weak
cryptographic algorithm [3]. 802.1x-EAP-TLS is assigned the highest weight
of 4 due to its use of digital certificate for signing private keys. IPsec is as-
signed weight of 3 which is lower than the weight assigned to 802.1x-EAP-TLS,
because IPsec uses public key cryptography without certificates unlike 802.1x-
EAP-TLS. Although digital certificate can be used with IPsec as well, but we
use IPsec without certificate due to some practical problems in configuring
them together in the testbed. On the other hand, 802.1x-EAP-MD5 is assigned
weight of 2 which is lower than those of IPsec and 802.1x-EAP-TLS, because
it uses weak unencrypted user-password mechanism [27].

In case of mutual authentication, IPsec and 802.1x-EAP-TLS mechanisms are
considered, and are assigned weights of 1 and 2, respectively. The reason for
assigning a higher weight to 802.1x-EAP-TLS than IPsec is the same as we
described for the authentication feature.

In addition, WEP-128 and 3DES offer confidentiality feature for various secu-
rity policies in the testbed. 3DES encryption mechanism is allocated higher
weight of 2 than the weight of 1 assigned to WEP-128, because 3DES provides
complex and more secure cryptographic algorithm than WEP-128.

IPsec with SHA/MD5 and 802.1x-EAP-MD5 provide the data integrity security
feature. Since SHA uses longer keys than MD5 [28], IPsec with SHA is
assigned a higher weight of 2 than those of IPsec with MD5 and 802.1x-EAP-
MD5. IPsec with MD5 and 802.1x-EAP-MD5 are assigned the same weight
of 1, because both of them use MD5 algorithm.

We have considered IPsec and 802.1x-EAP-TLS as security mechanisms with
respect to non-repudiation. 802.1x-EAP-TLS policy is assigned a higher weight
of 2 than the weight 1 of IPsec.

In general, we notice that TLS has been assigned a higher weight than MD5,
because it makes use of digital certificates which provide stronger authentication and
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access control mechanism than MD5 [27]. Note that the weight assigned to each
protocol signifies only its relative strength corresponding to other protocols. These
weights do not imply any quantification of absolute security strength associated to a
security protocol. For instance, if two mechanisms providing authentication feature
are assigned weights of 4 and 1, respectively, it does not mean that the mechanism
with weight 4 is four times stronger than the mechanism with weight 1 with respect to
authentication feature. It only signifies that the mechanism with weight 4 is stronger
than the mechanism with weight 1 with respect to authentication feature. The weights
assigned to each protocol are shown in Table 2.

Table 2. Weights Associated with Security Protocols.

Security Feature Security Mechanism Weight

Authentication WEP-128 (Shared) 1

(wA) 802.1x-EAP-MD5 2

IPsec 3

802.1x-EAP-TLS 4

Mutual (wM ) IPsec 1

Authentication 802.1x-EAP-TLS 2

Confidentiality WEP-128 1

(wC) 3DES 2

Data Integrity MD5 (IPsec/802.1x-EAP) 1

(wT ) SHA (IPsec) 2

Non-repudiation IPsec (ESP) 1

(wR) 802.1x-EAP-TLS 2

Next let us look at an example of how SI is obtained. We notice from Tables 1 and
2 that P12 (802.1x-EAP-TLS-WEP-128-IPsec-3DES-SHA) consists of 3 mechanisms:
IPsec-3DES-WEP, WEP-128 and 802.1x-EAP-TLS. These 3 mechanisms consist of 10
features: 5 by IPsec-3DES-WEP, 2 by WEP-128, and 3 by 802.1x-EAP-TLS. Let i, j
and k represent IPsec-3DES-WEP, WEP-128 and 802.1x-EAP-TLS, respectively. By
using Table 2, weights of features provided by IPsec-3DES-SHA are wi

A = 3, wi
M = 1,

wi
C = 2, wi

T = 2, and wi
R = 1. The corresponding weights of features in WEP-128

are wj
A = 1, wj

M = 0, wj
C = 1, wj

T = 0, and wj
R = 0. With 802.1x-EAP-TLS, we

obtain the weight as wk
A = 4, wk

M = 2, wk
C = 0, wk

T = 0, and wk
R = 2. Although

802.1x-EAP-TLS can provide confidentiality and data integrity, but in our testbed, it is
used in access control for authentication in wireless network without its confidentiality
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and data integrity features. Therefore, we do not take into account the confidentiality
and data integrity features in 802.1x-EAP-TLS. According to (1), P12 has an index of

SI(P12) = wi
A + wi

M + wi
C + wi

T + wi
R

+wj
A + wj

M + wj
C + wj

T + wj
R

+wk
A + wk

M + wk
C + wk

T + wk
R. (2)

By substituting the weights of various features, the value SI for policy P12 is
3+1+2+2+1+4+2+2+1+1 = 19. For comparative study, we normalize the SI
values of other policies based on the highest value of 19 of security policy P12. Table 3
lists actual and normalized SI (NSI) values of security policies in the increasing order.

Table 3. Security Index.

Policy P1 P2 P5 P7 P6 P3 P8 P4 P9 P11 P10 P12

SI 0 2 3 5 8 9 10 11 12 13 18 19

NSI 0 10.5 15.8 26.3 42.1 47.4 52.6 57.9 63.2 68.4 94.7 100

4.2. Cost Analysis

Now we analyze performance cost associated with various security policies in
terms of authentication time, cryptographic cost and throughput. Metrics, authentica-
tion time and cryptographic cost, are associated with authentication phase and encryp-
tion/decryption process of a security policy, respectively. On the other hand, throughput
helps us in quantifying QoS degradation in a network.

Authentication Time

Authentication time is defined as the total time consumed in an authentication
phase of a security policy. We consider authentication time, represented as (CA), as the
cost associated with authentication phase of a security policy. It is due to the fact that
time involved in an authentication phase is one of the important factors contributing
towards performance impact in a network. Here, we describe steps to calculate the
authentication time (CA) as follows:

Assume that security policy Pα is configured in the network. Let the total time
involved in transmitting, receiving and processing kth packet by Pα during its
authentication phase be denoted as Tk(Pα).

Assume that n packets are exchanged during authentication phase. Then, au-
thentication time can be represented as,
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CA(Pα) =
n∑

k=1

Tk(Pα). (3)

Cryptographic Cost

Cryptographic cost represents the performance overhead associated with a security
policy. Since we compute the cost of authentication phase of a security policy separately
in terms of authentication time, cryptographic cost involves overhead due to other
security features, such as encryption/ decryption, data integrity and so on. Below we
describe the procedure for calculating the cryptographic cost of a security policy.

Let Pα denote the case that there is no security policy configured in the network
and Pα denote security policy when there is some security service configured in the
network where α = {2, 3, . . . , 12}. Let ts(k, Pα) denote the time required to process
kth packet by a sender s during the configuration of security policy Pα in the testbed.
The time duration, ts(k, Pα), usually involves adding extra header by security policy,
encryption of packet and so on. Let tr(k, Pα) denote the time required to process kth
packet by a receiver r during the configuration of security policy Pα in the testbed. The
time duration, tr(k, Pα), usually involves removing extra header of security policy,
decryption of packet and so on. Let tsr(k, Pα) denote the time taken by the kth packet
in traversing the network between the sender and the receiver during security policy Pα.
Therefore, the total time involved in processing the kth packet, denoted by T (k, Pα),
between the sender and the receiver during policy Pα is the sum of three time periods
defined above, and is given by,

T (k, Pα) = ts(k, Pα) + tr(k, Pα) + tsr(k, Pα). (4)

Assume that n packets are transmitted between the sender and the receiver, then the
total time required for processing n packets during security policy Pα is the sum of
time involved in processing all n packets, that is,

n∑
k=1

T (k, Pα) =
n∑

k=1

[ts(k, Pα) + tr(k, Pα) + tsr(k, Pα)]. (5)

Consider that the number of bits in each packets may be different, for example, the size
of kth packet is bk bits. Then the total number of bits in n packets, denoted as Bn, is,

Bn =
n∑

k=1

bk. (6)

Now we compute bit rate associated with various security policies to measure the
associated cryptographic cost with each policy. LetRB(Pα)denote the bit rate (bits/sec)
that can be experienced during security policy Pα. Using (5) and (6), bit rate for security
policy Pα can be obtained as:
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RB(Pα) =
Bn∑n

k=1(ts(k, Pα) + tr(k, Pα) + tsr(k, Pα)
. (7)

Assume that CC(Pα) denotes the cryptographic cost associated with security policy
Pα. In this work, we evaluate the cryptographic cost as the difference between the bits
rates for security policies (Pα) and (P1). Then, CC(Pα) can be calculated as follows:

CC(Pα) =
Bn∑n

k=1(ts(k, P1) + tr(k, P1) + tsr(k, P1))

− Bn∑n
k=1(ts(k, Pα) + tr(k, Pα) + tsr(k, Pα))

. (8)

Throughput (bits/second) (η)

It is defined as the data transferred per unit time between participating nodes during
the configuration of a security policy in the network. According to this definition, we
observe that if the data is represented in bits, then the throughput associated with a
security policy is same as the bit rate associated with a security policy that we computed
previously during the calculation of cryptographic cost. Therefore, throughput (η)
during security policy Pα can be represented as follows:

η(Pα) =
Bn∑n

k=1(ts(k, Pα) + tr(k, Pα) + tsr(k, Pα)
. (9)

5. DATA ACQUISITION

For each security service configured in our testbed, experimental data are collected
in two phases. The first phase collects measurements during the initial negotiation of
protocols. The second phase focuses on generating streams, and then collecting data
such as throughput and response time for different security policies. In addition, the
transmission rate for each wireless card has been set to 11Mbps.

In the First phase, we concentrate on taking data that is related to initial negotia-
tions, which take place during the handshake stage of any protocol. We use Ethereal
network packet analyzer to capture the packets exchanged in handshake phase. Using
timestamp option provided in every packet, we record the time difference between the
first and last packet of the negotiation phase. Since in our analysis, we interpret initial
negotiation phase as the authentication phase, data obtained in this manner is used to
compute and compare authentication time for different security services.

The Second phase in our study includes generating different traffic streams in the
network between two participating nodes. We use ttcp and Iperf traffic generators,
because they can generate TCP and UDP traffic. Moreover, these utilities provide
different types of statistics such as end-to-end delay, throughput, packet loss, and so
on. Also, we can verify whether measurements provided by one tool are in consistent
with experimental data provided by other tools.
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Initially, we generate TCP and UDP streams with different data sizes. But after
analyzing experimental data obtained, we observed that, for smaller size data, differ-
ences in measurements of security services are not visible, so they are not helpful in
the analysis. Then, we focus our measurement on larger data size such as 16MB from
which we can notice significant differences in the measurements. The data obtained in
this phase is used to investigate and compare network throughput and protocol over-
head for different security services configured in the testbed. Moreover, we repeat
experiments more than 15 times to obtain accurate measurements. The average values
of these measurements are further used in our analysis and comparison.

6. EXPERIMENTAL RESULTS

In this section, we discuss experimental results obtained for afore-mentioned se-
curity policies in various mobility scenarios. We provide experimental data for authen-
tication time, cryptographic cost and throughput defined in Section 4. Experimental
results presented in this section are particular to the open source software used in the
network. As other existing implementations of security protocols may demonstrate var-
ied performances depending upon the software design, coding methods and language
used; actual quantitative results may vary slightly as compared to the results presented
in this paper. Moreover, to draw useful conclusions, we categorize the security policies
in three groups having low, middle and high security strength as described below.

Low Security Group: P2, P5, P6 and P7 belong to this group and are the
security policies with SI values below 45%.

Middle Security Group: Security policies with SI values between 45% and
70%, such as P3, P4, P8, P9 and P11, are in the middle security group.

High Security Group: Security policies, P10 and P12, have SI values ap-
proaching to 100% and belong to the high security group.

6.1. Authentication Time

Authentication time is associated with the initial phase of a security policy as
defined in Section 4. During this period, a mobile node provides its credentials to the
authentication server, such as home agent or foreign agent in the testbed, to access a
network. Messages exchanged during the initial phase of a security policy vary with the
security mechanisms involved in the policy. Moreover, authentication time for various
policies is obtained for non-roaming and roaming mobility scenarios, respectively.
Table 5 shows authentication time for individual protocols, whereas Table 4 shows
authentication time (CA in sec) for IPsec and 802.1x policies. Since WEP does not
involve exchange of control messages, there is no authentication time involved with it.
Since Mobile IP is used for enabling mobility in the testbed, authentication time (CA) for
IPsec and 802.1x involves Mobile IP authentication time as well. In addition, Figures
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3 and 4 demonstrate the authentication versus SI. Note that SI values are demonstrated
in an increasing order in the figures.

Table 4. Authentication Time.

Policy Non-Roaming Roaming

IPsec (sec) 1.405 2.837

802.1x-EAP (MD5) 0.427 2.176

without IPsec (sec)

802.1x-EAP (MD5) 1.722 3.471

with IPsec (sec)

802.1x-EAP (TLS) 1.822 4.966

without IPsec (sec)

802.1x-EAP (TLS) 3.117 6.281

with IPsec (sec)

Table 5. Individual Authentication Time.

Protocol Time (Sec)

Mobile IP(HA) 0.11

Mobile IP(FA) 1.432

IPsec 1.295

802.1x-EAP-MD5 0.317

802.1x-EAP-TLS 1.712

We observe from Figures 3 and 4 that 802.1x-EAP-TLS policies cause the longest
authentication time among all policies. This is due to the fact that 802.1x-EAP-TLS
uses digital certificate for mutual authentication, which involves exchange of several
control packets. We find that a total of 17 control packets are exchanged during the
initial phase of 802.1x-EAP-TLS, which is much higher than 8 and 9 control packets
exchanged in 802.1x-EAP-MD5 and IPsec authentication phases, respectively. More-
over, IPsec policies generate longer authentication time than 802.1x-EAP-MD5 (with-
out IPsec) policies because of IPsec tunnel establishment. In addition, we can see
that the security policies create longer authentication time in roaming scenarios than
non-roaming scenarios due to the reauthentication in a foreign network. Besides these
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Figure 3. Non-Roaming Scenarios: Authentication Time vs. SI.
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Figure 4. Roaming Scenarios: Authentication Time vs. SI.

general observations, we notice that authentication time does not increase proportion-
ally with respect to the SI of security policies. For example, we recognize that the P3
(IPsec) induces lower authentication time than the P6 (802.1x-EAP-TLS) in all scenar-
ios although it has higher SI value than the P6. Although P10 and P12 cause longer
authentication time than other policies but these policies consist of highest SI values
due to more than one levels of security mechanisms involved.
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We observe that policy P12 (with the highest SI value) consists of longest authen-
tication and incurs around 7 and 3 times longer authentication time than P5 which has
the shortest authentication time in non-roaming and roaming scenarios, respectively.
This observation suggests that variations in authentication time values are less in roam-
ing scenarios than in non-roaming scenarios. In other words that even policies with
lower SI values induce higher authentication time in roaming scenarios. The reason
for this phenomenon is that registration to foreign agent takes a very long time (1.432
sec). Further, authentication time of P6 is approximately 3 and 1.3 times longer than
authentication time of P7 in non-roaming and roaming scenarios, respectively, which
is due to the much higher SI value of P6 than P7. Similar behavior can be observed
between P10 and P11. However, we find that although SI value of P4 is higher than
that of P8, authentication time of P4 is less than that of P8 in both scenarios. There-
fore, it can be concluded that authentication time for security policies does not increase
monotonically with SI values.

Further, P12 with highest SI value incurs around two times longer authentication
time than the security policies in the middle group, for instance IPsec policies, in both
roaming and non-roaming scenarios. Moreover, we discover that security policies,
which are in the middle security group, for example P3, P8, P4 and P9, do not exhibit
much variations in authentication time, and IPsec policies, P3 and P4, induce the lowest
authentication time (1.4 sec in non-roaming and 2.8 sec in roaming) among them. In
addition, authentication time of a security policy in roaming scenarios is about twice of
its authentication time in non-roaming scenarios. An exception is 802.1x-EAP-MD5
(without IPsec) policy which exhibits 5 times longer authentication time due to large
difference between its authentication time (0.432 sec) and registration time to a foreign
agent by mobile node (1.432 sec).

Based on these observations, we conclude that policies in the middle security
group provide the best tradeoff between security and performance overhead, and IPsec
policies, P3 and P4, are the best among them. On the other side, P12 (802.1x-EAP-TLS
with IPsec) is the best suitable for the network carrying very sensitive data.

6.2. Cryptographic Cost

Now, we discuss cryptographic cost associated with security policies in roaming
and non-roaming scenarios. By analyzing cryptographic cost, we capture encryption
and decryption time associated with security policies during the data transmission.
In addition, we have normalized experimental data for comparing results in various
scenarios. Tables 6 and 7 list cryptographic costs in non-roaming and roaming scenarios
for low, middle, and high security, respectively. Values presented in italics in Tables
6 and 7, represent the best-recommended security policies in each security group in a
particular scenario. On the other hand, values presented in bold face indicate the overall
recommended security policy for a particular network scenario.

We notice from Tables 6 and 7 that cryptographic costs associated with policies P4,
P9, P11, P10 and P12 in non-roaming scenarios are very close to each other, showing
little variations. This is due to the fact that these policies use the same IPsec and WEP
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Table 6. TCP Cryptographic Cost (Kbits/sec): Low Security.

Scenarios No Security Low Security

P1 P2 P5 P7 P6

N1 0 71.10 11.88 75.88 11.47

N2 0 70.90 2.09 101.88 3.92

N3 0 108.78 7.29 105.11 4.33

R1 0 90.43 1.97 104.81 6.15

R2 0 208.04 25.60 232.66 1.79

Table 7. TCP Cryptographic Cost (Kbits/sec): Middle and High Security.

Scenarios Middle Security High Security

P3 P8 P4 P9 P11 P10 P12

N1 264.90 77.21 302.80 286.89 313.94 291.48 301.77

N2 273.45 57.15 311.70 347.33 298.78 299.25 296.13

N3 304.59 118.71 331.68 343.84 378.10 382.87 343.52

R1 209.54 92.19 216.27 246.49 251.56 259.97 260.81

R2 318.32 230.78 367.53 393.13 391.12 381.70 395.29

mechanisms which are the dominating factors contributing towards their cryptographic
costs. Generally, the policies P4, P9, P11, P10 and P12 exhibit 16% higher crypto-
graphic costs than P3, and around 3.5 times higher than that of P2, P7 and P8. The
reason is that policies P4, P9, P11, P10 and P12 have more than one levels of encryption
and decryption mechanisms associated with them. Further, we observe that P5 and P6
exhibit negligible cryptographic costs, which is due to the fact that these policies do
not consist of any encryption/decryption mechanisms associated with them. Although,
theoretically, cryptographic costs of policies P5 and P6 should be zero, but the small
values obtained are due to some external factors in real-time environments. A closer
look at the table reveals that cryptographic cost increases corresponding to SI values.



316 AVESH KUMAR AGARWAL and WENYE WANG

However, we see that P8 is the policy with a higher SI value but with lower crypto-
graphic cost. Specifically, P8 exhibits almost half of cryptographic cost of policies P4,
P9, P11, P10 and P12, and almost similar to policies P2 and P7.

We also notice the similar behavior for UDP traffic in various non-roaming sce-
narios in our experiments. However, cryptographic costs of security policies for UDP
traffic are less than that of TCP traffic. It is due to the fact that TCP requires acknowl-
edgment for each packet, leading to the transmission of more number of packets through
the networks than UDP. So TCP results in higher encryption and decryption processing
overhead, leading to increased cryptographic cost. Therefore, the observations suggest
that P8 (802.1x-EAP-TLS with WEP) provides the best tradeoff for both TCP and
UDP types of traffic streams in non-roaming scenarios. However, we recognize that in
non-roaming scenarios during UDP traffic, difference between cryptographic costs of
policies P9, P10, P11, P12 (with high SI values), and P8 is relatively less. Therefore,
P12 is a good choice with little extra overhead in these scenarios due to its very strong
security features.

Comparing the cryptographic costs in roaming scenarios, we find that crypto-
graphic cost of P12 (with the highest SI value) is about two times higher than those of
policies P2, P7 and P8, and 25% higher than that of P3 for TCP traffic in R1 scenario.
Whereas, P12 exhibits almost twice the cryptographic cost of P2, P7 and P8, and 24%
higher than P3 in R2 scenario during TCP. On the other side, P12 demonstrates about
4 times higher overhead than P2, P7 and P8, and almost twice of P3 for UDP traffic
in R1 scenario. In addition, P12 shows almost twice the overhead of P2, P7 and P8,
and 40% higher than P3 during UDP traffic in R2 scenario. Moreover, we observe
that P9, P10 and P11 show cryptographic cost very close to P12 with little variations.
Cryptographic costs for P5 and P6 are negligible in almost all scenarios due to the same
reason cited previously. Therefore, we notice that P8 provides the best tradeoff in all
roaming scenarios due to the low overhead associated with it. However, we observe that
variations between cryptographic costs of P12 and P8 are small. Therefore, it suggests
that P12 is also an alternative in roaming scenarios.

6.3. Throughput

To understand the impact of security policies on the network performance, Tables 8
and 9 enumerate throughput exhibited by security policies in different network scenarios
for TCP traffic. We follow the similar methodology for representing values in these
tables as in the tables for cryptographic cost. The only difference is that Tables 8 and 9
illustrate only the overall recommended policy in each scenario. This is due to the fact
that variations in throughput across security policies are not very significant, therefore,
we prefer to represent the overall recommended security policy in each scenario rather
than illustrating the most suitable security policy in each security group.

We observe that the highest variations in throughput for various security policies
during TCP traffic are up to 12%, 13.5%, 14.6% in N1, N2 and N3 scenarios, respec-
tively. Whereas, variations in throughput for UDP traffic are up to 6%, 5.6%, 8% in
N1, N2 and N3 scenarios, respectively. On the other side, roaming scenarios, R1 and
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Table 8. TCP Throughput (Kbits/sec): Low Security.

Scenarios No Security Low Security

P1 P2 P5 P7 P6

N1 (1.0e+03) 2.90 2.83 2.89 2.83 2.89

N2 (1.0e+03) 5.64 5.51 5.64 5.45 5.64

N3 (1.0e+03) 2.97 2.86 2.96 2.86 2.97

R1 (1.0e+03) 2.83 2.74 2.83 2.73 2.83

R2 (1.0e+03) 2.86 2.65 2.83 2.62 2.86

Table 9. TCP Cryptographic Cost (Kbits/sec): Middle and High Security.

Scenarios Middle Security High Security

P3 P8 P4 P9 P11 P10 P12

N1 (1.0e+03) 2.64 2.83 2.60 2.62 2.59 2.61 2.60

N2 (1.0e+03) 5.11 5.53 5.04 4.97 5.06 5.06 5.07

N3 (1.0e+03) 2.67 2.85 2.64 2.63 2.59 2.59 2.63

R1 (1.0e+03) 2.62 2.74 2.62 2.59 2.58 2.57 2.57

R2 (1.0e+03) 2.54 2.63 2.49 2.46 2.47 2.48 2.46

R2, exhibit variations up to 10% and 16% for TCP traffic, respectively. In addition,
from our experiments we find that R1 and R2 demonstrate variations up to 12% and 7%
for UDP traffic, respectively. We notice that variation in throughput values are around
10% in most of the scenario and in some scenarios even lower than 10% Therefore, it
suggests that the effect of security policies over throughput during data transmission
is not very significant. This is based on the fact that we have not taken into account
the cost of authentication time for calculating throughput, because throughput for a
data stream is calculated using the total time involved in transmission of the entire data
after authentication phase is over. Therefore, variations in throughput values presented
in this paper are only because of cryptographic costs. Another reason to segregate
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authentication phase from throughput phase is to measure the authentication cost inde-
pendently, which would be helpful in comparing authentication cost and cryptographic
cost to uncover some useful facts below.

In addition, we believe that, in the future, as hardware becomes faster, crypto-
graphic cost (i.e., time involved in encryption/decryption process) will be reduced
further. Moreover, based on our previous observations from Figure 4, authentication
time in roaming scenarios is very high, and it may affect mobile applications signifi-
cantly as user’s mobility increases. As we observe that variations in throughput across
security policies are almost similar, we speculate that QoS degradation in a network
may be more significant due to the authentication cost than the cryptographic cost in
the future.

7. SECURITY ANALYSIS

In this section, we discuss security issues associated with security policies against
malicious attacks. In addition, we demonstrate the advantages of the cross-layer inte-
gration of security protocols in providing enhanced security.

7.1. Authentication Forging

In the low security group, policy P2 (WEP) offers open or shared key authentica-
tion mechanisms. However, P2 (WEP) is known to be highly vulnerable, and therefore,
prone to authentication forging by malicious users. It is because of the small key space
and the reuse of the same initialization vector (IV) [3] involved in WEP. Therefore, WEP
is not advisable to be used in stand-alone mode in WLANs. Similarly, P5 (802.1x-EAP-
MD5) and P7 (802.1x-EAP-MD5-WEP-128) in the low security group are vulnerable
to authentication forging due to the inclusion of MD5 in which passwords are trans-
mitted in clear-text form [26]. Only policy P6 (802.1x-EAP-TLS) in the low security
group is immune to authentication forging due to digital certificate used in its authenti-
cation process. Policies in the middle and high security groups either include IPsec or
EAP-TLS mechanisms which use public key cryptography and digital certificate, and
therefore, are not vulnerable to authentication forging. Here, we observe that integrated
policies in the middle and high security groups are able to overcome the vulnerability
exhibited by the policies in the low security group.

7.2. Man In The Middle Attack (MITM)

Policies in the low security group are vulnerable to the man in the middle attack
(MITM). For example, policies P5 (802.1x-EAP-MD5) and P7 (802.1x-EAP-MD5-
WEP-128) transmit response in plain-text form, are vulnerable to MITM attack [26].
Since it is easy to decipher WEP security keys [3], it is possible to perform MITM
attack with the policy P2 as well. On the other hand, security policies with IPsec and
TLS protocols are not vulnerable to MITM attack. Although, IPsec employs public key
cryptography, which is vulnerable to MITM attack, ISAKEMP key agreement protocol
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used in IPsec prevents the attack. Whereas, TLS protocol use digital certificate and is
not vulnerable to MITM attacks.

7.3. User Access Control (or Unauthorized Participation)

Besides previous attacks, such as authentication forging and MITM, we observe
that user access control is not strong enough in the policies in the low security group.
Moreover, policies P3 and P4 in the middle security group are not appropriate for the
access control at the user level as well. It is due to the fact that IPsec mechanism used
in policies P3 and P4 works at network layer 3, and provides system authentication
but not user level authentication [21]. For example, if a system is authenticated using
IPsec, any user, authorized or unauthorized, with access to the system can use network
resources. Therefore, for user authentication, P3 and P4 must be employed with higher
layer security protocols. For instance, policies P9 and P11 provide strong security
at layer 3 due to IPsec, and enable user access control by using 802.1x-EAP-MD5.
However, user access control with policies P9 and P11 is not secure because MD5
transmits passwords in clear-text form [26]. Policies P8, P10 and P12 use EAP-TLS
mechanism, and provide strong access control due to the use of digital certificates, and
dynamic keys which are refreshed periodically during a session as well [27]. Here
again, we observe the advantages of integrating security protocols at different layers.

7.4. Fabrication of Messages

Fabrication of message is possible in the network configured with policies in the
low security group, such as P2, P5 and P7. It is due to the fact that it is easier to
decipher security keys used in these policies. However, policies in the middle and
high security groups use IPsec or EAP-TLS with public key cryptography and digital
certificate mechanisms, respectively. Therefore, modification of messages in the transit
is not possible over these policies.

7.5. Denial of Service (DOS) and Traffic Analysis

All policies are vulnerable to denial of service (DOS) and traffic analysis attacks
[29], [30], [31]. The reason is that these attacks are hard to prevent even with very
strong cryptographic features.

In addition, WEP is susceptible to dictionary attacks, statistical cryptanalysis,
known plaintext, and partial known plaintext attacks. Moreover, due to security is-
sues with 802.1x framework, policies P5 to P12 suffer from packet spoofing attacks
[4]. In general, policies P3 and P4 provide enhanced security due to the strong crypto-
graphic and key management protocols used in IPsec. Moreover, policies P10 and P12
are very strong because they use IPsec and EAP-TLS together with WEP [21], [27].
Consequently, P10 and P12 provide strong authentication, confidentiality, mutual au-
thentication, non-repudiation and data integrity features.

In summary, we observe that when security policies are used in stand-alone mode,
they are prone to many attacks. But when we configure protocols at various layers
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together, the attacks associated with a weak protocol can be prevented more effectively
by the strong protocols at other layer. Therefore, the policies in the middle and the
high security groups provide enhanced security and prevent vulnerabilities related to a
single protocol. Therefore, the cross-layer integration of security protocols seems an
advantageous choice in providing better security solutions for many wireless applica-
tions.

8. CONCLUSIONS

In this work, we addressed the issue of performance overhead and security strength
associated with security protocols in WLANs. Specifically, we studied the cross-layer
integration of various security protocols with respect to authentication time, crypto-
graphic cost and throughput in different network scenarios with TCP and UDP data
traffic. Moreover, we performed a comprehensive study to obtain the experimental
results of performance metrics associated with security policies. We found that IPsec
policies, P3 and P4, provide the best tradeoff between security and performance re-
garding authentication time. Moreover, we observed that P8 (802.1x-EAP-TLS) is the
most suitable option for low cryptographic cost and better security strength in many
scenarios. However, we also found that P12 (802.1x-EAP-TLS with IPsec) is also a
suitable option with little extra overhead during some network scenarios.

We noticed that there is always a tradeoff between security and performance as-
sociated with a security policy depending upon the network scenario and traffic types.
It is seen that security policy with higher strength may not always be the best option
for all scenarios with respect to the tradeoff between security strength and performance
overhead. We found that cross-layer integration of security protocols at many layers,
for example, policies P9, P10, P11, P12 provide very strong security but with higher
overhead. Therefore, we suggest that these policies are most suitable for the networks
carrying very sensitive data. Moreover, we noticed that the variations in throughput
under different scenarios are not very large, and concluded that authentication time may
be a more significant factor contributing towards QoS degradation than cryptographic
cost as hardware becomes faster in the future.

In summary, our results recommended the appropriate security policy for each
scenario. In addition, we provided the quantification of performance overhead. We
believe that combination of these results can lay a very strong foundation for designing
new security protocols or improving the existing ones. Moreover, the real-time nature
of our results can enable network designers make intelligent decision regarding the
implementation of security policies in a network. Also, performance measurements for
authentication cost, cryptographic cost and throughput are helpful in deciding about
which security feature should be enabled in a particular scenario while keeping overhead
low. Therefore, our study provide first-hand valuable results, which will be very useful
to the design of network protocols for security and flexible quality of service in future
mobile wireless networks.
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High quality healthcare is an important aspect of the modern society. In this chapter we
address the security and networking architecture of a healthcare information system com-
prised of patients’ personal sensor networks, department/room networks, hospital network,
and medical databases. Areas such as diagnosis, surgery, intensive care and treatment, and
patient monitoring would greatly benefit from light untethered devices which can be unob-
trusively mounted on patient’s body in order to monitor and report health-relevant variables
to the interconnection device mounted on the patient’s bed. Interconnection device should
also have larger range wireless interface which should communicate to the access point in
the patient’s room, operation room or to the access points within the healthcare institution.
The results of measurements will then be stored in central medical database with appropri-
ate provisions for protecting the patient privacy as well as the integrity of personal health
records. We review confidentiality and integrity polices for clinical information systems
and discuss the feasible enforcement mechanisms over the wireless hop. We also compare
candidate technologies IEEE 802.15.1 and IEEE 802.15.4 from the aspect of resilience of
MAC and PHY layers to jamming and denial-of-service attacks.

1. INTRODUCTION

Healthcare is an important area for deployment of wireless sensor and personal
area networks. The IEEE 1073 Medical Device Communications standards organiza-
tion is currently in the process of developing the specifications for wireless interface
communications. The main objective for this effort is to develop universal and inter-
operable devices for medical equipment which are transparent to the user and easily
re-configurable. The group has recognized that developing new wireless technologies
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is not an option and is looking instead in deployment of existing wireless technologies
belonging to IEEE 802 family in the healthcare applications.

There are many research issues related to sensor and Wireless Personal Area
(WPAN) networks in healthcare. First, there are different healthcare applications which
monitor vital signs, electrocardiogram signals (ECG), electroencephalogram signals
(EEG), as well as signals from other electronic or electro-mechanical devices that may
be used in healthcare (dialysis, infusion, . . . ). All these applications require some min-
imum event detection reliability, i.e., the minimum number of data bits per second, as
the result of sampling and digitizing analog variables related to patient health or proper
functioning of electronic and electro-mechanical devices. Therefore, it is important
to pair the medical application with the low rate WPAN technology from the aspect
of sufficient bandwidth as well as from the aspect of supported security mechanisms.
As the bandwidth requirements of different variables and devices vary, it is probably
unrealistic to assume that any given WPAN technology can cope with requirements of
different medical applications. Then, among the candidates for one application it is
necessary to address several issues:

1. We need to define the security policies to be utilized for management and use
of patient medical records within the clinical information system. The policies
should aim to protect the confidentiality and integrity of data from its very entry
into the system at the patient WPAN.

2. To this end, it is necessary to develop appropriate security and network architec-
ture for sensor networks, WLANs, and WPANs that might be deployed within
the clinical information system. That architecture (or architectures) will serve
as the foundation upon which individual health applications can monitor the
health of individual mobile patients without harming their health or life habits.

3. We need to consider secure location management whenever the patient changes
location within the hospital, either because the patient walks around, or his/her
bed is moved from one room to another.

4. We need to look at the security issue of denial of service at the physical and
MAC layers (jamming) which can cut the flow of patient’s data to the monitoring
station. This problem is related to the interference issues since every mobile
patient or patient’s bed presents independent WPAN(s). They might interfere
among themselves, and with WLAN running in the room or WPAN carried by
the doctor/nurse.

5. We need to provide secure interconnections among different WPANs among
themselves and with WLAN. The efficiency of interconnecting devices will
determine the scalability of our secure healthcare network design.

6. The packet delay issue, which is related to the Medium Access Control (MAC)
protocol used in particular technology. It is also necessary to look at the packet
size for given technology since all measured health variables, which are analog
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and hence have to undergo analog-to-digital conversion as well as encryption,
produce a stream of bits with a constant rate. In such cases, packetization delay
becomes an issue.

We begin the chapter by reviewing clinical information security policies. Then,
we propose networking and security architecture of clinical information system which
includes patient sensor networks, wireless local area networks which belong to the
departments, and the central medical database where results of patient examinations are
held. Enforcement of policy rules using cryptographic mechanisms over networking
infrastructure is discussed, followed by a discussion of the classification of medical
applications and pairing with WPAN technologies. We also compare some candidate
technologies for wireless sensor networks from the aspects of MAC and physical layer
security and sensing reliability. A brief summary concludes the chapter.

2. SECURITY POLICY FOR HEALTHCARE SENSOR NETWORKS
AS PART OF CLINICAL INFORMATION SYSTEMS

Sensor networks in medical applications are the edge component of the clinical
information system. The wireless data flows with health variables measurements are
part of ‘personal health information’ and must be protected from the aspect of integrity
and patient privacy before they can be stored in the patient medical record. Actually,
health sensing information forms the most important part of the medical record. The
security policies for medical records have been extensively studied; they have to be
carefully designed in order to (a) limit the number of actors, clinical physicians and
others, that can access the patient record, and (b) control the operations over the record
[2, 4]. The policies are typically expressed as a number of security rules, including the
following:

1. Each medical record has an associated access control list which names the
individuals and groups that may read, update, and append the information to
the record. The system must restrict the access to those identified on the access
control list.

2. One of the clinicians on the access control list (called the responsible clinician)
must have right to add other clinicians to the access control list.

3. The responsible clinician must notify the patient of the names on the access
control list whenever the patient medical record is accessed.

4. Each time the record is accessed, the name of the clinician, the date and time,
and the manner of access have to be recorded.

The purpose of previous four access rules is to control the confidentiality of the
medical record. Patient must consent to the treatment and he/she must have the access
to his/her record at any time. Moreover, the patient must be informed whenever any
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clinician accesses the record. In all previous cases, if the patient is incapacitated to
make the decisions for him- or herself, the authority rests with the legal guardian or
another person with the appropriate power of attorney.

Integrity of the patient’s medical record is protected by the following set of rules:

Creation When a new medical record is created, the clinician creating the record should
have access to it, as should the patient. If the medical record is created due to
the referral from another referring clinician, he/she should also be authorized
to access the record.

Deletion Clinical information cannot be deleted from the medical record until the
predefined time period has passed.

Confinement Information from one medical record may be appended to a different
medical record if and only if the access control list of the second record is a
subset of the access control list of the first.

Aggregation Aggregation of patient data must be prevented.

Enforcement Any computer system that handles medical records must have a subsys-
tem that enforces previous rules.

The need for wireless sensor networks which are integrated in the medical infor-
mation system presents a big challenge to the implementation of aforementioned rules.
Unfortunately, previous access principles can’t be implemented in the network envi-
ronment through simple access lists. Instead, we will need to use some cryptographic
techniques which we will discuss in the next section.

3. SECURITY ARCHITECTURE OF THE WIRELESS LAYER OF THE
MEDICAL INFORMATION SYSTEM

Let us consider the medical information system infrastructure including the wire-
less sensor networks, as shown in Fig. 1. Important parts of the architecture are the
patient security processor (PSP) which is attached to bed and the wireless access point
in the patient room. The PSP is module that implements networking as well as security-
related functions.

From the networking aspect, PSP is the coordinator of sensing nodes which belong
to the patient’s Personal Area Network (PAN) and participates in the Medium Access
Control function of the nodes. For example, for IEEE 802.15.1 technology (Bluetooth)
PSP will be executed on the piconet’s master and for IEEE 802.15.4 PSP will be executed
on the cluster’s coordinator.

From the security aspect, it generates the symmetric encryption key by which all
data packets with sensed health information are encrypted. It distributes the symmetric
key to the sensing nodes by encrypting it with public key which is common for all
sensing nodes. Sensing nodes are pre-configured with the private key by which they
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Figure 1. Security architecture of wireless part of medical information systems.

can decrypt the symmetric key. Sensing nodes will send packets with encrypted payload
and completely authenticated to the patient security processor which forwards them,
possibly aggregated, to the room access point.

The patient room access point is further connected to the central medical record
database through a suitable wired network. The access point forwards encrypted and
authenticated packets to the central database. Data packets which carry measurements
of personal health variables must be authenticated and encrypted in the way which
we discuss below. From the networking point of view access point is interconnection
device which interconnects Personal Area Network technology (IEEE 802.15.1 or IEEE
802.15.4) with the hospital network which might be implemented using wireless LAN
and mesh technologies.

Medical personnel might carry their own PAN nodes and communicate directly to
medical health database through the patient’s room access point.

Security of medical applications over sensor networks has to be protected at every
networking layer. At the physical and MAC layer there exists possibility of denial of
service attack by generating to much interference or by generating unnecessary traffic.
Therefore, MACs should be evaluated from this perspective also. Payload of packets
with sensed data should be encrypted when needed. Also, in some situations, patient’s
location should be hidden as well. Given the hierarchical application architecture, there
should exist layered security architecture with different keys and possibly different
encryption algorithms at WPAN, room and hospital level. The encryption standards
used at particular level should match importance and vulnerability of the data. For
example the traffic at the WPAN level has to be encrypted at the MAC level but the
traffic between access points should be protected by IPSec.

However, security measures will affect the delay and throughput of sensed health
data and this impact has to be carefully evaluated. Initial work on performance eval-
uation of IPSec is presented in [9] but much more needs to be done for multi-tier
communication architecture built over WPANs. We plan to develop multi-layer secu-
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rity architecture which will match confidentiality and integrity of the sensed data and
evaluate the performance of overall application architecture.

4. ENFORCEMENT OF PRIVACY AND INTEGRITY RULES

In order to protect from the attacks from the outside world, all hospital equipment
and personnel must possess the secret ‘hospital/department/room’ key KH . This key is
used to sign and authenticate network packets generated by the equipment and personnel
belonging to specific medical department. Authentication is achieved by calculating the
hash function over the packet with measurement data, hospital/department/room key
and timestamp Ts with time of packet generation. For hash function, we adopt Secure
Hash Algorithm (SHA) [27]. Let us denote i-th packet containing measurements of
some health variable as Pi, its Medium Access Control header as Hi and its payload
as Di. Packet authentication code for packet i(PACi) can then be calculated as

PACi = H(KH , Ts,i, Hi||Di).

4.1. Patient privacy

Aforementioned access policy rules require that only patient and clinicians have
access to patient’s medical record and that patient must be informed of any access to
his/her record. Therefore, this small group must have dedicated secret session key
Kp (p comes from patient who is the principal of the group), but no one from this
group must have the capability to derive the key without the participation of other
members. Particularly, participation of the patient is necessary in all accesses. This
key will be used as encryption key of an symmetric encryption system such as 3-DES
(Data Encryption Standard) or AES (Advanced Encryption Standard). Operations of
encryption and decryption with patient’s key will be denoted as EKp() and DKp()
respectively. Encryption using public key cryptography takes long time and generates
high packet payload which is a problem for existing candidate technologies for wireless
sensor networking.

Process of generating patient’s key requires attention. If the patient is unable to
participate in the decisions regarding his/her healthcare, then his part of the key gener-
ation must be done either by proxy person or by central hospital authority. Clinicians
who are supposed to participate in the key generation are responsible (principal) clin-
ician and referring clinician. Therefore we assume that minimum three entities must
participate in the generation of patient’s key.

One approach which we adopted for patient’s key generation is the concept of
secret sharing with threshold. Secret is divided into n parts called shadows and in order
to recover it, m shadows are needed. This idea was first independently proposed in
[28] and [5]. It was further elaborated in [3, 18] and nice overview of the work in this
area is given in [29].

Priority among the users can be modeled by giving important user more shadows.
For example, for emergency cases central hospital authority together with responsible
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(principal) clinician should be able to reconstruct the patient’s key. The basic math-
ematical idea behind the key generation among m entities is to create the system of
m equations with m variables by using the polynomial with random coefficients. For
example for m = 3 we start from the polynomial:

F (x) = (ax2 + bx + Kp) mod p

where p is public random prime number, a, b < p are secret random numbers and Kp

is patient’s symmetric key. Assume that each participant j in key generation has some
numerical representation of his/her identity IDj . Then the shadows become

F (IDpt) = (aID2
pt + bIDpt + Kp) mod p patient’s shadow

F (IDpc) = (aID2
pc + bIDpc + Kp) mod p principal clinician’s shadow

F (IDrc) = (aID2
rc + bIDrc + Kp) mod p referring clinician’s shadow

F (IDca) = (aID2
ca + bIDca + Kp) mod p central authority’s shadow

To generate the patient’s key and start the measurement of health variables, three
shadows are needed and must be presented to PSP. For the start of measurement, pa-
tient’s shadow, principal clinician’s shadow and central authority’s shadow are suffi-
cient. Three shadows are also needed in order to decrypt the medical record from the
medical database which is also encrypted with Kp. In this case, central authority should
be excluded and key should be recovered from patient’s shadow, principal clinician’s
shadow and referring clinician’s shadow. In this case, patient will be always notified
when his/her record is accessed and he/she will be sure that record is not changed.
Shadows should be changed frequently.

4.2. Timestamping the sensed records as results of patient’s examination

The fourth access rule calls for recording of all accesses for the purpose of auditing.
Auditing requires that accesses are recorded together with the date, time and name of
each person who accessed the record. This problem can be solved by linking current
record of access (timestamp, list of persons involved) with previous records as proposed
in [19, 20, 21, 29, 4]. It is also facilitated by the fact the central medical database can
be associated with the trusted timestamping server. Server builds a tree of hashes of
timestamping requests received for given time period (second, minute). Server further
sends to the medical database signed hashes from the leaf generated by the opening
of patient’s record till the root of the tree. Assume that information about patient’s i
record is n-th leaf in the tree counting from the root and it has format:

RIDpt,n = Tn, Ln, Kp, IDpc, IDrc.

where Ln denotes the record lifetime. Let us denote Hn = H(RIDpt,n). Let us also
assume that timestamping server has public/private key pair Kt and that encryption
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with public and private key is denoted as VKt
and SKt

respectively. Then timestamping
server will associate information about access to the patient’s record with:

SKt
(H(H0, H1, H2...Hn)).

where H0 represents the hash of the information at the root of the tree and Hi are hashes
of the access information along the path to the root of the tree.

Timestamping is also related to the deletion principle which states how long pa-
tient’s medical record must be kept before deletion. The lifetime of the patient’s exam-
ination record Ln which is entered into medical database must be also protected using
the timestamping service. Patient’s record lifetime can be determined staring from the
moment when record is generated. If the particular record is missing but its hash exists
in the timestamping tree, the integrity of the patient’s record is corrupted.

4.3. Enforcement of the confinement principle

Patient must be informed when clinician non-familiar to his/her medical record
accesses the record. On the other hand responsible clinician must be able to add other
clinicians to the access list. In that case the number of secret shadows has to change
(increase) and central clinical authority has to increase the number random parameters
in the equation which determines secret shadows. For example, if second clinician has
to be added to the access list, the system of secret shadow equations becomes:

F (IDpt) = (aID3
pt + bID2

pt + cIDpt + Kp) mod p patient’s shadow

F (IDpc) = (aID3
pc + bID2

pc + cIDpc + Kp) mod p principal clinician’s shadow

F (IDsc) = (aID3
sc + bID2

sc + cIDsc + Kp) mod p second clinician’s shadow

F (IDrc) = (aID3
rc + bID2

rc + bIDrc + Kp) mod p referring clinician’s shadow

F (IDca) = (aID3
ca + bID2

ca + bIDca + Kp) mod p central authority’s shadow

In this case four out of five shadows are needed to generate or access the patient’s
examination record so this presents (4,5)-threshold scheme.

4.4. Enforcement of the aggregation principle

Aggregation of patients’ records must be prevented in the case the principal/second
clinician becomes corrupted. This is mostly prevented by sharing the secret encryption
key through the shadows. Another helpful thing would be to encrypt the database
records [11, 10]. The index filed can be the hash of last name of the patient concatenated
with his/her ID number. Data fields must be encrypted by the secret key assembled
from m secret shadows. In this way, the list of the patients is hidden as well as their
medical records.
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Figure 2. Spectrum usage for various WPAN technologies running in ISM

5. IMPACT OF THE WIRELESS PAN TECHNOLOGIES

We plan to evaluate current WPAN standards namely, IEEE 802.15.1, and 802.15.4
and their interworking among themselves and with IEEE 802.11b WLANs as major
candidates for implementations of healthcare sensor networks. We agree with [7] that
the success of wireless sensor networks as a technology rests on the success of the
standardization efforts to unify the market and avoiding the proliferation of proprietary,
incompatible protocols that, although, perhaps optimal in their individual market niches,
will limit the size of overall wireless sensor market.

5.1. Classification of healthcare applications and pairing with WPAN
technologies

We will analyze a number of healthcare applications from the aspects of bandwidth
and delay. For example electrical signals from the heart are sampled at the rate of 500
samples per second and each sample is digitized to 8 bits giving data flow of 4000bps.
Furthermore, samples must be taken from several points on the body. Each flow can not
be delayed more than few hundreds of milliseconds and flows must be synchronized. We
will look at the following issues which are of foremost importance for sensor networks
and which follow from the requirement for controlled event detection reliability at the
network sink and use them as criteria to match the technology with the application.

1. How much is physical layer immune to the interference errors? We note that
all candidate technologies run in Industrial Scientific and Medical (ISM) band
between 2400 and 2483.5MHz. They use different modulations at the physical
layer, for example, the networks compliant with the 802.15.4 and 802.11 use
Direct Sequence Spread Spectrum (DSSS), while those compliant with the
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802.15.1 (Bluetooth) use Frequency Hopping Spread Spectrum. Therefore
dynamic channel allocation algorithms and interference mitigation techniques
will be needed to avoid excessive interference at the physical layer. Some work
on interference mitigation between 802.151 and 802.11b is reported in [14] but
much more is needed for the interworking with 802.15.4. The channel layout
for all the technologies under consideration is given in Fig. 2.

2. The MACs for candidate technologies can be classified as TDMA with polling
and CSMA-CA. Node access delay has to be evaluated for both MAC classes
under varying number of nodes and packet rate from node. Is acknowledged
transfer necessary for achieving desired event reliability and which packet spac-
ing it induces? How much of the buffering is reasonable to have at the source
nodes? For specific MAC, maximum effective bandwidth left to the application
has to be evaluated and paired with the delay.

5.2. Design and evaluation of interconnection devices

There will be a need to interconnect different WPAN and to interconnect
WPAN/WLAN networks in order to regulate the scale of power, distance, and bandwidth-
related issues. The example of location of interconnecting devices (bridges) is given in
Fig. 1.

These devices have to be designed in the scope of MAC, channel and buffering
issues and their performance has to be evaluated. The operation of interconnection
device is very important for the overall network design since it affects the end-to-
end delay and the scalability of the overall design. Some work in this area exists for
interconnection of Bluetooth piconets. The work in [32, 31] requires computation of
non-overlapping rendezvous points for bridges while the work in [25] allows bridge to
visit the piconet at will trading delay for scalability. However, little is known about
interconnections between IEEE 802.15.4 with other WPANs and WLANs.

5.3. Reliable event detection

The rate at which data is propagated from source nodes at patient’s body to mon-
itoring devices at the patient’s bed and monitoring room (sink) must be high enough
to obtain the desired event detection reliability R, which is commonly defined as the
number of data packets required per second for reliable event detection at the sink [1].
At the same time, sensor nodes operate on battery power which means that energy
efficiency must be maintained.

Reliable event detection using minimal energy resources requires simultaneous
achievement of several sub-goals. First, packet loss along the path from source to
the sink has to be minimized; at the Physical (PHY) layer, packets can be lost due to
noise and interference, while at the Medium Access Control layer (MAC) layer, losses
may be incurred by collisions. Second, packet waiting has to be minimized, including
queueing delays experienced in various devices along the data path towards the sink,
but also delays due to potential congestion in the network. Congestion control has to be



WIRELESS NETWORK SECURITY 335

addressed as a cross-layer problem and solved at the MAC level since excessive active
nodes have to be turned off [23]. Finally, packet propagation should take place along
the shortest paths, while avoiding congested nodes and paths; this is the responsibility
of the network layer.

Given that the protocol stack on sensor nodes—which operate on battery power
and have limited computational capabilities—has to be as simple as possible, we con-
clude that simultaneous minimization of packet losses and improvement in efficiency
(with the goal of maximizing the lifetime of the network) necessitate that some of the
aforementioned functions of different layers are performed together. In other words,
cross-layer optimization of network protocol operation is needed; the feasibility of this
optimization is determined by the communication technology used to implement the
network. This problem has classically been treated only as a graph-theoretical problem
where only connectivity has been addressed [30, 15] or addresses the collision based
MAC [8] although it does not allow the active node to get into the sleep state and achieve
load balancing among the nodes. Second group of proposals [17, 12] tries to regulate
the event sensing reliability but without looking at MAC and PHY properties at all. The
congestion problem is particularly important in networks which use a collision-based
MAC protocol such as CSMA-CA, e.g., in 802.15.4 [16]. The decrease in through-
put due to congestion may lead the coordinator to the erroneous conclusion that the
number of active nodes is too low. Therefore it is important to look at the cross-layer
implementation of power/congestion control in wireless sensor networks.

5.4. Handling patient’s mobility

The patient wearing wireless sensors will either walk within the hospital or he will
lie in his bed while the bed is moved to another room. Therefore, sensed data will have
to be sent to new access points and experience new level of interference and congestion.
The handover procedure can be handled at the MAC layer or at the networks layer. The
handover between 802.11 MACs is analyzed in [22]. However there is an open issue
about how the handover between 802.15.4 and 802.11 or between 802.15.1 and 802.11
has to be executed, and how much of data flow interruption will occur. We plan to
design and analyze secure MAC layer handover procedures between involved WPAN
and WLAN technologies.

Besides MAC layer handover, it can happen that network layer handover is also
needed if the IP subnets covering access points have changed. Once when MAC layer
handover is finished, the mobile node (bridge on the patient’s bed) has to discover the
network layer information on the link, i.e. the new care-of-address router and network
prefix. Foreign routers periodically advertise this in Router Advertisement using mobile
IPv6. When mobile node learns the new care-of-address it registers this address with
its home agent. We have to model and evaluate the acceptability of latencies and packet
losses during secure network layer handover.
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6. COMPARISON BETWEEN TWO TECHNOLOGIES REGARDING
THE DEPLOYMENT IN SENSOR NETWORKS

After individual descriptions of IEEE 802.15.1 and IEEE 802.15.4 we will give
direct comparison of their properties against the criterion of feasibility of their deploy-
ment in sensor networks.

6.1. How much is physical layer immune to the noise errors

Both standards, 802.15.1 and 802.15.4 with 250kbps rate, operate in 2450MHz
band known as Industrial, Scientific and Medical – ISM. This band is already hosting
wireless LAN/PAN standards such as 802.11b and 802.15.1 (Bluetooth) and a lot of
interference is expected. It is also worth mentioning that Bluetooth packets can be 1, 3
or 5 slots long which results in payload sizes of 17, 121, 224 bytes for DM 1, 3 and 5
packet types respectively with Forward Error Correction (FEC) or in payload sizes of
27, 183 and 339 bytes for DH-type , 1, 3 and 5 packet types without FEC. On the other
hand, 802.15.4 does not have FEC and allows maximum packet size of 127 bytes. This
packet size includes all headers from physical and MAC layer which minimum size is
15 bytes giving the actual maximum payload size of 112 bytes. Therefore, it makes
sense to compare these two technologies only in the case of payload size of 27 bytes
(DH1).

As mentioned, Bluetooth uses FHSS and is very resilient to interference. According
to the exhaustive simulation results reported in [33] when 10 fully loaded piconets each
with 7 slaves are placed in the room with dimensions 10m x 20m, (and interfere with
each other) packet error rate for DH1 packets was 0.03. When the same experiment
was repeated with 100 co-located piconets, packet error rate was 0.3.

IEEE 802.15.4 standard in the 2450 MHz range (ISM band) uses 16-ary quasi-
orthogonal modulation technique. Four data bits represent one modulation symbol and
that symbol is further encoded into 32 bit chip sequence. There are 16 nearly-orthogonal
Pseudo-Noise chip sequences. Each chip sequence is modulated onto the carrier using
offset quadrature phase shift keying (O-QPSK). Since the chip rate is 2Mcps and raw
data rate is 250kbps the maximum supported ratio of bit energy to the noise power
spectral density of Eb

N0
= 8. According to the properties of QPSK, the Bit Error Rate

is determined using known expression given for example in [13]. Therefore, without
the interference, we should expect BER slightly less than 10−4. This is confirmed in
the section 6.1.6 of the standard where Packet Error Rate (PER) of 1% is expected on
packets which have 20 bytes including MAC and physical level headers. However, in
the presence of interference in the ISM band, it is more realistic to expect BER around
10−3 and Packet Error Rate more than 28% for packets with 27 bytes of payload and
15 bytes of headers. (Packet Error Rate can be calculated as PER = 1− (1−BER)X

where X is packet length including MAC and physical layer header expressed in bits).
Although, Zürbes’ experiment can not be directly translated into BER, 10 co-

located piconets present interference probably much larger than what the physical layer
of 802.15.4 can handle.
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6.2. The access delay

Bluetooth has a polling based MAC protocol and its access delay depends on the
order in which master polls the slaves and on the amount of packets which are exchanged
between master and slave in one visit. Mathematically speaking, packet service time
directly depends on the piconet cycle time i.e. the time needed for the master to visit
each slave. It has been shown [26] that under low traffic exhaustive scheduling (where
master exchanges packets with slave as long as one of them has packets in the queue)
offers the lowest access delay compared with other limited round-robin polices where
master can exchange at most M packets per one polling cycle. However, under high
loads exhaustive scheduling is not the best one compared to limited polices and fairness
issue raises since one station can keep the master busy for a long period of time. Under
limited policies every station has equal amount of bandwidth and piconet cycle time is
limited. Therefore, if one or more slaves have excessive traffic their packets will suffer
from the large delay, but the other slaves with lower traffic will not.

6.3. Can wireless sensor network reach the regime when delays are
unacceptable?

Bluetooth piconet can reach such regime only if duration of piconet cycle becomes
extremely long and this can happen only under exhaustive scheduling of slaves. This
can represent also a security problem, since one malicious node can bring the whole
piconet down.

IEEE 802.15.4 network can reach this saturation regime if the number of nodes
and packet arrival rates exceeds certain limits. For example, for packet size of 30 bytes
(including PHY and MAC headers) saturation is reached with 30 nodes each having
packet arrival rate of 3 packets per second (total of 45 bytes per second). Under packet
size of 90 bytes, saturation is reached with 15 nodes with packet arrival rate of 3 packets
per second. Saturation also can represent a security problem since a couple of malicious
nodes can quickly bring the network down as shown in [24].

6.4. How much of the buffering is reasonable to have at the source
nodes?

Assuming that the entire measurement can fit in a single packet, transmitting several
packets from the node buffer means that some slightly older information is sent. Also,
the inter-packet time will be less than in the case where each node sends one packet
only. Therefore, exhaustive scheduling of active sensor’s periods with large buffers
increases spatial and temporal correlation of sensed data. This fact is important in
the applications where controlled reliability means controlled inter-packet spacing or
in applications with security concerns where mal-functioning node with exhaustive
scheduling can inject large amount of bogus data into the network. Therefore, buffer
sizes at the nodes should not exceed several packet sizes.
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6.5. What is the effective bandwidth left to the application, i.e. what is the maximum
possible event detection reliability for particular MAC?

The main concern in sensing applications of Bluetooth is that the major part of
the traffic is targeted toward the network coordinator, i.e., in the uplink direction.
Because of the Bluetooth polling mechanism, the downlink packet slots—which are
still necessary—will be empty. This wastes the bandwidth and limits the maximum
throughput of the network to something of the order of 723kbps out of 1Mbps in
Bluetooth version 1.2 with DH5 packets. The recent Enhanced Data Rate option in
Bluetooth version 2.0 allows for maximum data rates over 2Mbps [6], however the
same conceptual problem remains.

On the other hand, the 802.15.4 standard allows for maximum raw data rate of
250kbps, i.e. about one-quarter of that obtainable under Bluetooth version 1.2. Due to
the random backoff countdown procedure and the need to listen to the medium before
attempting transmission, the traffic intensity of one node affects the activities of the
others. Under large traffic volume (which may be expected when the network has
many nodes), there will be many collisions and many deferred transmissions. This
usually results in severe congestion and all nodes experience large delays. In severe
cases when saturation occurs, the network throughput drops to few percent of the raw
data rate. Since the backoff window can not exceed value of 31 and the packet size
is limited to 127 bytes, an 802.15.4 network can easily reach saturation regime. Our
results show that the highest throughput of around 25% of the theoretical maximum
occurs for packet size of around 90 bytes (including PHY and MAC headers), with five
active stations in the network (we did not check for networks with smaller number of
stations), and under the superframe size of 48 backoff periods. This puts a limit of
effective data rate of 62.5 kbps per cluster, or around 12.5 kbps per node. However,
with fifteen active nodes the total throughput drops to only about 18%, and this drop
continues in proportion with the increase of the cluster size.

7. SUMMARY

In this chapter we have addressed security and networking architecture of the clin-
ical information systems with emphasis on the wireless hop. Wireless hop includes
sensor networks and possibly wireless local area or mesh networks. We have reviewed
confidentiality and integrity polices for clinical information systems and proposed the
policy enforcement mechanisms which cover the wireless hop. We have also com-
pared two candidate technologies: IEEE 802.15.1 (also known as Bluetooth) and IEEE
802.15.4, from the aspect of resilience of MAC and physical layers to the jamming and
denial-of-service attacks.
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340 JELENA MIŠIĆ and VOJISLAV B. MIŠIĆ
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In the near future, sensor networks are going to be a part of everyday life. Traffic moni-
toring, military tracking, building safety, pollution monitoring, wildlife monitoring, patient
security are some of the applications in sensor networks. Sensor networks vary in size and
can consist of 10 to 1,000,000 sensor nodes. They can be deployed in a wide variety of
areas, including hostile environments, demanding secure measures for data transfer. Sensor
nodes used to form these networks are resource-constrained, which makes these types of
security applications a challenging problem. A basic technique to protect data is encryption;
but, due to resource constraints, achieving necessary key agreement for encryption is not
easy. Many key establishment techniques have been designed to address this challenge, but
which scheme is the most effective is still debatable. Our work aimed to generate a brief
knowledge about different key management schemes and their effectiveness. We noticed
that no key distribution technique is ideal to all the scenarios where sensor networks are
used; therefore the techniques employed must depend upon the requirements and resources
of each individual sensor network.

1. INTRODUCTION

Distributed Sensor Networks (DSNs) are going to be widely used in the near fu-
ture due to their breadth of applications by military, exploration teams, researchers, and
so on. It is not possible to use general wireless techniques for DSNs since they are
resource-constrained and security measures are required. Distribution techniques that
are applicable employ assorted key management methods, such as public key cryptog-
raphy, and require numerous communication and computation capabilities. Therefore,
it is important to examine the different requirements, constraints and evaluation metrics
of sensor networks as well as single network-wide key scheme, which is the simplest of
key management techniques, before discussing the various germane key management
techniques.

1.1. Requirements

Sensor networks must arrange several types of data packets, including packets of
routing protocols and packets of key management protocols. The key establishment
technique employed in a given sensor network should meet several requirements to
be efficient. These requirements may include supporting in-network processing and
facilitating self-organization of data, among others. However, the key establishment
technique for an secure application must minimally incorporate authenticity, confiden-
tiality, integrity, scalability, and flexibility.

Authenticity: The key establishment technique should guarantee that the com-
munication nodes in the network have a way for verifying the authenticity of
the other nodes involved in a communication, i.e., the receiver node should
recognize the assigned ID of the sender node.

Confidentiality: The key establishment technique should protect the disclosure
of data from unauthorized parties. An adversary may try to attack a sensor
network by acquiring the secret keys to obtain data. A better key technique
controls the compromised nodes to keep data from being further revealed.
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Integrity: Integrity means no data falsification during transmissions. Here in
terms of key establishment techniques, the meanings are explained as follows.
Only the nodes in the network should have access to the keys and only an
assigned base station should privilege to change the keys. This would effectively
prevent unauthorized nodes from obtaining knowledge about the keys used and
preclude updates from external sources.

Scalability: Efficiency demands that sensor networks utilize a scalable key
establishment technique to allow for the variations in size typical of such a
network. Key establishment techniques employed should provide high-security
features for small networks, but also maintain these characteristics when applied
to larger ones.

Flexibility: Key establishment techniques should be able to function well in
any kind of environments and support dynamic deployment of nodes, i.e., a key
establishment technique should be useful in multiple applications and allow for
adding nodes at any time.

1.2. Constraints

One of the challenges in developing sensor networks is to provide high-security
features with limited resources. Sensor networks cannot be costly made as there is
always a great chance that they will be deployed in hostile environments and captured
for key information or simply destroyed by an adversary, which, in turn, can cause huge
losses. Part of these cost limitation constraints includes an inability to make sensor
networks totally tamper-proof. Other sensor node constraints that must be kept in mind
while developing a key establishment technique include battery life, transmission range,
bandwidth, memory, and prior deployment knowledge.

Battery Life: Sensor nodes have a limited battery life, which can make using
asymmetric key techniques, like public key cryptography, impractical as they
use much more energy for their integral complex mathematical calculations.
This constraint is mitigated by making use of more efficient symmetric tech-
niques that involve fewer computational procedures and require less energy to
function.

Transmission Range: Limited energy supply also restricts transmission range.
Sensor nodes can only transmit messages up to specified short distances since
increasing the range may lead to power drain. Techniques like in-network
processing can help to achieve better performance by aggregating and trans-
mitting only processed information by only a few nodes, thereby saving the
dissipated energy.

Bandwidth: It is not efficient to transfer large blocks of data with the limited
bandwidth capacity of typical sensor nodes, such as the transmitter of the UC
Berkeley Mica platform that only has a bandwidth of 10Kbps. To compensate,
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key establishment techniques should only allow small chunks of data to be
transferred at a time.

Memory: Memory availability of sensor nodes is usually 6-8Kbps, half of
which is occupied by a typical sensor network operating system, like TinyOS.
Key establishment techniques must use the remaining limited storage space
efficiently by storing keys in memory, buffering stored messages, etc.

Prior Deployment Knowledge: As the nodes in sensor networks are deployed
randomly and dynamically, it is not possible to maintain knowledge of every
placement. A key establishment technique should not, therefore, be aware of
where nodes are deployed when initializing keys in the network.

1.3. Evaluation Metrics

A key establishment technique is not judged solely based upon its ability to provide
secrecy of transferred messages, but must also meet certain other criteria for efficiency
in light of vulnerability to adversaries, including the three Rs of sensor networks: resis-
tance, revocation, and resilience. Though scalability may be considered an evaluation
metric, it is not discussed here since we have included it in DSN requirements.

Resistance: An adversary might attack the network by compromising a few
nodes in the network and then replicating those nodes back into the network.
Using this attack the adversary can populate the whole network with his repli-
cated nodes and thereby gain control of the entire network. A key establishment
technique must resist node replication to guard against such attacks.

Revocation: If a sensor network become invaded by an adversary, the key
establishment technique should provide an efficient way to revoke compromised
nodes, a lightweight method that does not use much of the network’s already
limited capacity for communication.

Resilience: If a node within a sensor network is captured, the key establish-
ment technique should ensure that secret information about other nodes is not
revealed. A scheme’s resilience is calculated using the total number of nodes
compromised and the total fraction of communications compromised in the
network. Resilience also means conveniently making new inserted sensors to
join secure communications.

1.4. Single Network-Wide Key

Using a single network-wide key is by far the simplest key establishment technique.
In the initialization phase of this technique, a single key is preloaded into all the nodes of
the network. After deployment, every node in the network can use this key to encrypt and
decrypt messages. Some of the advantages offered by this technique include minimal
storage requirements and avoidance of complex protocols. Only a single key is to be
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stored in the nodes’ memory and once deployed in the network, there is no need for a
node to perform key discovery or key exchange since all the nodes in communication
range can transfer messages using the key which they already share.

Though a single network-wide key may seem advantageous, the main drawback is
that compromise of a single node causes the compromise of the entire network through
the shared key. This scheme counters several constraints with less computation and
reduced memory use, but it fails in providing the basic requirements of a sensor network
by making it easy for an adversary trying to attack.

1.5. Organization of of this chapter

The key establishment technique employed in a given sensor network should take
into consideration all the requirements, constraints, and evaluation metrics discussed.
In our work we have assessed different types of key establishment techniques, each
ranging in efficiency by providing various necessary characteristics. In Section 3 of
this chapter we explain the Basic Scheme for key establishment in sensor networks
[1]; Section 4 discusses three more-efficient schemes, two of which are extensions of
the Basic Scheme, the Q-Composite Scheme [2] and the Multipath Key Reinforcement
Scheme, and one of which is the Random Pairwise Scheme; Section 5 describes the
Polynomial-Based Key Predistribution and two efficient instances of that scheme [3];
Section 6 details SPINS and its two building blocks (SNEP and µTESLA) [5]; Section 7
elaborates on LEAP and its implementation [6]; Section 8 clarifies a key management
scheme using the deployment knowledge [7]; Section 9 concludes this essay with a
brief review of all the schemes evaluated.

2. BASIC SCHEME

In this section we specify the Random Key Predistribution Scheme proposed by
Eschenauer and Gligor [1], which we refer to as the Basic Scheme. First we will
describe the structure and features of the Basic Scheme and then how it may be eval-
uated using two of the three Rs of efficient sensor networks, revocation and resilience
(through rekeying). We will then analyze the pros and cons of the Basic Scheme for
key establishment in a sensor network.

2.1. Key Distribution

In the Basic Scheme, key distribution is divided into three stages: key predistri-
bution, shared-key discovery, and path-key establishment. In the key predistribution
stage, a large key pool of |S| keys and their identifiers are generated. From this key
pool, K keys are randomly drawn and pre-distributed into each node’s key ring, in-
cluding the identifiers of all those keys. At the point that each node has K keys and the
identifiers of those keys, trusted nodes in the network are selected as controller nodes,
and all the key identifiers of a key ring and the associated sensor identifier on controller
nodes are saved. Following this, the i-th contoller node is loaded for each node with
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the key that is shared with that node. This key predistribution process ensures that,
though the size of the network is large, only a few keys need to be stored in each node’s
memory, thereby saving storage space. These few keys are enough to ensure that two
nodes share a common key, based on a selected probability.

After the key predistribution stage, we move to the shared-key discovery stage.
Once the nodes are initialized with keys, they are deployed in the respective places
where they are needed, such as hospitals, war fields, etc. After deployment, each node
tries to discover its neighbors with which it shares common keys. There are many ways
for finding out whether two nodes share common keys or not. The simplest way is to
make the nodes broadcast their identifier’s list to other nodes. If a node finds out that it
shares a common key with a particular node, it can use this key as the communication
link. This approach does not give the adversary any new attack opportunities and only
leaves room for launching a traffic analysis attack in the absence of key identifiers.
More secure alternate methods exist for finding out the common keys shared between
two nodes though. For example, for every key on a key ring, each node could broadcast
a list α, EKi

(α), i = 1, ..., k where α is a challenge. The decryption of EKi
(α) with

the proper key by a recipient would reveal the challenge α and establish a shared key
with the broadcasting node [1].

A link exists between two nodes only if they share a key, but the path key establish-
ment stage facilitates provision of the link between two nodes when they do not share a
common key. Let us suppose that node u wants to communicate with node v, but they
do not share a common key between them. Node u can send a message to node y saying
that it wants to communicate with v; this message is then encrypted using the common
key shared between u and y and, if node y has a key in common with v, it can generate
a pairwise key Kuv for nodes u and v, thereby acting like a key distribution center or
a mediator between the communication of nodes u and v. As all the communications
are encrypted using their respective shared keys, there will not be a security breach in
this process. After the shared-key discovery stage is finished there will be a number
of keys left in each sensor’s key ring that are unused and can be put to work by each
sensor node for path key establishment.

A compromised sensor node can cause a lot of damage to a network and therefore,
revocation of a compromised node is very important in any key distribution scheme. In
the Basic Scheme, node revocation is conducted by the controller node. When a node is
revoked, all the keys in that particular node key ring have to be deleted from the network.
Let us assume that the controller node has knowledge about a compromised node in
the network and broadcasts a message to all the nodes in the network, the message
will include a list of the key identifiers of the compromised node’s key ring. To sign
the list of key identifiers, the controller node uses a signature Ke and then encrypts
its message with Kci

, which is the key that the controller node shares with the nodes
during the key predistribution stage. Once each node receives the message, it decrypts
the message using the key they already share with the controller node. When the
signature is verified, the nodes search their key rings for the list of identifiers provided
in the message and, if there is any match, they are deleted from the key ring. After the
matching keys are completely deleted from all the nodes, there may be links missing
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between different ones and they then have to reconfigure themselves starting from the
shared key discovery stage so that new links can be formed between them. As only few
keys are removed from the network, the revocation process only affects a part of it and
does not include much communication overhead.

The keys used in a sensor network must be rekeyed to lessen the chance that
an adversary may access all of the network keys when a few nodes and their keys are
captured. Rekeying effectively increases a network’s resilience without incurring much
communication and computation overhead.

2.2. Analysis of the Basic Scheme

Let us assume that the probability of a common key existing between two nodes in
the network is p, and the size of the network is n. The degree of a node d is derivable
using both p and n since the degree of any node is simply the average number of edges
connecting that node with other nodes in its neighborhood; therefore, d = p× (n− 1).
First we have to find the value of d such that a DSN of n nodes is connected with a
given probability Pc. We then must calculate the key ring size k and the size of the key
pool | S |.

According to Random Graph Theory, a random graph G(n, p) is a graph consisting
of n nodes and p representing the probability of establishing a link between two nodes.
Erdos and Renyi [12] showed that there exists a probability state p, which moves from
state zero to state one for large random graphs. The function that defines p is called the
threshold function of a property. If we are given a desired probability (Pc) for graph
connectivity, then p is given as

Pc = lim
n→∞ Pr[G(n, p)is connected] = ee−c

(1)

p =
ln(n)

n
+

c

n
(2)

where c is a real constant.
Then, to calculate the key ring size k and the size of the key pool | S |, we need

to first note that wireless constraints limit the number of nodes in a range to be smaller
than n, represented by the value n′. Now the probability of sharing a key between two
neighbor nodes varies to p′ = d/(n′ − 1), for a given d value. Also, p′ can be denoted
as the difference between the total probability and the probability that two nodes do not
share a common key; i.e., p′ = 1 − Pr [two nodes do not share any key] and, thus,

p′ = 1 −
(1 − k

p )2(p−k+ 1
2 )

(1 − 2k
p )(p−2k+ 1

2 )
(3)

where |S| is the size of the key pool and k is the key ring size.
Eschenauer and Gligor have shown that for a pool size S = 10, 000 keys, only 75

keys need to be stored in a node’s memory to have the probability that they share a key
in their key rings be p = 0.5. If the pool size is ten times larger, i.e., S = 100, 000,
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then the number of keys required is still only 250. Thus, the Basic Scheme is a key
management technique that is scalable, flexible and can also be used for large DSNs.
Trade-offs in the Basic Scheme can be made between sensor memory and connectivity
but, it does not provide the node-to-node authentication property that ascertains the
identity of a node with which another node is communicating. This property is very
useful when revoking misbehaving nodes from the network and also helps in resisting
the node replication attack.

Many key management schemes are proposed as extensions of the Basic Scheme
to make it even more secure and reliable.

3. EFFICIENT KEY ESTABLISHMENT TECHNIQUES

Chan, Perrig, and Song [2] have introduced three scheme variations that more
efficiently perform key establishment and meet more requirements, constraints, and
evaluation metrics of a DSN. These schemes include two expansions of the Basic
Scheme (Q-Composite Random Key Predistribution and Multipath Key Reinforcement)
and a variation of the commonly known Pairwise Scheme (Random Pairwise Key) that
are efficient in a particular DSN environment. Each comes with a different kind of
trade-off and is not, therefore, widely applicable. The Q-Composite Scheme achieves
security under small scale attacks while being vulnerable under large scale attacks and is
useful in DSNs where large attacks are easily detected. The Multipath Reinforcement
Scheme offers good security with additional DSN communication overhead for use
where security is more of a concern than bandwidth or power drain. Compared to the
Q-Composite and the Multipath, the Random Pairwise Scheme offers the best security
features in its perfect resilience to node capture with the only drawback being limited
scalability.

3.1. Q-Composite Random Key Predistribution Scheme

In the Basic Scheme, two nodes share a unique key for establishing a communica-
tion link. A given network’s resilience to node capture can be improved by increasing
the number of common keys that are needed for link establishment. The Q-Composite
Random Key Predistribution Scheme does just this by requiring that two nodes have at
least q common keys to set up a link [2]. As the amount of key overlap between two
nodes is increased, it becomes harder for an adversary to break their communication
link. At the same time, to maintain the probability that two nodes establish a link with
q common keys, it is necessary to reduce the size of the key pool | S |, which poses a
possible security breach in the network as the adversary now has to compromise only
a few nodes to gain a large part of S. So the challenge of the Q-Composite Scheme is
to choose an optimal value for q while ensuring that security is not sacrificed.

In the key predistribution stage of both the Basic and Q-Composite Schemes, k
random keys are picked from S and initialized in each node’s key ring. In the shared-
key discovery phase, each node has to find the common keys which it shares with other
nodes by either making all the nodes broadcast their key identifiers or by selecting a
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slower and more secure method of posing puzzles such as the Merkle Puzzle [18]. For
this puzzle method, each node issues m client puzzles to each neighboring node and
any node that comes up with the correct solution to the puzzle is identified as sharing
the associated key. After this, the two schemes differ in that the Q-Composite Scheme
requires each node identify neighboring nodes with which they share at least q common
keys while the Basic Scheme only requires one shared key. This restriction in the Q-
Composite Scheme allows the number of keys shared to be more than q but not less,
represented by the value q. At this stage in the process, nodes will fail to establish
a link if the number of keys shared is less than q; otherwise, they will form a new
communication link using the hash of all the q keys, i.e., K = hash(k1||k2||...||kq).

S, the size of the key pool, is the critical parameter that must be calculated for the
Q-Composite Scheme to be efficient. If S is large, then the probability is decreased
that two nodes share a common key and therefore can communicate. However, if S is
decreased, an adversary’s job may be easier as he can gather most of the keys in the key
pool by capturing only a few nodes. Thus, S must be chosen such that the probability
of any two nodes sharing at least q keys is ≥ p.

Chan, Perrig, and Song’s [2] method to calculate S is

p(i) =

( |S|
i

)( |S| − i
2(m − i)

)(
2(m − i)
m − i

)
( |S|

m

)2 (4)

where p(i) is the probability that any two nodes have exactly i, which is the number of

keys in common; and m is the key ring capacity for a given node. There are

( |S|
i

)
ways to pick i and | S | −i is the remaining keys in the key pool after i is picked. There

are

( |S|
m

)
different ways to pick m and

( |S|
m

)2

total number of ways for both

nodes to pick m.
Also, to assign the remaining keys 2(m − i) distinct keys are picked from the key

pool for each node and the number of ways to do this is

( |s| − i
2(m − i)

)
. There are

2(m − i) ways to partition the keys equally between the two nodes.
Let Pc be the probability of any two nodes sharing sufficient keys to form a secure

connection. Therefore, Pc = 1−(the probability that the two nodes share insufficient
keys to form a connection) or

Pc = 1 − (p (0) + p (1) + .... + p (q − 1)) (5)

Now the largest | S | such that Pc ≥ p is chosen.
The evaluation of the Q-Composite Scheme can be done by verifying its resilience

against node capture. Even though this scheme does not provide resistance against
node replication or a means for node-to-node authentication since the keys from the
key pool are used more than once, it does improve resilience against node capture when
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an adversary has successfully captured some other nodes in the DSN. As the same keys
are used repeatedly in a network, a situation may arise in which two nodes effectively
have their communications exposed due to the compromise of another two nodes that
share the same key(s). Chan, Perrig, and Song [2] have calculated the probability that
a secure link that is made between two uncompromised nodes will be compromised as

m∑
i−q

(
1 −

(
1 − m

|S|
)x)i

p(i)
p

(6)

where x is the number of nodes captured, i is the number of keys in common, m is the
number of keys in the key ring of a node, and p is the probability of setting up a secure
link.

The Q-Composite Scheme offers greater resilience compared to the Basic Scheme
when a small number of nodes have been captured in the network. The amount of
communications that are compromised in a given DSN with the Q-Composite Scheme
applied is 4.74 percent when there are 50 compromised nodes, while the same DSN
with the Basic Scheme applied will have 9.52 percent of communications compromised.
Though the Q-Composite Scheme performs badly when more nodes are captured in a
DSN, this may prove a reasonable concession as adversaries are more likely to commit
a less expensive smaller attack and preventing smaller attacks can push an adversary to
launch a larger attack, which is far easier to detect with vast node failure.

Still, random key pre-distribution schemes like Q-Composite and Basic cannot
be securely used for large networks because they use keys more than once, which
results in the compromise of a larger fraction of communications when just a few nodes
are compromised. Since random key pre-distribution schemes are not scalable, the
maximum network that can be supported should be measured using the Limited Global
Payoff Requirement, which states that given a DSN is secure, an adversary should not
learn anything about the communications of nodes in the network other than those
of captured nodes. Let fm be the maximum compromise threshold past where the
adversary gains an unacceptable high confidence of guessing the sensor readings of
the entire network. If xm is the number of nodes compromised, then the total fraction
of secure links compromised after the key setup phase due to this xm nodes being
compromised is f(xm), if the total fraction of secure links compromised reaches the
threshold value with the xm nodes being compromised ,i.e., fm = f(xm), then Chan,
Perrig, and Song [2] have calculated the maximum allowable size of the network to be

n ≤ 2xm

(
1 +

1
fm

)
(7)

For example, when p = 0.33, fm = 0.1, and m = 200, the maximum supportable
network size for a Q-Composite Scheme (q = 2) is 1, 415 nodes. Compared to the
1, 159 node maximum of the Basic Scheme, the advantage is obvious. Thus, the Q-
Composite Scheme is more efficient than the Basic Scheme in providing more resilience
to node capture and significantly increases the maximum allowable size of a DSN.
Since both schemes fail to provide node-to-node authentication or resistance against
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node replication, it is important to review other schemes that work more efficiently in
DSNs requiring such security measures.

3.2. Multipath Key Reinforcement Scheme

The idea of using a multipath to reinforce links in a random key establishment
scheme was first explored by Anderson and Perrig [10]. Chan, Perrig, and Song [2]
further developed the Multipath Key Reinforcement Scheme for establishing a link
between two nodes of a given DSN that is stronger than that in the Basic Scheme.
The links formed between nodes after the key discovery phase in the Basic Scheme
are not totally secure due to the random selection of keys from the key pool allowing
nodes in a DSN to share some of the same keys and, thereby, possibly threaten multiple
nodes when only one is compromised. To solve this problem, the communication key
between nodes must be updated when one is compromised once a secure link is formed.
This should not be done via the already established link, as an adversary might decrypt
the communication to obtain the new key, but should be coordinated using multiple
independent paths for greater security.

If node A needs an updated communication key with node B, all possible disjointed
paths to B must be used. Assume that there are h such disjointed paths from node A to
node B. Then A generates h random values (g1, g2, ...., gh), each equal to the size of an
encryption key, and sends one down each available disjointed path to B. When node B
has received all h random values, it computes the new encryption key at the same time
as node A does forming a new, secure communication link, or

k′ = k ⊕ g1 ⊕ g2 ⊕ .... ⊕ gh (8)

where k is the original key.
With the new link in place, the only way an adversary can decrypt the communi-

cations is to compromise all the nodes involved in the formation of the key. The higher
h is, the more paths and nodes involved and the greater the security of the new link.
This increase in DSN communications causes excessive overhead in finding multiple
disjointed paths between two nodes. Also, as the size of a path increases, it may grow
so long as it leaves a chance for an adversary to eavesdrop, which makes the whole path
insecure. A 2-hop approach to the Multipath Key Reinforcement Scheme considers
only 2-link paths to minimize the overhead of path length by using disjointed paths that
are only one intermediate node away from the two original nodes (A and B).

To take such an approach, first the number of common neighbors between the
original nodes must be calculated in a planar deployment of sensors. In [2], Chan,
Perrig, and Song calculated the overlap of communication radius between two nodes
in a network to be 0.5865πr2 in a planar deployment where r is the communication
range of sensors; therefore, the expected number of common neighbors with whom both
nodes share a secure link is 0.5865p2n′, where p is the probability of sharing sufficient
keys to communicate and n′ is the number of neighbors in each node. Expressed
as 0.5865d2/n = k, both nodes share a secure link with an expected k neighbors,
e.g., if d = 20 and n′ = 60, then k = 3.91. To assess the efficiency of the 2-hop
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approach, the new probability for compromising the link between two nodes needs to
be derived. If an adversary’s basic probability of compromising the link is b, then the
probability of compromising at least one hop on any given 2-hop path is the probability
of compromising hop 1 in the path plus the probability of compromising hop 2 in the
path minus the probability of compromising both hops in the path or 2b−b2 [2]; hence,
the final probability of breaking the link will be b′ = b(2b − b2)k.

If b = 0.1 and the number of neighbors (k) is 3, then the chance of eavesdropping
after reinforcement improves to 6.86 × 10−4, that is about 1 in 1, 458. Chan, Perrig,
and Song [2] calculated the total additional communication overhead incurred to be
at least 2 × 0.5865p2n′ times more in the 2-hop approach compared to the normal
setup. If, for instance, p = 0.33 and n′ = 60, additional overhead can be at least 7.66
times. Given these results, the minimal network overhead of finding the neighbors that
share a common key becomes a reasonable trade-off when using a 2-hop Multipath Key
Reinforcement Scheme to increase the security of DSNs, though this scheme remains
constrained by certain vital factors, including the deployment density characteristics of
the DSN.

3.3. Random Pairwise Key Scheme

Node-to-node authentication not only helps to reduce overhead since sensor nodes
instead of a base station take actions when a node is compromised in the DSN, but
also entails that each node use a unique identity, which helps nodes to identify exactly
which ones are compromised. We have seen that though the Basic Scheme is somewhat
efficient, it does not provide node-to-node authentication. The Q-Composite extension
and 2-hop Multipath approach do not provide node-to-node authentication too. The
Pairwise Key Establishment Scheme, however, is one of the most efficient key estab-
lishment schemes in DSNs because it does offer many additional features compared
to other schemes, including node-to-node authentication and resilience against node
replication.

For a DSN of n nodes in the Pairwise Scheme, the key predistribution is done by
assigning each node a unique pairwise key with all the other nodes in the network, or
n − 1 pairwise keys, which are retained in each node’s memory so that each node can
communicate with all the nodes in its communication range. With each node sharing
a unique key with every other node in the network, this scheme offers node-to-node
authentication. Each node can verify the identity of the node it is communicating with.
This scheme also offers increased resilience to network capture as a compromised node
does not reveal information about other nodes that are not directly communicating with
the captured node. Through increased resilience, the scheme minimizes the chance for
node replication. The drawback with the Pairwise Scheme is the additional overhead
needed for each node to establish n−1 unique keys with all the other nodes in the DSN
and maintain those keys in its memory. Utilizing such a scheme makes a DSN size-
prohibitive since, as the number of nodes in the network increases, so do the number
keys that must be stored in each node’s memory. If there is a network of 10, 000
nodes, then each node must store 9, 999 keys in their memory. Since sensor nodes are
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resource-constrained, this significant overhead limits the scheme’s applicability, but it
can be effectively used for smaller networks.

Chan, Perrig, and Song [2] developed the Random Pairwise Scheme as an extension
of the Pairwise Scheme to help overcome this drawback. They stated that not all n − 1
keys are required to be stored in a node’s key ring. As we have already seen with the
Basic Scheme, not all nodes must be connected as long as node connections meet some
desired probability Pc, which dictates that only np keys are needed to be stored in a
given node’s key ring (n being the number of nodes in the network and p being the
probability that two nodes can communicate securely). Given this, if k is the number
of keys in a node’s key ring, the maximum allowable network size can be determined
with n = k/p for the Random Pairwise Scheme.

In the initialization stage of this scheme, n unique node identifiers are created,
each paired with m other randomly selected node identities. A pairwise key is then
generated for each such pair. Both the generated pairwise key and the identity of the
other node that shares the key are stored in each node’s memory. Additional identifiers
can be generated to allow for scalability of the DSN, i.e., the number of nodes may
originally be fewer than n created to allow for adding nodes. In the key discovery
phase, each node broadcasts its identity to the other nodes in the network. For example,
if node A wants to communicate with other nodes in the network, it broadcasts its
identity to other nodes in the network; if the neighboring nodes share a pairwise key
with node A, they perform a cryptographic handshake with A, thereby forming a secure
communication link. This process of broadcasting can also be extended beyond the
communication range of a node by making the intermediate nodes rebroadcast the node
identity to a certain number of hops, which in turn helps in increasing the maximum
allowable size of the DSN. This process of range extension must be done cautiously as
it leaves a vulnerable opening for an adversary to perform a ‘denial of service attack’.
The attack involves the adversary’s introducing foreign nodes into the DSN to generate
random node identities that flood the DSN with rebroadcasted identities, making the
whole scheme slow and inefficient. This type of attack can be avoided by restricting
the number of hops for range extension.

Revoking compromised nodes from a DSN helps avert various attacks such as
denial of service, implanting clones, dropping legitimate reports, etc. Revocation of
sensor nodes through the base station can be a slow process due to the high latency in
communications with the sensor nodes. To overcome this difficulty, Chan, Perrig, and
Song [2] also developed a distributed node revocation method for the Random Pairwise
Scheme. Assume that the scheme can detect compromised nodes. If node A finds a
certain node B to be compromised then it casts a public vote against B. If a threshold
of t such votes have been cast against node B by other nodes in the DSN, node A will
disconnect all its communication with B. This process continues until all the nodes in
the DSN break their links with B, thereby deleting B from the network. All the nodes
that vote against B are called the ‘voting members’ of B and, as B shares exactly k
pairwise keys with other nodes, there will k voting members of B.

This voting method of node revocation must have certain important properties to
function properly: make the broadcasted public votes without replay value, disallow a
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voting member from forging another vote, provide a means for each voting member to
verify the validity of the votes that are being broadcasted, etc. In this voting method,
each of the k voting members of B is initialized with a random key Ki, and should
know the hash values of the remaining k − 1 voting members. To revoke node B node
from the network, node A broadcasts its Ki key. All other voting nodes verify the key
by calculating the hash value of the key. Once verified, the key is replaced with a flag
signifying the vote has already been used.

Given this process, the nodes in the DSN must store an additional k − 1 hash
values, a voting key and the pairwise keys, which drastically increases the overhead
in a sensor node’s memory. Chan, Perrig, and Song [2] proposed using a Merkle Tree
[11] to authenticate the k hash values to reduce overhead by requiring verification and
storing of only one hash value, which reduces the memory size required on the node,
but also increases the size of the voting information to O(log(k)) as each node must
still recall which ones have already been received from public vote to remove possible
replay.

Other precautionary measures with the Random Pairwise Scheme taking the public
voting approach include the critical issue of choosing the threshold or t value. If t is
high, there may not be enough neighboring nodes to revoke a node that has been
compromised; however, if t is low, then a group of compromised nodes may cause the
revocation of many legitimate nodes. For instance, a DSN of 1, 000 to 10, 000 nodes
should have a t value from 1 to 5. Also, since this approach requires a node have at
least t neighbors in its communication range to be revoked, an adversary can attack the
DSN by selectively disrupting a given node such that only t − 1 legitimate nodes are
able to communicate with it so that it cannot be revoked.

Beyond problems with t value, in the public voting approach each and every vote
that is cast is being transmitted to all the nodes in the network, which may lead to a
‘denial of service attack’. To solve this, only the voting members should be required to
rebroadcast votes between each other while the remaining nodes are forced to ignore the
communication thereby decreasing the degree of vulnerability to falsely rebroadcasted
identities. Additionally, the node that first receives the correctly verified vote rebroad-
casts it only a fixed number times to increase the probability of successful transmission
to neighboring voting members.

In similar action, an adversary that tries to compromise a fixed number of nodes
can compromise a significant portion of a DSN when public voting is used to perform
distributed node revocation since each node can potentially cast a vote against k others.
To prevent this problem, only nodes that establish direct communication are given the
ability to revoke a compromised node by distributing masked revocation keys to voting
members in a non-working form. Each node would then complete the key discovery
phase by sharing the secret key only with other nodes with whom they already share a
pairwise key connection.
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4. POLYNOMIAL POOL-BASED KEY PREDISTRIBUTION

Every key distribution scheme previously discussed has one or more trade-offs or
compromises to be considered and what they fundamentally lack is greater probability
of key establishment despite part of the DSN being compromised. To this end, Liu and
Ning [3] proposed the Polynomial Pool-Based Key Predistribution Scheme that offers
several efficient features the other schemes lack, including:

any two sensors can definitely establish a pairwise key when there are no com-
promised sensors;

even with some nodes compromised, the others in the DSN can still establish
pairwise keys;

a node can find the common keys to determine whether or not it can establish
a pairwise key and thereby help reduce communication overhead.

In the initialization stage of the Polynomial Pool-Based Scheme, the setup server
randomly generates a bivariate t-degree polynomial f(x, y) over a finite field Fq, where

f(x, y) =
t∑

i,j=0

aijx
iyj (9)

The value of q is a prime number which can accommodate a cryptographic key. The
equation f(x, y) has the property f(x, y) = f(y, x). The setup server then generates a
polynomial share of the equation for every node in the sensor network; e.g., node i in
the network receives an f(i, y) share and node j receives an f(j, y) share. If both nodes
i and j want to establish a common key f(i, j) between them, then node i can compute
the common key by computing f(i, y) at node j and then node j can compute f(j, y)
at node i for the common key f(i, j). This methodology is secure and reveals nothing
about the communication between other nodes until t nodes have been compromised,
making it t collusion resistant where the t value depends upon the memory available in
the sensors.

Each node in this scheme must store a t-degree polynomial which occupies (t +
1)log(q) storage space. Increasing the size of the DSN increases the chance of compro-
mising more than t nodes, but modifications based on the Basic Scheme can earn good
results. For this, instead of using a single t-degree polynomial, a pool of polynomials
is used. During the initialization phase, randomly selected polynomials are deployed
into each node’s memory. When there is only one polynomial remaining in the pool,
the scheme falls back to the Polynomial Pool-Based Key Distribution; but, if all of the
polynomials are 0-degree, then distribution resembles the Basic Scheme.

In the key predistribution stage of the Polynomial Scheme, the setup server gen-
erates a set of bivariate t-degree polynomials over a field Fq. Each polynomial is then
assigned with a particular ID for the server. A subset of these polynomial shares are
then picked up by the server and placed in each of the DSN’s nodes. While polynomial
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placement is the main issue of this stage, in the key discovery stage each sensor node
finds a node with which it shares the same bivariate polynomial and both nodes estab-
lish a common key. The complex issue is to find whether two nodes share the same
polynomial or not, for which there are two techniques: predistribution and real-time
discovery.

In the predistribution approach, the knowledge of the nodes with which each node
will share a polynomial is pre-loaded. This is a basic method in which each node carries
the node IDs of those with which they share a polynomial. The concessions of this
method are that it does not offer the flexibility of adding new nodes into a DSN and
it leaves the network vulnerable to attack. Since information is predistributed in this
approach, an adversary may attack a node and gain access to the stored data, which
would help in targeting certain nodes in the DSN. Conversely, nodes must uncover
with which others they share a polynomial after deployment when applying the real-
time discovery method. This discovery can be done by broadcasting the IDs of the
polynomials that nodes share or by challenging the nodes with puzzles that are only
solvable if the nodes share part of the bivariate t-degree polynomial. Though this
handles problems faced with the predistribution approach, real-time discovery increases
the communication overhead of the DSN, which makes weighing these factors critical
in choosing a method.

After key discovery, if two nodes do not find a common polynomial share, they
must communicate through a path key. If node P wants to communicate with node
Q and the two nodes do not have a common polynomial share, node P must find a
path through which it can communicate with node Q and either node can then send a
request to establish a pairwise key for communication. The problem with this stage is
that intermediate nodes should be able to communicate with both nodes and, similar to
the previous stage, there are two customary techniques for finding intermediate nodes:
predistribution and real-time discovery.

In the predistribution approach, the setup server preloads each node with informa-
tion such that, if a node is given an ID, each node can find a path to it. In this stage, the
predistribution method suffers from the same problems as faced in key predistribution-
no scalability and vulnerability to attack. With real-time discovery, nodes try to find
a communication path on-the-fly. A source node sends a message to adjoin interme-
diate nodes that it wants to establish a pairwise key with the destination node and, as
the source node already shares a common key with the intermediate nodes, there is
no security threat in this communication. If an intermediate node of the source node
shares a common key with the destination node, then a communication path has been
discovered between the source and destination nodes through which they may discover
a common key. Again, the concession of real-time discovery is additional overhead of
communication.

4.1. Random Subset Key Predistribution [3]

A Polynomial Pool-Based Scheme using a random subset key assignment is an
extension of the Basic Scheme [1], in which random keys are selected from a large key
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pool and then assigned to each node in a DSN. In the Random Subset Scheme, random
polynomials are selected from a polynomial pool and assigned to each node in a DSN
to avoid the Basic Scheme’s vulnerability in possibly using a key in more than one
node. With Random Subset, the pairwise keys generated by each node are unique and
based upon the each node’s ID. If no more than t shares of the same polynomial have
been disclosed, it is very difficult to attack the communication between two nodes.

The Random Subset works similarly to the Polynomial Pool-Based in the three
stages of key establishment. In the key predistribution stage, the setup server generates
a set F of s-bivariate t-degree polynomials and then initializes each node with a subset
of s′ polynomials from F . In the key discovery stage, each node attempts to determine
the nodes with which they share a common key by employing the real-time discovery
technique as information in not preloaded in the nodes prior deployment. In the path key
establishment phase, a source node sends a message to its intermediate nodes seeking
to establish a connection with a destination node and, if an intermediate node shares a
common key with both the source and destination nodes, then a communication path
is formed between the two. Generally, the communication range of the source node is
limited to lessen vulnerability.

The probability of two sensors sharing the same bivariate polynomial is the same
as the probability of the two sharing a common key as described in the Basic Scheme
discussion,

p = 1 −
s′ − 1∏
i = 0

s − s′ − i

s − i
(10)

This can also be applied to calculate the probability that any two sensors can
establish a common pairwise key using both the key discovery and path discovery stages.
If there are d neighbors to a node and any one of them can act as the intermediate node,
the probability that one of them share a common key with the source and destination
will be p2; therefore, the probability that the sensor nodes establish a pairwise key in
either the key discovery or the path key establishment stage will be

Ps = 1 − (1 − p)(1 − p2)d (11)

If p = 0.3 and d = 30, then Ps = 0.959. Assuming that an attacker has compro-
mised Nc sensors in the network, where Nc > t, the scheme is known to be secure until
the adversary compromises fewer than t sensors. With a pool of F polynomials, the
probability that a polynomial is used i times and its probability of being compromised
when more than t nodes are compromised must be calculated to determine security
efficiency. Given this, the probability that a polynomial is chosen for a sensor node
will be s′/s and the probability that this polynomial is chosen exactly i times among
the Nc compromised nodes is

p(i) =
Nc!

(Nc − i)|i|
(

s′

s

)i (
1 − si

s

)Nc−i

(12)
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Thus, the probability of a polynomial being compromised is

Pc = 1 −
∑t

i=0
p(i) (13)

Though this makes the DSN more secure, it is still vulnerable to attack because if
an adversary somehow knows the distribution of polynomial shares, specific nodes can
be targeted for attack to compromise communications. It is enough for an adversary to
compromise t+1 particular nodes to compromise a polynomial and, in effect, the DSN.
This problem is addressed by restricting the use of polynomial shares to a maximum
of t + 1 times in the network so that an attacker must now compromise all the t + 1
nodes to compromise a polynomial. Though efficient, use of random subsets like this
decreases the potential size of a DSN. The maximum number of nodes in a network
when random subsets are implemented is (t + 1)s/s′; however, using this scheme is
unnecessary as it is relatively difficult for an adversary to compromise t + 1 selected
nodes.

Polynomial Pool-Based Key Predistribution using random subsets offers greater
security and flexibility when compared to other schemes until a certain number (60
percent) of compromised nodes has been reached at which point any scheme would
prove ineffective. Compared to the Random Pairwise Scheme, which offers perfect
resilience to node capture as no key in the network is used twice, the Polynomial Pool-
Based offers the same resilience if a polynomial share is used no more than t times. Also,
the Polynomial Pool-Based Scheme offers certain advantages over Random Pairwise in
that sensors can be added dynamically without consulting the already deployed sensors
while dynamically deploying nodes in Random Pairwise demands that the server has
predesignated unassigned space for additional nodes, which may never be deployed.
Because of this, the Random Pairwise Scheme can only offer limited scalability, while
the more attractive Polynomial Pool-Based Scheme allows for undetermined network
growth.

4.2. Grid-Based Key Predistribution

A Polynomial Pool-Based Scheme [3] using a grid-based key assignment offers
all the attractive properties of the Polynomial Pool-Based key predistribution and guar-
antees that two sensors can establish a pairwise key when there are no compromised
nodes and the nodes can communicate with each other. Even if some nodes are cap-
tured, there will still be a great chance for key establishment between uncompromised
nodes using this approach, which also reduces DSN communication overhead. With
grid-based key predistribution, a sensor node can determine whether it can establish a
pairwise key with another node or not, and can say which polynomial should be used
for key establishment.

If a DSN consists of N sensor nodes, the approach involves constructing an m×m
grid with a set of 2m polynomials, calculated as {fc

i (x, y), fr
i (x, y)}, i = 0, ..., m−1,

where the value of m is the square root of N ; each row i in the grid is associated with
a polynomial fr

i (x, y) and each column of the grid is associated with a polynomial
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share f c
i (x, y). The setup server distributes an intersection in the grid to each node,

and then distributes the polynomial shares of that particular column and row to the
node to provide each node with the information required for key discovery and path
key establishment. Although the Grid-Based Scheme can be extended to n-dimension,
Liu and Ning [3] considered only a 2-dimension with many polynomials, so that is the
example discussed here.

In the first stage of key establishment, the setup server generates 2m t-degree
bivariate polynomials over a finite field Fq and assigns each node to an unoccupied
intersection in the grid for deployment in the DSN. If the intersection is < i, j >, then
the node ID is < i, j >. The server provides each node with its ID and the row and
column polynomial shares of that grid intersection. To facilitate path discovery, all
nodes are densely placed in a rectangular area in the grid.

In the second stage, polynomial share discovery, if node i wants to establish a
pairwise key with node j, it checks for common rows or columns with j, i.e., ci = cj

or ri = rj . The pairwise key can be established using the polynomial shares of a
row or column that matches. Should none match, then nodes i and j must find an
alternate path to each other in the path key establishment stage. To do so, node i finds
an intermediate node through which it can establish a pairwise key with node j. Even
if some intermediate nodes are compromised, node i can still find a path to node j since
there are many connecting paths in the grid between the two nodes; but, as the number
of compromised nodes increases, so does the length of the path.

In this case the nodes remember the graph composing the grid; however, with large
networks, it is not feasible for a node to remember the entire graph or run an algorithm
for finding the path between the nodes. Discovering key paths using two intermediate
nodes limits the demands on the nodes for this scheme to function in large DSNs also.
If, for instance, there are two sensor nodes attempting to establish a path key between
them, the source node S determines the set of N nodes with which it can communicate,
and then selects some nodes randomly from that set. S also generates a random number
r and a counter c. Node S sends each node U of the subset N a message containing the
IDs of S and D, the counter value c and Kc in an encrypted form.

Here the value of Kc = F (r, c) where F is a pseudo random function. Encryption
of the message is done using the pairwise key that S shares with the intermediate node
U. After receiving the message from S, node U checks for the authentication of the
message and if the message is authenticated, U attempts to find a non-compromised
node V. It then sends to V the message sent by S in the encrypted form using the pairwise
key which it shares with V. If V receives the message and discovers that it can establish
a pairwise key with D, it sends the message to D in encrypted form using the shared
key. Once the destination node D receives the message, it knows that node S wants
to establish a pairwise key with it and then sends S the counter value c and the new
communication key Ks,d = Kc.

With grid-based key predistribution, an adversary may try to attack the connection
between two nodes by either compromising the pairwise key or by preventing the two
nodes from establishing a shared key. If an adversary wishes to attack the entire DSN,
the foe may attempt to lower the probability of establishing a pairwise key between
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nodes. This may be done through attacking a pair of nodes and finding their common
key without actually compromising the nodes by compromising the polynomial which
the two nodes share. To discover the polynomial share, the adversary must compromise
at least t + 1 nodes as stated previously. The DSN may avert such an attack even when
the adversary successfully finds out the polynomial which two nodes share by the nodes’
establishing a common key through path key establishment.

From the scheme we can see that there are still m − 1 nodes that can help nodes
U and V establish a common key. An adversary must compromise at least one node in
each pair to arrest path key establishment; thus, the adversary must compromise t + 1
nodes to learn the pairwise key and t+m sensor nodes to prevent two from establishing
a pairwise key via intermediates. An adversary can also compromise the polynomial
shares in a pool by knowing the subset assignment mechanism. Supposing that the
adversary has compromised some l polynomials from the pool, there are about ml
sensors with at least one polynomial share disclosed. The attacker has compromised
about (t+1)l sensor nodes, but only affects the common keys in ml sensors, including
those of the compromised nodes. The adversary may also attack the sensors randomly to
disrupt path establishment and thereby make key establishment an expensive process.
If Pc nodes have been compromised, then the probability that exactly k polynomial
shares on a particular polynomial are disclosed is

P (k) =
m!

k!(m − k)!
pk

c (1 − pc)m−k (14)

The probability that one particular polynomial is compromised would be calculated
as

Pc = 1 −
∑t

i=0
p(i) (15)

This grid-based approach to the Polynomial Pool-Based Scheme has reasonable
overhead when compared to other schemes. Each node must store 2 bivariate t-degree
polynomials and IDs of the compromised nodes with which it can establish a pairwise
key; therefore, the total overhead for each node is, at most, 2(t + 1)log(q) + 2(t + 1)l
bits. The DSN overhead is almost null when there is direct key establishment between
nodes. There is slight communication overhead when two nodes must find a common
key through path key establishment and this overhead increases with each additional
node compromised. The approach offers many attractive properties other schemes
do not, including nice resilience to node capture until a certain percentage of nodes
are compromised (60 percent). The Basic Scheme and Q-Composite Scheme offer
this same resilience, but the grid-based approach offers less overhead on both DSN
communication and computations. Compared to Random Pairwise Scheme, the grid-
based method offers the same degree of security when the same number of sensors and
storage overhead are considered. More than any other scheme, the grid-based approach
offers greater probability of key establishment when there are no compromised nodes
as well as greater probability of key establishment with some nodes compromised.
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Finally, there will be a greater chance for nodes to establish a pairwise key with others
without communication overhead as the sensors are deployed in a grid-like structure.

Thus, the Polynomial-Based Key Predistribution and the two instantiations of the
scheme, polynomial pool-based and grid-based, provide some attractive and efficient
properties for key establishment in DSNs. In the near future, these schemes might
be extended as part of the research performed in sensor networks. For example, the
grid-based approach may be extended into n-dimension or hypercube-based. Also,
research must be done for DSNs with Polynomial-Based Key Predistribution scheme
and mobile properties.

5. SPINS: SECURITY PROTOCOLS FOR SENSOR NETWORKS

Perrig, Szewczyk, Tygar, Wen and Culler[5] at UC Berkeley presented a suite of
security protocols optimized for sensor networks that they called ‘SPINS’. The suite is
built upon two secure building blocks, each performing individual required work: SNEP
and µTESLA. SNEP offers data confidentiality, authentication, integrity, and freshness,
while µTESLA offers broadcast data authentication. The µTESLA protocol, used on
regular networks, is modified as a SPINS for use in resource-constrained DSNs. SPINS
incorporates TinyOS (operating system) in each node, all of which communicate with a
base station. Most DSN communications pass through the base station and involve three
communication types: node-to-base station, base station-to-node, and base station-to-
all nodes.

The main goal of SPINS protocol is to design a key establishment technique based
on SNEP and µTESLA to prevent an adversary from spreading to other nodes in the
network through a compromised node. Each node in this scheme shares a secret key
with the base station that is initialized before deployment. The following are some of
the representations in this scheme used to illustrate how this works:

A and B are two communicating nodes in the network;

Na is generated by node A;

Xab is the master key shared between nodes A and B;

Kab and Kba are the encryption keys shared between A and B, which are derived
from the master key Xab;

K ′
ab and K ′

ba are the secret MAC keys shared between A and B, which are
derived from the master key Xab;

{M}Kab denotes the encryption of message M with key Kab;

MAC(K ′
ab, M) denotes the computation of MAC for message M with MAC

key K ′
ab.
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5.1. SNEP: Data confidentiality/authentication/freshness

A combination of two schemes forms SNEP including a counter for semantic se-
curity and a bootstrapping scheme. Using this combination, SNEP is able to offer a
number of advantages and only adds 8 bytes per message by reducing the communi-
cation overhead of the network. It uses a counter, like many other protocols, to offer
authentication and freshness, but does so using means that also provide semantic se-
curity. Two counters are shared between nodes attempting to communicate with each
other for which some of the source node’s cryptographic techniques send the shared
counters with a message to the destination node. General encryption can be used as a
simple form of confidentiality, but is not sufficient to protect messages; whereas, seman-
tic security offers far greater security by making it harder for an adversary to derive the
original data even after obtaining one or more encrypted messages. In DSNs, sending
messages with a counter can cause overhead; but, the energy can be saved by sharing
the counter between both nodes and incrementing it each time the destination node
receives a message. As with other schemes, for better security the same keys should
not be used again and again. In SNEP, independent keys are used for encryption and
MAC operations. The secret key shared between source node A and destination node
B is used for deriving the encryption and MAC keys for each direction. The encrypted
data has the form E = D(K, C) where D is the data, K is the encryption key and C
is the counter. The MAC is M = (K ′, C||E).

In SNEP then, the total message that node A sends to B is: A → B : D(Kab, Ca),
MAC(K ′

ab, Ca||D(Kab, Ca)).
The semantic security property is satisfied as each time the message is encrypted,

the counter value is incremented to a different value; thus, though the same message is
encrypted, an adversary would not be able to decode the message.

With SNEP, an adversary does have a chance of performing a DOS attack by
constantly sending the requests for counter synchronization, but this can be prevented
either by sending the counter value with each encrypted message or by attaching a
short MAC to the message that does not depend on the counter. Data authentication
is done using the MAC. The counter value in the message prevents an adversary from
replaying old messages, which would cause confusion and overhead in a DSN. As
the counter value is kept at both ends of communication and the ID is not transferred
with every message, communication overhead is negligible. The counter scheme also
allows achieving weak freshness. If the counter value is verified correctly, it reveals the
sequence of the messages, but only guarantees the sequence of messages, not that the
reply from node B is caused by the message from A. To achieve strong freshness that
includes delay estimation, a nonce must be included with messages. To achieve strong
freshness, node A sends a nonce Na along with a reply message to B, which resends the
nonce with a reply message. This process can be optimized by implicitly using the nonce
in the MAC computation; therefore, the entire SNEP protocol with strong freshness is:
A → B : Na, Ra and B → A : {Rb}(Kba,Cb), MAC(K ′

ba, Na||Cb||{Rb}(Kba,Cb))
If the MAC correctly verifies, node A will know that the reply from B is a reply

to its message. In this method, it is assumed that both communicating parties know
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the counter value so that it need not be sent with every message; though, in reality,
messages might get lost or tampered and cause inconsistencies in the counter value.
Protocols needed to synchronize the counter value include bootstrapping the counter
value in the following manner: A → B : Ca with B → A : Cb, MAC(K ′

ba, Ca||Cb)
and A → B : MAC(K ′

ab, Ca||Cb)
The counter value need not be encrypted since the protocol needs strong freshness

for which both communicating parties use the counter as nonce. Also, MAC need
not include the names A and B as the keys they use, Kab, state which nodes are
participating in the communication. If node A realizes that the counter Cb of node B
is not synchronized, it may request the counter of B with a message including Na for
strong freshness, or A → B : Na and B → A : Cb, MAC(K ′

ba, Na||Cb).

5.2. µTESLA: Authenticated broadcasts

Authenticating broadcasted data is a critical issue in DSNs, but previous solutions
to this problem suffer from too much communication and computation overhead, and
therefore, are not so useful in resource-constrained DSNs. TESLA, one of these solu-
tions, provides an inefficient scheme for broadcasting data with authentication by using
the digital signatures technique, which adds 24 bytes of overhead to each message that
are typically only allotted a pocket size of 30 bytes. Thus, using TESLA can cause
almost all of the packet size to be occupied for the code only. Also, TESLA discloses
the key with every message packet it sends and receives, which can use a great deal of
a DSN’s energy. Finally, TESLA authenticates keys using a one-way key chain, which
is not possible to be stored in each sensor node. Perrig et al. modified TESLA for
authenticating broadcasted data in a way that involves no significant overhead. Called
µTESLA, this innovative method reduces energy needed by authenticating data using
asymmetric mechanisms. Also unlike TESLA, which discloses the key every time a
packet is sent or received, µTESLA does so only once in an epoch. The only limit with
µTESLA is that it restricts the number of authenticated senders as it is expensive to
store the one-way key chain in a sensor node.

µTESLA is able to provide the asymmetric cryptographic type of authenticated
broadcast through delayed disclosure of symmetric keys. For broadcasting authenti-
cated information between the base station and nodes of a DSN, µTESLA requires that
the base station and nodes are loosely time synchronized and that each node knows an
upper bound on the maximum synchronization error. When the base station wants to
sends a packet to all the nodes in a given network, it computes a MAC on the packet
beforehand. Since all the nodes in the network are sure that only a base station can
compute the MAC, the MAC key is not disclosed at this point in time so they will not
be vulnerable to attacks from an adversary. The packets sent to the nodes are stored in
their buffers until the base station discloses the corresponding keys. Once disclosed,
the keys can be authenticated by the nodes’ using the one-way function F. If a key is
correct, a node can use it to authenticate the packet stored in its buffer.

Each MAC key is a sequence of keys generated by the function F . The sender
chooses the last key Kn of the chain randomly and then generates the one-way key
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chain by repeatedly applying F . Supposing the base station has sent packets P1 and
P2 in the time interval t1, P3 and P4 in t2, P5 in t3, and P6 in t4, the nodes receiving
the packets cannot verify their authentication immediately, so the nodes store them
in buffers. Packets sent in a particular time interval are authenticated using the key
that corresponds to that time interval. Let the difference of the time interval be two
in this case, the receiver node is loosely time synchronized with the base station and
knows key K0. Assuming that all the messages sending the key information about
packets P1 − P5 are lost and only the message that carries the key information about
packet P6 arrives, the receiver node can still authenticate the keys of the other packets
by deriving the key information supplied for P6. Thus, though some of the packets
may have been lost, the nodes can still authenticate them using the keys received. To
do this, µTESLA has multiple phases that perform a particular job each, including
Sender Setup, Broadcasting Authenticated Packets, Bootstrapping New Receivers, and
Authenticating Broadcast Packets.

Sender Setup: In this phase, the sender wanting to broadcast messages in the
DSN generates a one-way key chain, randomly selects the last key Kn, and
generates the other values by applying the one-way function F on the chain for
generating a length n. As F is a one-way function that any node can compute,
the keys are generated forward but not backward; i.e., given Kj+1, K0, ..., Kj

can be computed, not Kj+2.

Broadcasting Authenticated Packets: The sender of the packet uses the partic-
ular key for the corresponding time interval. For example, in the time interval
I the sender uses the key K1 and in the time interval I + 1, the node uses the
key K2. The packets sent in the particular time interval are authorized using
the corresponding key. In the time interval (I + X), the sender reveals the key
K1.

Bootstrapping New Receivers: The keys in a one-way key chain are self-
authenticating. If the receiver has one key in the key chain it can efficiently
authenticate the other keys in the chain. If the receiver has value Kj in the key
chain, it can easily authenticate Kj+1. Also, the sender and the receiver are re-
quired to be loosely time synchronized with the receiver having the knowledge
of the sender’s time disclosure schedule. Authenticating the key chain and hav-
ing loose time synchronization establishes strong freshness and point-to-point
authentication. A receiver R sends a nonce NR in the request message to the
sender S, which replies to the message containing the following components:
TS → the current time of the sender, Ki → a key in the one way key chain,
TI → starting time, Tint → duration of time interval, and δ → disclosure delay.
The secret key shared between the node and the base station is used as the key
for the MAC.

Authenticating Broadcast Packets: An adversary sometimes knows the key
used in the time interval I and may also have knowledge about the one-way
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key chain, so the receiver should ensure that the packet received is from an
authenticated sender and not from an adversary before the key is released by
that sender. This is achieved through loose synchronization of the sender and
receiver. If the packet is legal, the receiver stores it; if it is spoofed, it is dropped.
Once the receiver verifies the key, it authenticates the packets with the key and
replaces that new key with the key it already has.

5.3. Considerations for SPINS

SPINS is one of the more efficient schemes for DSNs with advantages including
smaller code size, efficient performance, universal design, and low overhead. The
scheme uses less of a sensor node’s memory; i.e., while crypto routines occupy 20
percent of the space, µTESLA occupies 574 bytes and 2 Kbtes is the acceptable total
used memory. The scheme’s performance is also efficient, as the bandwidth of the DSNs
is adequate for the cryptographic primitives which SPINS uses. Additionally, most of
the SPINS design is universal and can be used in other networks of low-end devices.
Finally, the communication costs for SPINS are small, with security properties like
data freshness, authentication and confidentiality only adding an overhead of 6 bytes
in a 30-byte packet, which allows for inclusion in each and every packet. SPINS can
offer even greater advantages when restrictions on bandwidth and memory are slightly
relieved.

Broadcasting and authenticating data are not that easy for individual nodes, as
storing a one-way key in a node’s memory is not possible, computation of the keys
using a function generates much network overhead, and each node does not share a
common key with every other node in the network. However, there are two solutions
for this problem. Firstly, the base station is used by a node to transmit all data that has
to be broadcasted to other nodes. Secondly, the node broadcasts the data to the base
station while the base station generates the authenticating keys using the one-way key
chain. It is efficient to implement the cryptographic primitives in a single block cipher
as DSNs are resource-constrained and, therefore, can not afford additional overhead
for security. Yet, a strong cryptographic base is necessary for SPINS.

Block Cipher: Using RC5 can be very efficient in DSNs because of its small size
and high efficiency. Moreover, as an algorithm it has been subject to scrutiny
under many attacks. Using TEA could also work for block ciphers, but it is not
subject to cryptanalysis scrutiny. DES and other algorithms are not usable for
block ciphers due to their large size and high computation requirements that
cannot be met in DSNs.

Encryption function: The counter (CTR) mode of block ciphers can use the
same function for both encryption and decryption, and the size of the cipher
text is the same as the data in this mode. These two properties make this mode
very useful while working in the encryption function of SPINS. Also, CTR
mode offers semantic security, which is a strong cryptographic property already
discussed. To use the CTR mode, both the sender and receiver nodes must
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maintain counters in their memory and possess an efficient way to synchronize
the counters if needed. One advantage of maintaining a counter at both ends is
that the messages now will not have an overhead of carrying the counter with
them.

Freshness: Using a counter and incrementing it every time a message is sent
automatically provides weak freshness. For strong freshness, the sender must
create a nonce and should include it in the request message to the receiver.
SPINS uses a MAC function for generating random numbers and a counter is
created to keep track of those created.

Message authentication: Not only is a good encryption function necessary for
data, but also a secure MAC is needed. As the block cipher is used more than
once, CBC-MAC is used for MAC. An efficient way of message construction
must be used to achieve authentication and message integrity. The construction
{M}k, MAC(k′, {M}k), in which M is the data, K is the encryption key, and
K ′ is the MAC key, is secure and protects the nodes from decrypting erroneous
ciphered text.

6. LEAP: EFFICIENT SECURITY FOR LARGE-SCALE DSNS

One of the important mechanisms in sensor networks, in-network processing, is
not considered in the previous schemes. This critical issue must be handled while
dealing with the resource-constrained property of DSNs. Most of the data has to be
collected by an aggregator node and then passed on to other nodes in a DSN; however,
data fusion through in-network processing can be used to save net- work energy and
reduce communication overhead. The key establishment techniques that have been
discussed so far do not support an In-Network Processing approach because the nodes
in this method are unable to communicate with each other before transmitting data.
Passive Participation is a form of In-Network Processing in which a sensor node takes
certain actions based on messages from other nodes. Zhu, Setia, and Jajodia [6] devised
a scheme called LEAP that would allow for data fusion, In-Network Processing and
Passive Participation.

Besides offering basic requirements like confidentiality and authentication, LEAP
supports various communication patterns, including unicast (addressing a single node),
local broadcast (addressing a group of nodes in a neighborhood), and global broadcast
(addressing all the nodes in a DSN). Sometimes DSNs are deployed in an adversary’s
arena and, where most of the time compromised nodes are undetected, LEAP provides
survivability such that compromising of some nodes does not cede the entire network.
LEAP is energy efficient since it supports techniques like In-network Processing and
Passive Participation that greatly reduce network communication overhead and, in turn,
increase node battery life. Furthermore, LEAP ensures that messages transferred are
not fragmented, which would increase packet losses in transmission as well as make
protocol implementation more complex and difficult.
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LEAP is based on the theory that different types of messages exchanged between
nodes need to satisfy different security requirements. All the packets transferred in a
sensor network need to always be authenticated where a sensor node knows the sender
of the data since an adversary may attack a DSN with false data at any time. On the
other hand, confidentiality, like encryption of packets carrying routing information, is
not always needed. Different keying mechanisms are necessary to handle the different
types of packets. For this, Zhu, Setia, and Jajodia [6] establish LEAP with four types of
keys that must be stored in each sensor: individual, pairwise, cluster, and group. Each
key has its own significance while transferring messages from one node to another in
a DSN and by using these keys, LEAP offers efficiency and security with resistance to
copious attacks such as the worm hole and the sybil.

Individual Key: This is a unique key that is shared between the base station and
each sensor node. Sensor nodes use this key to calculate the MACs on their
messages to the base station like alert signals (reports on abnormal nodes). In
the same way, a base station can use an individual key to send messages to each
and every node in the network.

Pairwise Shared Key: This is a unique key that is shared between each node and
its neighboring node in the network. A node can use it to transfer individual
messages like sharing a cluster key or sending data to an aggregator node.

Cluster Key: This is a key that is shared between a node and its neighboring
nodes, and is very important since it supports In-network Processing and Passive
Participation. A node may elect not to send a message to the base station if its
neighboring node is sending the same message with a better signal, a discovery
that is only possible to implement if a node shares a common key with its
neighboring nodes. With such a cluster key, a node can select which messages
to transfer, thereby reducing the system communication overhead.

Group key: The base station shares this key with all the nodes in the network to
send queries to them. Group key used requires an efficient rekeying mechanism
for updating it as there is a chance for an adversary to know the key whenever
a node is compromised.

6.1. Efficiently Establishing LEAP[6]

Establishing Individual Keys

Every node in a DSN shares a unique key with the base station that is preloaded
into each node’s memory before being deployed. The individual key Km

u for node U is
calculated as Km

u = fKm(u). For this, f is a pseudo-random function and Km is the
master key known only to the controller. There is no need for the base station to store
all the individual keys, because the base station generates them on the fly whenever it
attempts to communicate with a node
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Establishing Pairwise Shared Keys

The most common key used in a DSN is the pairwise that is shared between
each node and its neighboring node. Sensor nodes are randomly scattered in an area;
therefore, the key establishment technique used should guarantee that nodes discover
neighboring nodes when deployed. Because sensor nodes are static, the key establish-
ment technique does not have to consider deployment knowledge of others before node
deployment. When an adversary obtains a sensor node, it is assumed that the node
cannot be compromised before time tmin. Whenever a node is deployed in a DSN,
it requires some minimum time to identify neighbors and establish keys with them,
which will be test. It is expected that tmin > test; otherwise, the adversary could
easily capture all the nodes in the DSN and effectively take over the entire system.

The process of establishing keys when nodes are already deployed is similar to the
process of key establishment when a new node is added to the network. There are four
stages that represent the key establishment of new node U deployed in the network:
key predistribution, neighbor discovery, pairwise key establishment, and key erasure.
During the initial stage of key predistribution, node U is loaded with the key Ki by the
controller and derives the master key Ku using it. For neighbor discovery, node U first
initializes a timer to activate at time tmin, then starts communicating with its neighbors
by broadcasting a HELLO message containing its ID. Node V responds to this message
with a reply containing its ID. The ACK of V is then authenticated using its master key
Kv derived from Ki. Node U verifies the authentication of V by generating the master
key Kv as node V shares Ki with it: U → ∗ : U and V → U : V, MAC(Kv, U |V ).

For the third stage of pairwise key establishment, node U computes the pairwise
key Kuv with node V using V’s identity. Node V can also do the same thing with U.
There is no need for authenticating node U to V as any future messages authenticated
with Kuv will prove node U’s identity. In the fourth and final stage, key erasure, node
U erases Ki and all the master keys of the other nodes after the time expires. Then
node U will not be able to establish pairwise keys with any other nodes in the DSN so
that, though an adversary captures a node, the communications between it and another
node cannot be decrypted without the key Ki.

Pairwise Shared Keys do have computational overhead since each node U in the
network must verify the MACs generated by neighboring nodes and each must reply
with a message including its identity and an MAC. Each node must also generate a
pairwise key between every other neighboring node in the network. Because a HELLO
message includes only a node ID and an ACK message has only an ID and an MAC,
both can be adjusted in a single packet. Also the space required for storing a preloaded
is only one key Ki; therefore, the communication and storage overheads are small.

The HELLO message in our scheme is not authenticated, so an adversary may
try to attack the network by constantly sending these messages, which will drain a
DSN’s resources. There are two solutions for this attack: the controller may try to
load each new node with the group key of the network so that the nodes can verify the
authentication of the message by verifying the group key in the message, or else the
controller might try to add some randomness into the IDs of the newly added nodes
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such that false ones will be detected and dropped. The assumption made here is that the
sensor nodes are able to permanently eliminate the master key Ki from their memory,
which may not be possible in all cases. One of the unique advantages of the scheme
above is that once pairwise keys are established between neighboring nodes in an area of
a DSN, they cannot be established again, which protects the network from clone attacks.
In clone attacks, an adversary tries to attack the network by installing a number of nodes
with keys acquired from compromised nodes, which then establish pairwise keys with
other nodes in the network and compromises the entire DSN with just a few nodes.
The scheme stated above restricts this kind of attack to a local area as the cloned nodes
cannot establish pairwise keys with other nodes in the network that are not neighboring
nodes of the one compromised.

The security of the above scheme can be even increased by regularly changing the
master key Ki. If an adversary compromises the sensor node before the establishment
time, the master key Ki can be obtained and then the whole network can be compro-
mised. By changing the master key regularly, not only is this attack averted, but also
attacks caused later by the same adversary are averted, as the master key could still be
acquired by compromising a node and deriving the key from its memory. There is one
more security threat that must be addressed here: if an adversary attacks the DSN and
succeeds in compromising the nodes before key establishment time test, the network
can then be attacked through new nodes added into the network using the correct mas-
ter key. This problem, however, can be solved. Suppose that the controller wants to
add Ni nodes into the network in the time interval Ti, Ni ID’s are generated for the
nodes based on a random seed Si and each of the Ni nodes is loaded with a unique
ID. The nodes can now establish pairwise keys as stated and when the controller later
broadcasts Ni and Si into the network using a broadcasting scheme like µTESLA, the
nodes verify whether those attempting communications are valid or not based on Ni

and Si. The pairwise keys of nodes that are not valid are then deleted from the memory
of all the nodes. Compared to other approaches, this method offers greater efficiency
and smaller overhead, while also protecting the network from clone attacks and other
serious attacks.

Establishing Cluster Keys
The cluster key establishment is based on the pairwise key establishment. If node

U wants to establish a cluster key with its neighbors v1, v2, v3, . . ., vn, first it generates
a key Kc and then encrypts that key using the pairwise key which it shares with each
neighbor. Node U then transmits this encrypted message to its neighbors. Node v1
decrypts the key using the pairwise key which it shares with U, and then stores the key
in a buffer. Next it sends back its own cluster key to node U. When any of the nodes
are revoked, node U generates a new cluster key in the same way and transmits the key
to all remaining nodes.

Establishing Group Keys
A group key, which is shared between a base station and all the nodes in a DSN,

is needed when the base station wants to send a message or query to all the nodes of
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that DSN. One way of achieving this is using the hop-by-hop method in which the
base station encrypts messages using the cluster key which it has and then broadcasts
the message to all the nodes in its neighborhood. The nodes would decrypt the message
and then encrypt it using the cluster key which they share with their neighbors. In this
way, the message can be received by all the nodes in the network. This is efficient, but
has an overhead of encryption and decryption at every node.

A simple method to establish a group key is to preload each node with the group
key before deployment, but this is still within the scope for rekeying the group key
which will be necessary. Unicast-based group rekeying can also be considered for
which the base station needs to send the group key to each node in the network, but
this involves much communication overhead. However, Zhu, Setia, and Jajodia [6]
proposed an efficient scheme based on cluster keys in which the transmission cost will
only be one key. In DSNs, all messages sent by the base station must be authenticated
or an adversary may impersonate it. The group key must be updated every time when
a node is revoked. Therefore the first issue to consider is how node revocation can be
done in this scheme. µTESLA, based on a one-way key chain and delayed disclosure of
keys, is an efficient method to broadcast messages into a DSN, as previously discussed.
To bootstrap µTESLA, each node should be preloaded with the commitment of the key
chain. If Kg is the new group key and U is the node to be revoked, the base station
broadcasts the following message:

M : Controller → ∗ : u, fK ′
g
(0), MAC(kT

i , u|fK ′
g
(0)) (16)

, where fK ′
g
(0) is the key that enables the node to verify the authentication of the group

key. The server then distributes the MAC key kT
i after one µTESLA interval. After

a node V receives the message M , it verifies the authenticity of the message using
µTESLA. If node V is neighbor of U, V will remove its pairwise key shared with U
and update its cluster key. This process can also be used for updating the group key.

For secure key distribution, this scheme uses a protocol that is the same as the
beaconing protocol for which all the nodes are organized in a breadth-first spanning
tree where each node not only remembers the parent and children of a spanning tree,
but also the other neighbors. The new group key K ′

g is distributed to all the nodes
in the network using the spanning tree established by the routing protocol. The base
station initiates the process by sending the group key to all its neighbors in the network.
The nodes that receive the message verify its authentication by calculating f

Kg
′ and

by checking whether it is the same as the verification key received earlier in the node
revocation message. The algorithm continues recursively down the spanning tree with
the help of each node, which transmit the group key to neighbors while encrypting
the message using their cluster keys. As discussed earlier, this hop-by-hop scheme
does not involve much overhead as only one key is encrypted and decrypted, and as
rekeying of the group key is infrequent. However, it is desirable to change the group
key more often or an intruder may compromise the entire DSN by obtaining one node
and, thereby, deriving the group key.
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6.2. Local Broadcast Authentication

Local broadcast is different from global broadcast in that in local broadcast a node
generally does not know what packet it is going to generate next and messages generally
consist of aggregated sensor readings or routing protocols. µTESLA is not suitable
for local broadcasting because µTESLA does not provide authentication immediately,
which is needed in some local broadcast cases. Also, in µTESLA nodes need to keep the
packets in their buffers until the authenticating key arrives, which increases the storage
space required. A packet that has to travel L nodes will at least need L µTESLA
intervals, thereby affecting latency of the network. Pairwise keys cannot be used for
local broadcast because, if a node has n neighbors, the approach requires the sender
node to calculate n MACs for each message. Local broadcast needs a method where a
node can broadcast a message to all its neighbors using a single MAC and cluster keys,
with a problem as follows. If an adversary can compromise a node, the cluster key
from that node is available and can be used to attack the network by impersonating that
node or a neighboring node. If nodes X, U, and V are three vertices of a triangle, X is
compromised, and U wants to send messages to X and V, X can use node U’s cluster
key to impersonate it and send false messages to V.

Fortunately, Zhu, Setia, and Jajodia [6] have designed a scheme called One-Way
Key Chain-Based Authentication for defeating this attack totally. This scheme is based
on µTESLA in that each node generates a one-way key chain and sends the commitment
of it to their neighbors. This transferring is done using the pairwise keys already shared
with neighbors. If a node wants to send a message to its neighbors, it attaches the next
authorization key from its key chain to the message. The receiving node can verify the
validation of the key based on the commitment it has already received. The One-Way
Key Chain-Based Authentication is designed based on two observations: a node only
needs to authenticate to its neighbors and that a node V will receive a packet before a
neighboring X receives it and resends it to V. This observation is true because of the
triangular inequality among the distances of nodes involved. An adversary may still
try to attack the nodes by shielding node V while U is transmitting a message, and then
later send a modified packet to V with the same authorization key; but this attack can
be prevented by combining the authorization keys with the cluster keys. When this is
done, the adversary does not have the cluster key and so cannot impersonate node U.
However, this scheme does not provide a solution for attacks from inside where the
adversary knows U’s cluster key.

6.3. LEAP Performance Evaluation

Overhead

Since the performance of the pairwise key establishment have already been dis-
cussed, here we review other factors of performance like the computational cost, com-
munication cost and storage requirement of this approach. As mentioned, a cluster key
is established based upon the pairwise keys of a node. Let us suppose that the number
of neighbors to a node is n; if the cluster key has to be updated the scheme must perform



372 VENKATA KRISHNA RAYI et al.

n encryptions, which is computationally expensive. The value of n depends upon the
density of the scheme; the computational cost increases as the network is denser. While
for securing distribution of a group key, the number of decryptions is equal to the size
of the network. The total number of encryptions is also equal to the size of the network;
so if the size of the network is M , the total number of symmetric operations will be
2M . From these derivations, the computational cost of the scheme is dependent upon
the density of the network d. Zhu, Setia, and Jajodia [6] stated that the average number
of symmetric operations of the scheme is about 2(d − 1)2/(M − 1) + 2. If the density
of the network is reasonable, the computational cost may not be a bottleneck to the
scheme.

Also, the cost decreases with the increases of M . The communication cost of the
scheme is the same as the computational cost. The average number of keys a node
has to transfer for updating keys due to revocation is (d − 1)2/(N − 1) + 2. Just
like computational cost, communication cost increases with a increase in the density
of the network and decreases with an increase in the size of the network. The storage
requirement of this scheme is a bit high because each node must store four types of
keys in it. Considering the degree of node to be d, a node has to store one individual
key, d pairwise keys, d cluster keys, and one group key. Also, a node must store a
one-way key chain and a commitment for each neighbor for local broadcast. If L is the
number of keys stored in a key chain, the total number of keys the node has to store
in this scheme will be 3d + 2 + L. Again, the storage requirement of LEAP depends
upon the density of the network.

Resilience to Attack

An adversary might launch a selective forwarding attack in which a compromised
node drops the packets containing the routing information of selected nodes and for-
wards the other packets normally. LEAP can minimize the affects of the scheme by
minimizing this problem to a local area. As LEAP uses local broadcast, the attack’s
effects will not transfer to more than 2-hops, which will result in defeating the purpose
of such an attack. LEAP can also prevent a HELLO attack in which an adversary
attacks the network by repeatedly transmitting HELLO messages and thereby depletes
the network’s resources. This attack is averted since the nodes in a LEAP scheme ac-
cept packets only from authenticated neighbors. The sinkhole and wormhole attacks,
however, are difficult to solve. In the sinkhole attack, a compromised node attracts
packets by advertising information like high battery power, etc., then later drops all
the packets. In the wormhole attack an adversary launches two nodes in the network,
one near the target of interest and the other near the base station. The adversary then
convinces the nodes near the target, which would generally be multiple hops away from
the base station, that they are only two hops away thereby creating a sinkhole. Also,
nodes that are far away think that they are neighbors because of the wormhole created.
In LEAP an adversary cannot launch a wormhole attack after key establishment as at
that point every node has knowledge about its neighbors so it is not easy to convince a
node that it is near a particular compromised node. An insider node must then succeed
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in compromising two nodes for creating a wormhole and those nodes must be near the
target of interest and the base station after the key establishment phase is complete.
Although an adversary may try, it is difficult to create an attractive sinkhole without
being detected.

LEAP includes efficient protocols for supporting four types of key schemes for
different types of messages broadcasted in DSNs and includes an efficient scheme for
local broadcast authentication. LEAP is an efficient scheme for key establishment that
resists many types of attacks on the network, including the sybil, sinkhole, wormhole,
and so on. LEAP also provides efficient schemes for node revocation and key updating
in DSNs.

7. A KEY MANAGEMENT SCHEME FOR WIRELESS DSNS USING
DEPLOYMENT KNOWLEDGE

Throughout the discussion in this chapter, a significant piece of information re-
garding DSNs has not yet been mentioned, i.e., the deployment knowledge of these
networks. As sensor nodes are randomly deployed in an area, it is difficult to obtain
deployment knowledge. Some information on deployment knowledge is achievable
if deployment followed a particular order. For example, if sensor nodes are scattered
using an airplane pattern, these nodes might be grouped or placed in a particular or-
der before deployment and, based on this pattern, an approximate knowledge of node
position can be acquired.

Deployment knowledge offers numerous advantages when used in DSNs such as
achieving better storage, better resilience to node capture and more. In their study of
key establishment techniques in sensor networks, Du, Deng, Han, Chen, and Varshney
[8] propose a scheme using deployment knowledge that is based on the Basic Scheme,
which has already been discussed earlier in this chapter. Deployment knowledge in
this scheme is modeled using probability density functions (pdfs). All the schemes
discussed until now considered the pdf to be uniform; and when uniform, knowledge
about the nodes can not be derived from it. In LEAP, Du et al. consider non-uniform
pdfs, which means that they assume the position of sensor nodes to be at certain areas.
Their method first models node deployment knowledge in a DSN and then develops a
key predistribution scheme based on this model.

7.1. Modeling of the Deployment Knowledge

The deployment point and the resident point are two terms that must be briefly
understood when discussing the Deployment Model. Deployment point of a sensor
node is the point at which the sensor node is actually deployed; i.e., the node is dropped
where the deployment is done through an airplane deployment point. Resident point
is the point at which the sensor actually resides after deployment. Let us assume
the deployment area to be a 2-dimensional region X × Y . The pdf for node I , for
I = 1, ..., N over the two-dimensional area is found by fi(x, y), where x ∈ [0, X]
and y ∈ [0, Y ]. Generally nodes are deployed in groups, therefore the pdfs of the final
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resident points of all the sensors in a group is the same as the group of sensors deployed
in a single deployment point. The group deployment model is designed as following
in Du et al. [8]:

N sensor nodes that are deployed in a place are divided into t × n equal size
groups. Each group Gi,j for i = 1, ..., t and j = 1, ..., n is from the deployment
point with index (i, j); and (xi, yj) is the deployment point for this group.

The Deployment Model follows a grid-based approach with all deployment
points arranged in a grid.

The pdf of the resident points for node K in group Gi,j is f ij
K (x, y|K ∈ Gi,j) =

f(x − xi, y − yi).

Two groups that are deployed close together share some common keys. The amount
of key overlap decreases as the deployment distance between the groups increases.
When using the Basic Scheme, keys are drawn from the same key pool S; but, using
the Deployment Model, different key pools are allowed for different groups so that the
key pool can be divided into sub-key pools of |Sc| keys each. The combination of all
the sub-key pools still yields S.

Sensor nodes can be deployed in many different ways such as deployment through
an airplane, using a vehicle, etc. In this scheme, deployment is considered as a Gaussian
distribution, which is widely studied and practiced. The deployment distribution for
any node k in group Gi,j follows a two dimensional Gaussian distribution. The pdf of
the resident points for the node k in group Gi,j is [22]

f ij
k (x, y|k ∈ Gi,j) = f(x − xi, y − yj) (17)

When f(x, y) is uniform, we cannot determine which nodes are close together
prior deployment as the resident points of the nodes are uniformly distributed over the
region. When f(x, y) is random we can tell which nodes are close together. Though the
distribution function is not uniform, the sensor nodes still need to be deployed evenly
through the entire region. By selecting an appropriate distance between deployment
points, the probability of finding a node in each small region can be made equal.

7.2. Key Predistribution Using Deployment Knowledge

In a key pre-distribution scheme based on the Deployment Model, it is assumed
that N sensor nodes are deployed in a place (point) and are divided into t × n equal
size groups, each group Gi,j for i = 1, ..., t and j = 1, ..., n. It is also assumed that
the deployment points are arranged in a grid.

As with the Basic Scheme, key predistribution in the Deployment Model also
consists of three phases: key predistribution, shared key discovery, and path key es-
tablishment. This scheme differs only in the first stage while the other two stages are
similar to that of the basic scheme.



WIRELESS NETWORK SECURITY 375

Key Predistribution: The most important step in this phase is to divide the key
pool into t × n key pools. The goal of dividing the key pools is to ensure
that neighboring key pools have more keys in common. Two key pools are
neighbors if their deployment groups have nearby resident points. The concept
of dividing the key pool is discussed briefly in the next section. After the key
pool is divided, each node in a group is selected and keys are installed from
corresponding subset key pools.

Shared Discovery Phase: In this phase each node must find its common keys
shared with neighbors. There are many ways for doing this, but the simplest
is to make the nodes broadcast their identifiers list to other nodes. If the nodes
discover that they share a common key with other nodes, this key can be used as
their communication link. When disclosing the nodes’ identities is not desired,
Merkle’s Challenge Response Technique can be employed [9] in which each
node sends a puzzle to neighboring nodes for each stored key and, if those
nodes share a key in common with the source node, they will respond with the
correct solution creating a key link for secure communication.

Path Key Establishment: When two neighboring nodes do not share a common
key, they can discover one using Path Key Establishment. If node U wants to
communicate with V and the two do not share a common key, node U must
communicate with its neighbor I, saying that it wants to communicate with V.
Node U then sends its ID and a secret key to node I and, if I shares a common
key with V, it sends the message to V encrypted with that shared key. Through
this path U → I → V or V → I → U, both nodes U and V can communicate
with each other using a secret key.

7.3. Creating Key Pools

Key pools that are deployed nearby should share certain keys in common. To
assign keys to each key pool Si,j for i = 1, ..., t and j = 1, ..., n, it is assumed that the
pools are deployed in a grid: (a) key pools that are horizontal or vertical share a|Sc|
keys, where 0 ≤ α ≤ 0.25; (b) Key pools that are diagonal share b|Sc| keys, where
0 ≤ b ≤ 0.25 and 4a + 4b = 1; (c)Two non-neighboring key pools share no keys.

Here, (a) and (b) are overlapping steps and to achieve the properties stated, the key
pool is divided into eight total partitions, each with keys that are shared by the other
nodes. Du et al. [8] developed a method to select keys for each subset key pool Si,j ,
considering a grid scheme and given a global key pool S (the subset of key pools for
each deployment point). The keys for the first subgroup (the group placed in the first
row and first column) S1,1 are selected from the global key pool S, and then keys for the
second group in the same row are selected from the row left to it and S. This process
continues for each row from left to right:
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Select |Sc| keys for the group placed in S1,1 and remove those keys from S;

Select a|Sc| keys for group S1,2 from the key pool S1,1, and the remaining keys
w from the global key pool S, and then remove the selected w keys from S.

Select a|Sc| keys for group S2,1 from the key pools S1,1, S3,1, S2,2 and select
b|Sc| from the key pools S1,2 and S3,2. Then select and remove the remaining
w keys from the global key pool S.

If w is the remaining keys that are to be selected from S, and Si,j be the group
number in a grid, the selection procedure for different groups will be:

W =

⎧⎪⎪⎨
⎪⎪⎩

[1 − (a + b)] × |Sc|, forj = 1

[1 − 2 (a + b)] × |Sc|, for2 <j ≤ n − 1

[1 − (2a + b)] × |Sc|, forj = n

(18)

Selecting the size of the key pool |Sc| from S is also critical in this scheme. To ensure
that no key in the network is shared between more than two nodes, a rule must be
established: if a group G1 selects the required keys from its neighbor G2, no other
group is allowed to select those keys. Since each group selects distinct keys from their
neighbors, the size of |Sc| is equal to the sum of all those keys and is calculated as

|Sc| =
|S|

tn − (2tn − t − n)a − 2(tn − t − n + 1)b
(19)

In their paper, Du et al. [8] analyzed the performance of their scheme based upon
the connectivity, communication overhead, and resilience against node capture of the
network. Two parameters for connectivity called the Global Connectivity and Local
Connectivity are defined for analyzing the performance of connectivity in the Deploy-
ment Model. Global Connectivity is the ratio between the nodes that are isolated and
the total number of nodes in the network. Local Connectivity refers to the probability
of any two nodes sharing at least one key. Both Global and Local Connectivity are
affected by the key predistribution scheme where B(ni, nj) is the event that two nodes
share at least one key, and A(ni, nj) is the event that both the nodes are neighbors,
hence

plocal = Pr(B(ni, nj)|A(ni, nj)) (20)

Let λ be the ratio of the shared key pool between two nodes and |Sc|. Du et al. [8]
calculated the probability p(λ) that two nodes share at least one key when they have
λ|Sc| in common as

p(λ) = 1 − Pr(two nodes do not share any key) (21)

Global Connectivity is also required for better efficiency. The key sharing in a wireless
DSN the using Deployment Model is not uniform, so uniform distribution techniques
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like Erdos’ Random Graph Theory cannot be applied. Shakkottai et al. [23] determined
the connectivity of a wireless network with unreliable nodes that can be used for random
distribution. The authors simulated the results for Global Connectivity using m for the
number of nodes in a node’s key ring, which showed that when m = 200, no nodes are
wasted due to a lack of security links while only 0.12 percent of nodes are wasted when
m = 100. The overlapping factors a and b has to be selected carefully, when a = 0.25
and b = 0, each group shares keys only with horizontal and vertical neighbors only;
when a = 0 and b = 0.25, each group shares keys only with diagonal neighbors only.
The values of a and b depend upon many factors like the size of the nodes key ring m,
different types of neighbors, etc.

8. CONCLUSIONS

Key management for Distributed Sensor Networks (DSNs) is a critical issue that
has been addressed through several proposed schemes presented in various papers.
This chapter provides an overview of these techniques, each of which offers different
advantages and disadvantages. A balance between the requirements and resources of
a DSN determines which key management scheme should be employed. A DSN used
in a battlefield demands more security than one used in places like shopping centers;
also, the former can be made more costly but the later needs to be as cheap as possible.
Decisions regarding the key management scheme to be used must be based on these
requirements for efficiency.

8.1. Summary of Schemes Pros and Cons

The Basic Scheme

Pros: flexible, efficient, and fairly simple to employ, while also offering good
scalability.

Cons: cannot be used in circumstances demanding heightened security and
node-node authentication.

The Q-Composite Scheme

Pros: provides better security than the Basic Scheme by requiring more keys
for two nodes to share one for communication, which makes it difficult for an
adversary to compromise a node.

Cons: vulnerable to breakdown under large-scale attacks, does not satisfy scal-
ability requirements.

Multipath Key Reinforcement

Pros: offers better security than the Basic Scheme or the Q-Composite.
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Cons: creates communication overhead that can lead to depleted node battery
life and to the chance for an adversary to launch DOS attacks.

Random Pairwise Scheme

Pros: offers the best security of all the schemes with perfect resilience against
node capture as the keys used by each node are unique, and also provides
resistance against node replication.

Cons: does not support networks of large size, and does not satisfy scalability
requirements.

Polynomial Pool-Based Key Predistribution

Pros: allows the network to grow to a larger size after deployment.

Cons: t-collision resistant (compromising more than t polynomials leads to
network compromise.

Polynomial Grid-Based Key Predistribution

Pros: offers low communication and computation overhead on the network,
guarantees a total connected graph when there are no compromised nodes and
all the nodes are in transmission range.

Cons: overhead of node storage as each must not only share the polynomial
keys but also the ID’s of compromised nodes to avoid attack.

SPINS: SNEP and µTESLA

Pros: one of the best memory efficient schemes discussed, provides strong
security features with less complexity, universal design allows use in many
low-end devices, incurs low communication cost, and offers authentication and
strong data freshness with a minimum overhead.

Cons: µTESLA overhead from releasing keys after a certain delay, possible
message delay.

LEAP

Pros: offers efficient protocols for supporting four types of key schemes for
different types of messages broadcasted, reduces battery usage and communi-
cation overhead through In-Network Processing, and uses a variant of µTESLA
to provide local broadcast authentication.

Cons: requires excessive storage with each node storing four types of keys and a
one-way key chain, computation and communication overhead dependant upon
network density (the more dense a network, the more overhead)
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Pros: only to consider deployment knowledge that can minimize the number
of keys and help increase resilience or resistance to node capture and reduce
network overhead, increases overall connectivity of the network graph, and
offers same pros as the Basic Scheme on which it is based

8.2. Future Work for DSNs

More schemes should be developed to make efficient use of sensor nodes’ lim-
ited resources. Greater emphasis should be given to the security in key management
schemes, particularly as a majority of sensor node deployment is in hostile environ-
ments where providing strong security features is a must. Though receiving much
attention recently, there are many problems to be addressed in DSNs such as finding
the compromised nodes in a network, making good use of deployment knowledge,
making nodes tamperproof without much overhead, decreasing the bootstrapping time
required for the network, and so on. Future research should especially seek techniques
for compromised node discovery and efficient methods to revoke compromised nodes.

Numerous lives can be saved in wars with the data collected by sensors, but DSNs
in the near future will offer many surprises for humans as they come to be used in
daily household matters like locking doors and switching off electronics, or controlling
traffic in high-volume areas. Sensors installed in big malls and shopping centers can
guide people to their required products easily while those in hospitals can monitor
patient condition and those in forests can provide immediate knowledge about disastrous
hazards like wildfire. These advantages are only a small fraction of what DSNs could
potentially offer when deployed more commonly. Future studies can prove DSNs to
be useful in a wider variety of environments.
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Both mobile ad hoc networks and wireless sensor networks are gaining popularity due to the
fact that they promise viable solutions to a variety of applications. A Mobile Ad hoc NET-
work (MANET) consists of a collection of wireless hosts that are capable of communicating
with each other without use of a network infrastructure or any centralized administration. A
wireless sensor network (WSN) consists of tiny senor nodes with sensing, computation, and
wireless communication capabilities. In sensor networks, hundreds or thousands of nodes
with low-power, low-cost, and possibly mobile but more likely at fixed locations, collec-
tively monitor an area. However, both MANETs and WSNs are vulnerable to different
attacks due to their fundamental characteristics such as open medium, dynamic topology,
absence of central administration, distributed cooperation, and constrained capability. Be-
fore mobile ad hoc and sensor networks can be successfully deployed, security issues must
be addressed. In this chapter we introduce security attacks on MANETs and WSNs and
review the recent approaches of secure network routing protocols in both mobile ad hoc
and sensor networks.
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1. INTRODUCTION

Both mobile ad hoc networks and wireless sensor networks are gaining popularity
due to the fact that they promise viable solutions to a variety of applications. A Mobile
Ad hoc NETwork (MANET) consists of a collection of wireless hosts that are capable
of communicating with each other without use of a network infrastructure or any cen-
tralized administration. In such a network, each mobile node can operate not only as a
host but also as a router, forwarding packets for other mobile nodes which may not be
within direct wireless transmission range of each other. Since MANETs can be easily
and inexpensively set up as needed, they have a wide range of applications, especially
in situations with geographical or terrestrial constrains such as battlefields, military
applications, and other emergency and disaster situations. A wireless sensor network
consists of tiny senor nodes with sensing, computation, and wireless communication
capabilities. In sensor networks, hundreds or thousands of nodes with low-power, low-
cost, and possibly mobile but more likely at fixed locations, collectively monitor an
area. These large sensor networks generate a substantial amount of data and send the
data to one or more points of centralized control called base stations or sinks. A base
station is typically a gateway to another network, and it can be a powerful data process-
ing or storage center, or an access point for human interface. Networking unattended
sensor nodes are increasingly popular to provide economical solutions to both military
and civil applications such as real-time traffic monitoring, wildfire tracking, wildlife
monitoring, weather monitoring, security and tactical surveillance, target filed imaging,
and disaster management etc.

However, recent wireless research work indicates that the ad hoc networks and sen-
sor networks are more vulnerable than conventional wired and wireless networks due to
their fundamental characteristics such as open medium, dynamic topology, absence of
central administration, distributed cooperation, and constrained capability (power and
computation constraints). Use of wireless links makes ad hoc and sensor networks more
prone to physical security threats than wired networks, ranging from passive eavesdrop-
ping to active interference. Without proper security, mobile hosts and sensor nodes are
easily captured, compromised and hijacked by malicious nodes. The adversary might
listen to or/and modify the messages in the wireless communication channel, inject
erroneous messages, delete messages, and even impersonate other nodes. Some or all
of the nodes in a MANET might rely on batteries and all sensor nodes in a WSN have
low battery power. The adversary could force a node to replay packets to exhaust its
energy.

Before ad hoc and sensor networks can be successfully deployed, security issues
must be addressed. Recently significant progress has been made in securing ad hoc and
sensor networks via the development of secure routing protocols.

To assess the security needs of ad hoc and sensor networks effectively and to
evaluate and choose various policies, we need some systematic way of defining the
requirements for security and characterizing the approaches to satisfying those require-
ments. Usually the following three aspects of information security are considered:
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Security attack: any action to compromise the security of information in the
system.

Security mechanism: a mechanism that is designed to detect, prevent, or
recover from a security attack.

Security service: a service that enhances the security of the data processing
systems and information transfers of an system. These services are used to
counter security attacks, and they make use of one or more security mechanisms
to provide the service.

Our purpose in this chapter is to review the recent approaches to secure routing
protocols in ad hoc and sensor networks. The rest of the chapter is organized as follows.
We first give an overview of current routing protocols without security enforcement
and describe several often used routing protocols on which most recent secure routing
protocols are based in Section 3. In Section 4, different security services are introduced.
In Section 5, security attacks on ad hoc and sensor networks are classified and some
well-known attacks are given. We then give an review on current security mechanisms
to secure routing protocols in ad hoc and sensor networks in Section 6. Finally, Section
7 contains concluding remarks.

2. ROUTING PROTOCOLS

During the last decade, extensive research works have been conducted on designing
routing protocols in both mobile ad hoc networks and wireless sensor networks, and
many efficient routing protocols have been proposed.

In MANETs, the routing protocols can be categorized by the timing of acquisition
of routing information and the methods by which the routes are maintained into three
categories: reactive protocol, proactive protocol, and hybrid protocol. In the reactive
(on-demand) protocols, such as Ad hoc On-demand Distance Vector (AODV) [39],
Dynamic Source Routing (DSR) [22], and Temporally Ordered Routing Algorithm
(TORA) [37], a route is created only when desired by the source node. In the proactive
protocol, such as Destination Sequence Distance Vector (DSDV) [38] and Adaptive
Distance Vector (ADV) [3] etc., each node maintains one or more routing tables to
store routing information, and any changes in the network topology need to be reflected
by propagating updates throughout the network. There are other hybrid protocols, such
as Zone-based Routing Protocol (ZRP) [14], which employ both mechanisms.

In WSNs, routing can be divided into flat-based routing, hierar-chical-based rout-
ing, and location-based routing depending on the network structure. In flat-based rout-
ing protocols, such as Sensor Protocols for Information via Negotiation (SPIN) [15, 27],
Directed Diffusion [21], Rumor Routing [4], Minimum Cost Forwarding Algorithm
(MCFA) [48] etc., all nodes are typically assigned equal roles or functionality. While in
hierarchical-based routing protocols, such as LEACH protocol [16], Power-Efficient
Gathering in Sensor Information Systems (PEGASIS) [28], and Threshold-sensitive
Energy Efficient Sensor Network Protocol (TEEN) [30] etc., nodes play different roles.
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For example, higher energy nodes can be used to process and send the information
while low energy nodes can be used to perform the sensing in the proximity of the
target. In location-based routing protocols, such as GPSR [26], GEAR [51], SPAN [9],
GAF [45], and CEC [46] etc., sensor nodes’ positions are exploited to route data in the
network. Furthermore, these protocols can be classified into multipath-based, query-
based, negotiation-based, QoS-based, or coherent-based routing approaches depend-
ing on the protocol operation.

Since most recent work to secure ad hoc and sensor network routing protocols
are based on the several main routing protocols: AODV, DSR, DSDV, and Directed
Diffusion, we describe these routing protocols as follows.

2.1. Destination Sequence Distance Vector – DSDV

In DSDV [38] routing, each router maintains a routing table giving the distance
from itself to all possible destinations. Each routing table entry consists of destination
IP address, the distance to it and the next node in the path. Each router periodically
broadcasts this table information to each of its neighbor routers, and uses similar routing
updates received from neighbors to update its table. DSDV solves the looping prob-
lem by attaching sequence numbers to routing entries. A node increments its current
sequence number and includes it in the updates originated at that node. Along with
distance information this sequence number is propagated. Any node that invalidates
its entry to a destination because of loss of next hop node, increments the sequence
number and uses the new sequence number in its next advertisement of this route. A
node invalidates or modifies its routing entry if a neighbor broadcasts a routing entry
to the same destination with a higher sequence number. An invalid entry can become
valid when the node receives an advertisement of this route with the same sequence
number (as the one it has) and better metric or higher sequence number. The rout-
ing table entries in all the nodes for a given destination collectively specify a virtual
destination-based tree to send packets to that destination. A simplistic view of DSDV
is that it maintains one such destination tree for each node in a distributed manner. To
keep up with network changes, DSDV algorithms use periodic and triggered routing
updates. Periodic updates include full routing table and occur once in 30-90 seconds.
Triggered updates occur in between periodic updates if enough number of routing en-
tries has changed and often include only newly modified entries. ADV [3] is another
distance vector algorithm, which is similar to DSDV but reduces the routing overhead
by varying the size and frequency of routing updates in response to traffic variance and
node mobility.

2.2. Ad hoc On-demand Distance Vector – AODV

AODV [39] is based upon the distance vector algorithm. The difference is that
AODV is reactive, as opposed to proactive protocols like DSDV, i.e., AODV requests a
route only when needed and does not require nodes to maintain routes to destinations
that are not actively used in communications.
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Route discovery: A node broadcasts a RREQ when it determines that it needs
a route to a destination and does not have one available. This can happen if the
destination is previously unknown to the node, or if a previously valid route
to the destination expires. To prevent unnecessary broadcasts of RREQs the
source node uses an expanding ring search technique as an optimization. In the
expanding ring search, increasingly larger neighborhoods are searched to find
the destination. The search is controlled by the time-to-live (TTL) field in the
IP header of the RREQ packets. If the route to a previously known destination
is needed, the prior hop-wise distance is used to optimize the search.

Route maintenance: Every routing table entry maintains a route expiry time
which indicates the time until which the route is valid. Each time that route
is used to forward a data packet, its expiry time is updated to be the current
time plus ACTIVE ROUTE TIMEOUT. A routing table entry is invalidated if
it is not used within such expiry time. AODV uses an active neighbor node list
for each routing entry to keep track of the neighbors that are using the entry to
route data packets. These nodes are notified with route error (RERR) packets
when the link to the next hop node is broken. Each such neighbor node, in turn,
forwards the RERR to active neighbors in its own list, thus invalidating all the
routes using the broken link.

2.3. Dynamic Source Routing – DSR

A routing entry in DSR [22] contains all the intermediate nodes to be visited by
a packet rather than just the next hop information maintained in DSDV and AODV. A
source puts the entire routing path in the data packet, and the packet is sent through
the intermediate nodes specified in the path. If the source does not have a routing
path to the destination, then it performs a route discovery by flooding the network with
a route request (RREQ) packet. The RREQs record route information as they visit
intermediate nodes on the way to the destination. Any node that has a path to the
destination in question can reply to the RREQ packet by sending a route reply (RREP)
packet. The reply is sent using the route recorded in the RREQ packet. A node that
receives a RREQ can use the path recorded to improve its path to the source. To reduce
the cost of route discovery, each node maintains a cache of source routes which it has
learned or overheard. It aggressively uses to limit the frequency and propagation of
RREQs. When an intermediate node discovers that a source route is broken, the source
node is notified with a route error (RERR) packet. The source node can then attempt
to use any other route to destination already in its cache or can invoke route discovery
again to find a new route. To limit the need for route discovery, DSR also allows nodes
to operate their network interfaces in promiscuous mode and snoop all (including data)
packets sent by their neighbors. Since complete paths are indicated in data packets,
snooping can be very helpful in keeping the paths in the route cache fresh. To further
reduce the cost of route discovery, the RREQs are initially broadcasted to neighbors
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only (zero-ring search), and then to the entire network if no reply is received. Another
optimization feasible with DSR is the gratuitous route replies; when a node overhears
a packet containing its address in the unused portion of the path in the packet header,
it sends the shorter path information to the source of the packet. Also, an intermediate
node may replace a packet’s current path specification with an alternate path if it is
unable to send the packet to the original next hop node.

2.4. Directed Diffusion

Directed Diffusion protocol is a data-centric routing protocol in which all data
generated by sensor nodes is named by attribute-value pairs. This protocol can be
divided into four phases as follows,

Interest Propagation. Interest describes a task required to be done by the
network. It can be defined by a list of attribute-value pairs such as name of
objects, interval, duration, geographical area, etc. For each active task, the sink
periodically broadcasts an interest message to each of its neighbors. Every node
maintains an interest cache. When a node receives an interest, it first checks
to see if the interest exists in the cache. If no matching entry exists, the node
creates an interest entry and save the parameters from the received interest.
Each sensor that receives the interest setups a gradient toward the sensor nodes
from which it receives the interest. This process continues until gradients are
setup from the sources back to the sink or Base Station (BS). More generally,
a gradient specifies an attribute value and a direction.

Low-rate data Propagation and routing setup. In this phase, when a sensor
node detects a target, it searches its interest cache for a matching interest entry.
If matching entry exists, the node sends low-rate data to the nodes for whom it
has a gradient. A node that receives a data message from its neighbor attempts to
find a matching interest entry in its cache. If no match exists, the data message
is silently dropped. If a match exists, the node adds the received message to
the data cache and resends it to its neighbors.

Reinforcement. After the low-rate data reaches the sink or BS, the sink selects
and reinforces one particular (e.g., the best) path in order to draw down higher
quality events (e.g., higher-rate data).

Data Propagation. In this phase, the source node computes the highest re-
quested event rate among all its outgoing gradients and sends them to its neigh-
bors. The node which receives the message examines the matching interest
entry’s gradient list. If there is a lower data rate than the received data rate, it
may down-convert the data to the appropriate gradient. And it also does some
in-network data aggregation before resending the message in order to make the
data aggregation more efficient.
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3. SECURITY SERVICE

Highly level security requirements for ad hoc and sensor networks are basically
identical to security requirements for any other communication systems. They can be
classified as follows:

Confidentiality: Ensures that the information is accessible only to authorized
entities. Transmission of sensitive information (data packets) in ad hoc and
sensor networks requires confidentiality. Disclosure of such information to
enemies could cause devastating consequences. Routing information (control
packets) must also remain confidential to certain extent, since such information
can be used by the enemies to identify and locate their attacking targets.

Authentication: Ensures that the origin of a message is correctly identified
and its identity is not forged. Without authentication, the malicious node could
impersonate other node to gain unauthorized access to resource and sensitive
information.

Integrity: Ensures that only authorized identities are able to modify system
assets and transmit information. A message could be corrupted because of link
failure, or malicious attack.

Data Freshness: Ensures the freshness of messages.

Nonrepudiation: Ensures that the origin of a message can not deny having
sent the message. It is very useful to detect and isolate compromised nodes.

Access control: Requires that access to information resources may be con-
trolled by or for the target system. To achieve this control, each entity trying to
gain access must be first identified, or authenticated, so that access rights can
be tailored to the individual.

Availability: Ensures the survivability of network service despite malicious
attacks (e.g., denial-of-service attacks).

4. SECURITY ATTACK

Existing routing protocols are subject to a lot of security attacks. The attacks can be
classified in different ways. One way is to divide attacks into four categories according
to where the attacker deploys the attack in the flow of information from a source to a
destination shown in Figure 1:

Interruption: An asset of the network is destroyed or becomes unavailable
or unusable. This is an attack on availability. Examples include silently
discarding control or data packets.
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Figure 1. Security Threats.

Interception: An unauthorized node gains access to an asset of the network.
This is an attack on confidentiality. Examples include eavesdropping control
or data packets in the networks.

Modification: An unauthorized node not only gains access to but tampers with
an asset. This is an attack on integrity. Examples include modifying control
or data packets.

Fabrication: An unauthorized node inserts counterfeit objects into the system.
This is an attack on authenticity. Examples include inserting false routing
messages into the network or impersonating other node.

A more useful categorization of these attacks is in terms of passive attacks and
active attacks [43, 10], shown in Figure 2:

Passive attacks: A passive attack does not disrupt the operations of a routing
protocol, but only attempts to discover valuable information by eavesdropping,
or silently discard messages received. Three types of passive attacks are release
of message contents, traffic analysis, and message dropping.

– The release of message contents is easily understood. The malicious
node may leak confidential information to unauthorized users in the net-
work, such as routing or location information. We would like to prevent
the enemies from learning the contents of the sensitive data.
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Figure 2. Active and Passive Security Threats.

– The second passive attack, traffic analysis, is more subtle. Suppose that
we use encryption to mask the contents of messages, the enemies might
still be able to observe the pattern of the messages and determine the
location and identity of communication hosts.

– The third passive attack, message dropping, is to silently discard the
message carried on by an intermediate host. For example, in AODV
and DSR, when a malicious node receives a control packet (e.g., RREQ,
RREP) or a data packet, instead of looking up route table and forwarding
a packet, the malicious node drops the packet silently.

It is usually hard to distinguish passive attacks from Byzantine failures [8, 2] in
ad hoc and sensor networks because passive attacks do not involve any alteration
of contents of the messages. Message loss can occur because of topology change
or unreliable wireless media. However, it is feasible to prevent the success of
these attacks. Thus, the emphasis in dealing with passive attacks should be put
more on prevention rather than detection.

Active attacks: An active attack involves modification of the contents of mes-
sages or creation of false messages. It can be subdivided into four categories:
masquerade, replay, modification of messages, and denial of service.

– A masquerade takes place when one node pretends to be a different node.
It is usually combined with other active attacks by the adversary to deploy
security attacks. For example, a malicious node may impersonate another
node while sending the control packets to create an undesirable update in
the routing table.

– Replay involves the passive capture of a valid message and retransmission
to create an unauthorized effect.

– Modification of message means that some portion of a legitimate message
is altered, or that message is delayed, reordered to produce an unauthorized
effect.
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– Denial of service(DoS) prevents the normal use of communication facil-
ities. In ad hoc and sensor network routing, DoS attacks can be classified
into two categories: DoS attack on routing traffic and DoS attack on data
traffic. An attacker can launch DoS attacks against a network by dis-
seminating false routing information so that established routes for data
traffic transmissions are invalid. For example, an attacker can create a
routing loop, causing packets to travel nodes in a cycle without reaching
their destinations, or partition the network by injecting malicious routing
packets to prevent one set of nodes from reaching others. An attacker can
also launch DoS attacks on data traffic by ejecting a significant amount of
data traffic into the network to clog the network. Both of these two types
of attacks might be used to consume valuable network resources such as
bandwidth, or to consume node resources such as memory or computation
power.

Active attack can be also further divided into external attacks and internal
attacks. An external attack is one caused by nodes that do not belong to the
network. An internal attack is the one launched from compromised or hi-
jacked nodes that belong to the network. Internal attacks are often more severe
compared to external attacks.

Next, we describe some well-known active attacks against ad hoc and sensor net-
works such as Black Hole and Gray Hole Attacks , Wormhole Attacks, Rushing Attacks,
Jellyfish Attacks, Sinkhole Attacks, and Sybil Attacks.

Black Hole and Gray Hole Attacks: The malicious node can easily deploy
black hole attack [17] by advertising shorter distance (e.g., smaller hop count)
or more fresh routes (e.g., a larger destination sequence number) to the desti-
nation or both to make the source node think that the route discovery process
is complete and the route which is passing the malicious node is the best one.
As a result, all the packets through the malicious node are simply consumed
or lost. The malicious node could be said to form a black hole in the network,
and this is called black hole attack. As a special case of black hole attack, the
malicious node could create a gray hole, in which it selectively drops some, not
all of packets that it receives.

Wormhole attacks: In a wormhole attack [19], two attacker nodes collude
together. One attacker node receives packets at one point and “tunnel" them to
another attacker node via a private network connection, and then replays them
into the network. The wormhole puts the attacker nodes in a very powerful
position compared to other nodes in the network. For instance in reactive
(on-demand) routing protocols such as AODV or DSR, the attackers can tunnel
each route request RREQ packets to another attacker which is near to destination
node of the RREQ. When the neighbors’ of the destination hear this RREQ,
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they will rebroadcast this RREQ and then discard all other received RREQs
in the same route discovery process. This type of attack prevents other routes
instead of the wormhole from being discovered, and thus creates a permanent
Denial-of-Service attack by dropping all the data, or selectively discarding or
modifying certain packets as needed. The wormhole attack is very dangerous
against ad hoc networking routing protocols and is harder to detect than other
attacks since there is collusion between attackers.

Rushing attacks: Rushing attack [20] is another type of DoS attack against all
currently reactive (on-demand) routing protocols in MANETs. An attacker can
forward route request packets (e.g., RREQs in AODV and DSR) more quickly
than legitimate nodes, and thus increase the chance that routes which include
the attacker will be discovered rather than other valid routes. After the attacker
includes itself into the routes, it can launch different attacks such as dropping
the packets that it receives, or modifying the content of the packets etc.

Jellyfish attacks: Jellyfish (JF) attack [1] is targeted against closed-loop flows
such as TCP which apply congestion control. In general, there are three kind of
Jellyfish attacks: JF Reorder Attack, JF Periodic Dropping Attack, and JF Delay
Variance Attack. TCP uses “ACK-N" to indicate that all segements 1, . . . , N has
been received. In JF Reorder Attack, before delivering all packets, the attacker
place the packets received in a re-ordering buffer rather than an FIFO buffer.
Such persistent re-ordering of packets will result in near zero goodput, even if
all the packets will be delivered. In JF Periodic Dropping Attack, the attacker
chooses a good dropping pattern to drop packets for only a small fraction of
time, it can cause repeated timeout phases for other nodes, which might result
in near-zero throughput. In JF Delay Variance Attack, the attacker still place
packets into an FIFO buffer but wait a random time before delivering each
packet, thus significantly increasing delay variance. Such high delay variance
can (1) cause TCP to send traffic in bursts and lead to increased collisions and
loss, (2) cause incorrect estimation of available bandwidth, and (3) result in an
extremely high retransmission timeout (RTO) value.

Sinkhole attacks: In a sinkhole attack for sensor networks, the attacker tries
to lure nearly all the traffic from a particular area through a compromised node,
creating a metaphorical sinkhole with the attacker at the center. Like black
hole attacks in ad hoc networks, sinkhole attacks typically work by making a
compromised node look especially attractive to surrounding nodes with respect
to the routing algorithm.

Sybil attacks: In a Sybil attack [13], the attacker presents multiple identities
to other nodes in the network. The Sybil attack can significantly reduce the
effectiveness of fault-tolerant distributed storage systems, routing algorithms,
data aggregation, voting, and fair resource allocation etc.
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There are also many other attacks. In [24], Jakobsson et al. describe several
stealth attacks against ad hoc networks. Wireless physical layers are often vulnerable
to jamming. Media Access Control protocols are also vulnerable to attacks. For
example, in IEEE 802.11, an attacker can suppress its neighbor nodes from sending
packets by periodically sending Clear-To-Send (CTS) frames in which “Duration" field
is set a value greater than or equal to the interval between such frames. We will not
discuss those in details since they are beyond the scope of this chapter.

5. SECURITY MECHANISMS

Before mobile ad hoc networks and sensor networks can be successfully deployed,
security issues must be addressed first. Recently significant progress has been made
in securing mobile ad hoc networks and sensor networks via the development of se-
cure routing protocols. We divide these works into three categories based on the main
characteristics of their security mechanisms: Prevention Mechanisms, Detection Mech-
anisms, Other Mechanisms.

Most of these mechanisms apply either asymmetric cryptography or symmetric
cryptography or both. In asymmetric (public key) cryptography, there are RSA, El-
liptic Curve Cryptography (ECC) etc. Digital signature is one way using asymmetric
cryptography to authenticate the origin of messages. For symmetric cryptography, hash
functions are used, such as HMAC, MD5, SHA-1 etc. Hash-chain and hash-tree use
one-way hash function to encrypt messages. Asymmetric cryptography is generally
much slower and more power-consumable compared to symmetric cryptography, and
thus symmetric cryptography is preferred in MANETs, especially for sensor networks
with less power and less computational capability.

No matter whether we use asymmetric cryptography or symmetric cryptography,
we need to distribute the public key (in asymmetric cryptography) or shared key (in
symmetric cryptography). Key distribution and management is another big issue in
mobile ad hoc and sensor networks. Since this is quite beyond from our topic, we do
not discuss them here.

5.1. Prevention Mechanisms

ARAN

Sanzgiri and Dahil [41] propose ARAN, an on-demand routing protocol for ad
hoc networks. In ARAN, each node that forwards a route discovery or a route reply
message must sign it. When a source node, S, needs to send data to a destination D, it
broadcasts a route discovery packet (RDP):

S → brdcast : [RDP, IPD, certS , NS , t]KS−

The RDP includes a packet type identifier “RDP", the IP address of the destination IPD,
S’s certificate certS , a nonce NS , and the current time t, all signed with S’s private
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key. When a node B, the neighbor of S, receives the RDP broadcast, it rebroadcasts:

B → brdcast :
[
[RDP, IPD, certS , NS , t]KS−

]
KB−,certB

Upon receiving the RDP, B’s neighbor C validates the signature with the given certifi-
cate, then C removes B’s certifcate and signature, records B as its predecessor, signs
the contents of the message originally broadcast by S, appends its own certificate, and
broadcasts the message as follows:

C → brdcast :
[
[RDP, IPD, certS , NS , t]KS−

]
KC−,certC

All other nodes follow the same procedure if they receive RDP broadcasts, and they
can use (NS , IPD) to check if it received the RDP before.

When the first RDP message arrives at the destination, D, the destination unicasts
a Reply (REP) packet back along the reverse path to the source using digital signature
to sign the packet, the same way as in the route discovery procedure.

During the route maintenance, all the Error (ERR) messages must be signed, and
they are forwarded along the path toward the source without modification.

This scheme involves too expensive computation since every message is signed in
a point-to-point manner, and it is prone to attacks using fabricated ERR messages.

SEAD

In SEAD [18], hash chains are used to secure Destination-Sequenced Distance-
Vector routing protocol (DSDV). A one-way hash chain is built on a one-way hash
function H which maps an input of any length to a fixed-length bit string. It can be
denoted as: H : {0, 1}∗ → {0, 1}ρ, where ρ is the length in bits of the output of the
hash function. For each node, to create a one-way hash chain, it chooses a random
number x ∈ {0, 1}ρ and computes a list of values:

h0, h1, h2, . . . , hn

where h0 = x, and hi = H(hi−1), 0 < i ≤ n, for some n. In SEAD, it assumes
that there is some mechanism for a node to distribute an authentic element hn from its
hash chain. It assumes that all metrics in any routing update are less than m, and n is
divisible by m. Let k = n

m − i, where i is the sequence number in some routing update
entry. An element from the following group:

hkm, hkm+1, . . . , hkm+m−1

is used to authenticate the entry. For example, if the metric value (e.g., hop count) is
j, 0 ≤ j < m, then hkm+j is used to authenticate the routing update entry. If the
sequence number in a route reply message is i and metric value is j, we can check if
Hn−km−j(hkm+j) = hn to know whether the this route reply message is valid or not.
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SEAD can prevent any node from advertising a route to some destination claiming
a higher destination sequence number or smaller metric. However, it can not prevent the
malicious node from advertising a route with the same metric as in the advertisement it
received, and after using all the elements of the hash chain, a new one must be computed
and distributed to all other nodes.

Ariadne

Ariadne [17] is proposed to secure DSR protocol by the same authors of SEAD.
It authenticates routing messages using one of three schemes: shared secrets between
each pair of nodes, shared secrets between end-to-end nodes combined with broadcast
authentication TESLA [35], or digital signatures. However, it requires clock synchro-
nization, which would not be realistic requirement for mobile ad hoc networks.

SAODV

Zapata and Asokan [52] propose a security mechanism to protect AODV’s rout-
ing information: Secure AODV (SAODV). Two mechanisms are used to secure the
AODV messages (RREQs, RREPs, and RERRs): (i) digital signatures to authenti-
cate the non-mutable fields of the messages (e.g., destination sequence number) in an
end-to-end manner, (ii) hash chains to secure the mutable information of the message
(hop count). The RREQ and RREP messages include four new fields Hash Function,
Max Hop Count, Top Hash, and Hash. When a node originates an RREQ or an RREP
message, it performs the following operations:

1. Generate a random number seed and set Hash field to the seed value:

Hash = seed.

2. Set the Max Hop Count field to the TimeToLive value in the IP Header:

Max Hop Count = TimeToLive.

3. Set the Hash Function field to the identifier of the hash function h that will be
used. If a fixed hash function is used throughout the network, such as MD5 or
SHA1 etc., the Hash Function field is not needed anymore.

4. Set Top Hash field value by hashing seed MAX HOP Count times:

Top Hash = hMAX Hop Count(seed).

When a node receives an RREP or an RREP message, it can easily verify the hop count
by comparing if

Top Hash = hMAX Hop Count−Hop Count(Hash),
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where Hop Count is the hop count value in the message. Since all other fields are signed
using digital signature by either source or destination node, current node can verify if
other fields have been modified in the middle or if the message is fabricated. Before
rebroadcasting an RREQ or relaying an RREP, the node applies the hash function to
the value in the Hash field and write the new value back to the Hash field. There is
a problem in applying digital signatures on RREP messages because AODV allows
intermediate nodes to reply RREQ messages if they have a “fresh enough” route to the
destination. To solve this problem, the authors propose two mechanisms. The first one,
also the obvious one, is that intermediate nodes can not initiate an RREP even if they
have a fresh route to the destination. The second one, aslo more complex one, is that,
every time a node S generates an RREQ message, it also includes the RREP flags, the
prefix size and the signature that can be used by any intermediate node I that creates
a reverse route to the originator of the RREQ, S, to reply other RREQs in which the
destination is S. The intermediate node should include two lifetime: the old one which
is needed to verify the signature of the route destination and the new lifetime of this
route which is signed by itself.

Considering that RERR messages have too much mutable information, in their
scheme, every node will use digital signatures to sign the whole message and any node
that receives it can verify the signature. Since the destination sequence numbers are
not signed by the corresponding node, a node will not update any destination sequence
number in its routing table based on RERR messages.

RAP

Hu et al. [20] present a new attack, rushing attack that results in DoS when used
against on-demand ad hoc networking routing protocols. They proposed Rushing At-
tack Prevention (RAP) against rushing attacks for on-demand routing protocols. RAP
consists of three generic mechanisms: secure Neighbor Detection, secure Route Dele-
gation, and randomized Route Request forwarding. Secure Neighbor Detection allows
each node to verify that its neighbor is within a given maximum transmission range.
After a node A forwarding a Route Request message determines that the node B is its
legitimate neighbor, it signs a Route Delegation message, allowing node B to forward
the Route Request message. Once node B verify that node A is within its allowable
range, it signs an Accept Delegation message. Randomized Route Request forwarding
is used to make sure that arriving Route Requests with low latency are only slightly
more likely to be forwarded than others.

SRP

Papadimitratos and Haas [33] propose the Secure Routing Protocol (SRP) which
focuses on multiple routes discovery for on-demand source routing protocols such as
DSR[22] or ZRP[14]. SRP relies exclusively on the mutual authentication of the end
nodes only (source and destination). A security association (SA) between the source
node S and destination node D is assumed. There is a shared key KS,D between
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them. When a source node S starts the route discovery, it broadcasts a route request
message which includes a query sequence number and a random query identifier and
Message Authentication Code (MAC) using KS,D. The source, destination, the query
sequence number and the random query identifier are inputs for the calculation of MAC.
The identifier of the traversed intermediate nodes are accumulated in the route request
packet. When a route request arrives at the destination D, D will verify the route
request and calculate an MAC covering the contents of the route reply and unicast
route reply back to S along the reverse of the route accumulated in the route request.
The destination responds to one or more request packets of the same query, so that the
source can get multiple paths to the destination. When the source node S receives the
route reply packet, it will verify that the packet is originated from the destination.

Since SRP does not require any authentication of the relay nodes, it makes the
protocol more light-weight, but also more prone to attacks.

SMT

Papadimitratos and Haas [34] devise a Secure Message Transmission protocol
(SMT), based on SRP [33], to safeguard the data transmission against malicious behav-
iors. The principle of SMT is that both source and destination make use of an “Active
Path Set" which consists of diverse, preferably link disjoint paths that are assumed valid
initially. The source disperses each outgoing packet into a number of pieces. This op-
eration introduces redundancy such that the destination can successfully reconstruct
the dispersed message if sufficient number of pieces are received. Each dispersed piece
is transmitted across a different route chosen from the “Active Path Set" and it carries
a Message Authentication Code, so that the destination can verify its integrity and the
authenticity of its origin.

SNEP and µTESLA:

In [36], two secure building blocks: SNEP and µTESLA are proposed for sensor
networks. SNEP, which stands for Sensor Network Encryption Protocol, provides data
confidentiality, two-party data authentication, integrity, and freshness. In SNEP, data
confidentiality is achieved through encryption using the shared key between source and
sink. To achieve two-party authentication and data integrity, a message authentication
code (MAC) is used. Using secret shared counter between the sender and the receiver,
weak freshness is assured. µTESLA is a protocol for efficient, authenticated broadcast
and flooding that uses only symmetric key cryptography and requires minimal packet
overhead. µTESLA achieves the asymmetric necessary for authenticated broadcast and
flooding by using delayed key disclosure and one-way key chains constructed with a
publicly computable cryptographically secure hash function. Replay can be prevented
since messages authenticated with previously disclosed keys are ignores. Like TESLA,
it requires loose time synchronization too.
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INSENS

In [11], Deng et al. propose an intrusion-tolerant routing protocol for wireless
sensor networks (INSENS). INSENS constructs forwarding tables at each node to
facilitate communication between sensor nodes and a sink or base station. Route
discovery consists of three phases. First, the base station floods a request message
to all reachable sensor nodes in the network. Second, sensor nodes send their (local)
topology information using a feedback message to the base station. Finally, the base
station computes the forwarding tables for each sensor node based on the information
received in the second phase and sends them to the corresponding nodes using a routing
update message. To counter spurious request message, a scheme similar to µTESLA
where one-way key chains are used to identify a message originating from the base
station. Moreover, multipath routing is built into INSENS to address the notion of
compromised nodes.

SIA

Przydatek et al. [40] propose a novel framework for secure information aggrega-
tion in large sensor networks. They focus on defending stealthy attacks. In this type of
stealthy attacks, the attackers’ goal is to make the base station accept false aggregation
results, which is significantly different from the true results determined by the mea-
sured values. A general approach, called aggregate-commit-prove, is proposed. This
technique consists of three parts. In the first part, the aggregator collects data from
the sensors and computes the aggregation result. In the second part, the aggregator is
responsible for committing to the collected data. This commitment ensures that the
aggregator actually uses the data collected from the sensors. One way to perform this
commitment is to use Merkle hash-tree construction. In the final part, the aggregator
uses an interactive proof to prove the correctness of the results. This interactive proof
usually contains two steps. In the first step, the base station checks to ensure that the
committed data is a good representation of the true data in the sensor networks. The
second step, the base station checks if the aggregator is cheating. This can be done by
checking whether the aggregation result is close to the committed result.

SDD

In [44], Wang et al. propose a new secure directed diffusion protocol (SDD)
which provides a simple scheme to securely diffuse data in sensor networks. SDD is
also divided into four phases as in directed diffusion protocol. In the first phase of
interest propagation, modified authentication TESLA protocol is used to ensure the
interest is from the sink. In the low-rate data propagation and secure route setup phase,
modified immediate authentication TESLA protocol is used to ensure that data from the
source node could be read by the intermediate nodes and have not been modified. Each
intermediate node also adds its own identity to a node list in the forwarded message
and adds its “signature" to the message by encrypting a nonce using its shared key
between itself and the base station. In the third phase of reinforcement, the base station
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selects a path and reinforces it. This reinforcement is protected in the same way as an
interest is protected in the first phase. In the last phase of data propagation, the data
is protected the same way as in the second phase for the low-rate data. However, in
SDD, in-network aggregation, which can make the data propagation more efficient, is
forbidden,

5.2. Detection Mechanisms

Watchdog and Pathrater

In order to mitigate attacks on packet forwarding, Marti et al. [31] propose watch-
dog to identfy malicious nodes and pathrater to help routing protocol to avoid these
nodes. Each node is set to promiscuous mode. After a node forwards a packet, the
node’s watchdog verifies if the next node in the path also forwards the packet by promis-
cuously listening to the next node’s transmissions. If the next node does not forward
the packet as it is supposed to do, it is marked as a malicious node. The pathrater uses
this knowledge of misbehaving nodes to choose the network path that is most likely
to deliver packets. Although it is promising approach, there are three key limitations.
First, it cannot be deployed in combination with dynamic power management where
each node can reduce its power level while transmitting and thus this transmission
might not be heard by its upstream node. Second, watchdog assumes that all nodes
use omnidirectional antenna. If a malicious node use unidirectional antenna, then it
can fool its upstream node by sending packet back toward the upstream node. Third, a
node can also uses variable power transmission to cheat the upstream node.

Identification

In some approaches, once a victim has detected a DoS attack, it will try to establish
a new route. A more sophisticated approach is trying to identify the malicious node(s)
on the route. Awerbuch et al. [2] propose a mechanism to detect a malicious link
on the route using an adaptive probing technique. This approach is based on using
acknowledgements (acks) of the data packets from the destinations. If a source detects
that the number of lost packets (without acks) is larger than a given threshold, it performs
a binary search on the path to identify the malicious link. In order to realize that, it
polls specific nodes via “probes" and waits for replies. The protocol assumes that the
malicious node can not distinguish between probing packets and normal ones, and is
also unable to know when the source has started a probing process.

Although it is a good approach, how to select the threshold and the performance
of this approach still need more investigation.

Examination

Just et al. [23] propose a distributed probing technique to detect and mitigate
malicious packet dropping attacks in ad hoc networks. In this approach, every node
periodically monitors the forwarding behavior of other nodes. Instead of using promis-
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cuous listening in [31], a node A sends a probe message (indistinguishable from normal
data) to another node C one or more hops away from the node to be checked, B, and
waits for an acknowledgement from C within a certain time period. If A can not receive
the acknowledgement in the time period, then B is suspected. The best thing of this
approach is that it can also be implemented in the application layer and does not require
the modification of routing protocols. However, the overhead of this approach is too
much and might not work well in mobile ad hoc networks with high mobility.

Packet Leashes

Wormhole attack [19] is very dangerous against ad hoc network routing protocols
since it can create a permanent DoS attack. There are some ways to prevent wormhole
attacks such as using a secret method for modulating bits over wireless transmission, or
using RF watermarking, modulating the RF waveform in a way known only to autho-
rized nodes, to authenticate a wireless transmission, etc. However, these approaches
suffer from certain problems as follows. Once a node is compromised, the secret
method for modulating bits is likely to fail unless the radio is kept inside a tamper-
resistant hardware. When a waveform is exactly captured, RF watermarking fails too.
In contrast to these approaches, Hu et al. [19] propose a general approach, packet leash.
The principle is to add information (leash) to a packet designed to restrict the packet’s
maximum allowed transmission distance. They propose two methods: geographical
leashes and temporal leashes. A geographical leash ensures that the recipient of the
packet is within a certain distance from the sender. The temporal leash ensures that a
packet has an upper bound on its lifetime, which restricts its maximum travel distance.
Each type of leash can prevent wormhole attacks. However, since in geographical leash
each node must know its own location, and all nodes must have tightly synchronized
clock in temporal leash, these requirements restrict their applicability.

Mitigation

Malicious route request flooding attack targets at the overall network performance.
These malicious nodes behave like normal nodes except that they do route discoveries
much more frequently than normal ones. Desilva and Boppana [12] propose a statistical
profiling technique to detect the malicious nodes and an adaptive statistical packet
dropping mechanism to mitigate this type of attack, and the proposed scheme reduces
the loss of throughput. In this approach, each node monitors the route requests which
it receives and maintains a count of RREQs received for each RREQ sender. For node
A, when the number of RREQs received from RREQ sender M in a period is larger
than some threshold which is related to the average RREQs sent for each node in the
whole network, then M is marked as a malicious node. This approach is simple and
does not use any additional network bandwidth.

Validation

To defend against the Sybil attack, Newsome et al. [29] describe two methods to
validate identities: direct validation and indirect validation. In direct validation, a
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trusted node directly tests whether another node identity is valid. In indirect validation,
other trusted nodes are allowed to vouch for (or against) the validity of a joining node.
Newsome et al. present a novel approach, radio test, to direct validation. This approach
assumes that any physical device has only one radio and the radio is incapable of
simultaneously sending or receiving on more than one channel. In the radio test, a
node assigns each of its neighbors a different channel on which to broadcast some
messages. The node then randomly chooses a channel and listens. If the neighbor that
was assigned that channel is legitimate, it should hear the message. Another technique
to defend against the Sybil attack proposed in [29] is to use random key predistribution
techniques. The principle of this technique is that with a limited number of keys in a
key pool, a node that randomly generates identities will not possess enough keys to take
on multiple identities and thus will not be able to exchange messages in the network.

5.3. Other Mechanisms

Researchers have studied approaches to enforce node cooperation in mobile ad hoc
networks. Buchegger et al. [5] propose a protocol, called CONFIDANT, for making
misbehavior unattractive. It aims at not only detecting and avoiding, but also isolating
misbehaving nodes, thus making it unattractive to deny cooperation. CONFIDANT
consists of four components in each node: a Monitor which identifies deviations from
the normal routing behavior, a Reputation System which rates other nodes according to
the observed behavior, a Path Manager which maintains path rankings and performs
specific actions upon receiving routing messages, and a Trust Manager which sends
and receives alarm messages to and from other trust managers. Similarly, Michiardi
and Molva propose CORE [32], a generic mechanism based on reputation to enforce
cooperation among nodes in mobile ad hoc networks.

Buttyan and Hubaux propose the usage of a virtual currency, nuglet [6], to stimulate
packet forwarding. They propose two payment models: Packet Purse Model and Packet
Trade Model. In the Packet Purse Model, the source of a packet pays by loading some
nuglets in the packet before sending it, the intermediate nodes can acquire some nuglets
after forwarding the packet. In the Packet Trade Model, a packet does not carry nuglets.
Each intermediate node “buys" the packet from the previous one with some nuglets, and
“sells" it to the next one for more nuglets. Later they propose a new approach [7] which
is based on a counter, called nuglet counter. Packets do not need to carry nuglets, when
the node sends its own packet, the nuglet counter decreases, and the counter increases
when the node forwards a packet.

Zhou et al. propose Sprite [53], a simple, cheat-proof, credit-based system for
stimulating cooperation among selfish nodes in mobile ad hoc networks. Sprite provides
incentive for mobile nodes to cooperate and report actions honestly, and thus stimulates
cooperation among selfish mobile nodes. Moreover, Sirinivasan et al. [42] address the
issue of user cooperation in ad hoc networks, where each node is constrained by finite
energy capacity so that the network has a limited life time.

More recently, Yu et al. propose HADOF [50], a set of mechanisms to protect
mobile ad hoc networks against routing disruption attacks by insider attackers, which
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can be implemented upon the existing source routing protocols such as DSR. In HADOF,
each node monitors the behavior of the valid routes in its route cache and collect the
packet forwarding statistics submitted by the nodes on this route. Each node keeps
cheating records for other nodes, if a node is detected as dishonest, this node will be
excluded from future routes. Moreover, each node tries to build friendship with others
to speed up malicious node detection. Each source node also discovers multiple routes
to the destination, and adaptive route rediscovery is used to determine when new routes
should be discovered. HADOF can handle various attacks with little overhead, such as
black hole attacks, gray hole attacks, rushing attacks, and wormhole attacks, etc.

Yi et al. [49] propose a routing protocol, called Security-Aware ad hoc Routing
(SAR), which incorporates security attributes as parameters into ad hoc route discov-
eries, to improve QoS of routing protocols. Yang et al. [47] present a new secure
enhancement scheme (SES), which incorporates a new metric for routing. The new
metric takes into account both the distribution of possible existing attacks and the
possibility of future potential attacks.

In [1], Aad et al. study two types of attacks: JellyFish attack and Black Hole attack.
This is the first paper that provides an analytical model to quantify the scalability of
DoS attacks as a function of performance parameters such as mobility, system size,
node density, and counter-DoS strategy, etc.

In [25], Karlof et al. give a good discussion on attacks on routing protocols in
wireless sensor networks. Some countermeasures and design considerations for routing
in sensor networks are suggested.

6. CONCLUSION

Both mobile ad hoc networks and wireless sensor networks are gaining popu-
larity due to the fact that they promise viable solutions to a variety of applications.
Since MANETs can be easily and inexpensively set up as needed, they have a wide
range of applications, especially in situations with geographical or terrestrial constrains
such as battlefields, military applications, and other emergency and disaster situations.
Networking unattended sensor nodes are increasingly popular to provide economical
solutions to both military and civil applications such as real-time traffic monitoring,
wildfire tracking, wildlife monitoring, weather monitoring, security and tactical sur-
veillance, target filed imaging, and disaster management, etc. However, both MANETs
and WSNs are vulnerable to different attacks due to their fundamental characteristics
such as open medium, dynamic topology, absence of central administration, distributed
cooperation, and constrained capability (power and computation constraints). In order
to make mobile ad hoc and sensor networks work properly, security issues must be
addressed first. Recently significant progress has been made in securing mobile ad hoc
and sensor networks via the development of secure routing protocols.

In order to assess the security needs of MANETs and WSNs effectively and to eval-
uate and choose various policies, three aspects of information security are considered:
security service, security attack, and security mechanism.
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In this chapter, we first go over what kind of security services are needed in ad
hoc and sensor networks, then introduce different attacks, and finally review the recent
approaches to secure routing protocols in both mobile ad hoc networks and sensor
networks. We divide current approaches into three groups: prevention mechanism and
detection mechanism, and all other related works as the third group.

To secure routing in ad hoc and sensor networks, both control packets and data
packets must be protected from attacking. Although significant progress has been made
to detect and prevent known security attacks, there still will be new potential attacks,
and more research work must be done to make routing in ad hoc and sensor networks
more secure and practically deployable.

Since it is usually hard to distinguish passive attacks from Byzantine failures,
the emphasis in dealing with passive attacks should be put more on prevention rather
than detection. While for active attacks, it is better to put more efforts on detection
mechanisms and reputation-based approaches.
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