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Abstract

This thesis is a descriptive grammar of Irabu Ryaky (Irabu henceforth), a Southern
Ryukyuan language spoken on Irabu, which is onéhefMiyako Islands, Okinawa,
Japan. Irabu is an endangered Japonic language,approximately 2,000 to 2,500
native speakers. This thesis serves as the fisslrigfive grammar of this language and
of any particular Miyako Ryukyuan language. Thengraar attempts to describe all
major areas of this language, covering the phoncdbgystem to the complex clause
structures. It clarifies a number of phonologicadl anorphosyntactic features that have
been little known but are highly noteworthy typadkaily. Among these are foot-based
alternating rhythm of tone features, non-canonadgéct marking that helps distinguish
between narrative and non-narrative uses of natefaiauses of clause chaining, and
word class assignment of property concept wordgre/ given property concept stem
is transformed into a nominal, a verb, an adjectorean adverb, thus demonstrating a
‘switch-adjectival’ system in the sense of Wetz€t'996) typology.

Chapter 1 introduces the Irabu language and feakers, providing such
information as geographical and genealogical diaasion, socio-linguistic situations,
and typological features. Chapter 2 treats the plogical system. Chapter 3 introduces
basic descriptive units and categories employedubsequent chapters. Chapter 4
describes nominal phrase structure. Chapter 5 esaamominal morphology. Chapter 6
deals with the verb morphology. Chapter 7 describesredicate phrase, treating both
nominal and verbal predicates. Chapter 8 invesigygiroperty concepts and related
issues, and includes a description of the adjegtimal class. Chapter 9 describes clitics.
Chapter 10 addresses various functional-typologisalies that crosscut several
morphosyntactic structures. Chapter 11 describesplex clause structure. These

chapters are followed by Appendix, which lists tisat materials.
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Chapter 1
The Irabu language and its speakers

This chapter introduces the language describedhia thesis, Irabu Ryukyuan
(henceforth Irabu). The chapter gives informatiobhowt the genealogical and
geographical affiliations of the language togetheth the settlement and political
history of the Rykukus. This chapter also addredbes sociolinguistic situation,
literature review, and a brief sketch of importédtures of phonology and grammar,

with a particular focus on typological charactecst

1.1. Geography
Irabu is spoken on Irabu, which is one of the Saka Islands within the Ryukyu

archipelago, an island chain situated in the ex¢reouth of the Japan archipelago.

Amami
Islands(-,
§

Sakishima . :,» .
|slands % Mainland
Ok | nawa Ryukyu archipelago

._ i

Mapr 1 The Ryukyu archipelago
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The Sakishima Islands consist of two groups: thgakb Islands and the Yaeyama

Islands. Irabu is the second largest island inMh@ko Islands (Mp 2).

lkema Island—*  ,.Ogami
| rabu Island\N “a.,.i‘\\ Island
N Miyako
L i
Shimoji lIsland+ 5.} E}M Island
S R
Tarama |sland Kurima Island
1 L.

Map 2 The location of Irabu within the Miyako Islarfds

Next to Irabu lies Shimoji, which has no permariehtabitants and there is a very large
airfield for training pilots and a small residehtaea of these pilots and associated
people, surrounded by scattered fields of localpfeediving in Irabu. However, this
island used to be inhabited by Irabu people, and walled madnaka [matsnaka]
‘in-the-woods’. The previous importance of thisaisll as a living place is evidenced in
the fact that it is the setting of a lot of storéesl legends (see Appendix (1)).

The distance between the Sakishima Islands andnldal Okinawa is
approximately 300 km, the greatest between any &dg@cent islands in Japan.
Moreover, this distance is the greatest betweent@oyadjacent islands in the Western
Pacific Rim (Kamchatka Peninsula through to Papae Iiuinea, Uemura 1997: 319).
As will be noted in the following section, this amicuous geographic separation

between the Sakishima Islands and Mainland Okinaagasignificant consequences for

! The use of this map andAvis 3 and 4 below is by courtesy of Mr. Thomas Pel@HESS, Paris).
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the historical development of the languages ofSakishima Islands.

1.2. Genealogy

Ryukyuan is a group of languages that forms a lbrafiche Japonic family, coordinate
with Japanes&.Ryukyuan falls into two primary subgroups, Northéyukyuan and
Southern Ryukyuan. These two subgroups in turn reveumber of subdivisions.
FIGURE 1-1 shows a genealogical classification of the daptamily, based on Uemura

(1997). The major subclassification of Yaeyamaasdul on Lawrence (2008).

Japonic K Japanese
Ryukyuari Northern Ryukyuan
Southern Ryukyu Miya Mainland Miyako
Ogami
Ilkema
Irabu
Tarama

Yaeyam§ Nuclear Yaeyama

Yonaguni

FIGURE 1-1 Genealogical classification of the Japonic family

Here | use the term ‘language’ to refer to the speaarieties listed inIBURE 1-1, thus

including Irabu, and ‘dialect’ to the subvariet@seach language. Dialectal variation in

% The term “Japonic’ is employed in diachronic sesd$uch as Erickson (2003) and Serafim (2003),
though a more traditional term would be Japanesad®2003: 10).

® There are ongoing debates as to whether Japesltii a subgroup of another language family
(see Osada 2003 for discussion). This grammar miatego into detail about this debate.
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Irabu is discussed in §1.4.2.

Irabu belongs to the Miyako group, which consddt$lainland Miyako (including
Kurima), Ogami, lkema, Irabu, Kurima, and possifilgrama (it is controversial
whether Tarama should be included as part of theakéi group (Karimata 1997)). The
precise internal relationships of the Miyako langgm are yet to be established, partly
due to a lack of reliable synchronic data from eachjor variety of this group.
Accordingly, FGURE 1-1 gives a simplified account, in which the Miyagoup has
only one node from which stem all the subvarieties likely that future research will
show this simple classification to be false, andt tthe Miyako branch has a more
complex structure..

Generally speaking, the genealogical classificatibSouthern Ryukyuan roughly
corresponds to the geographic grouping of the 8&ake Islands. That is, (A) a
language (group) corresponds to each island (group)

There is no mutual intelligibility between Japamesd Ryukyuan (Uemura 1997:
312). There is no mutual intelligibility between flwern and Southern Ryukyuan either
(Uemura 1997: 313). Moreover, there is almost nduaduintelligibility between the

Miyako group and the Yaeyama group of Southern Ryak.

1.3. Notes on the settlement and political historgf the Rykuku Islands

Early Japonic speakers from Mainland Japan are\ssdi to have come southward to
the north parts of the Ryukyu archipelago (Amand &fainland Okinawa) sometime
between the ? and 6 centuries (Uemura 1997). After that, particulaafyer the &
century, there was almost no socio-cultural contstiveen the Ryukyu Islands and
Mainland Japan until the T7Zcentury, when the Ryukyu Islands were conquerethby
Satsuma Domain from Kyusyu, the southernmost laiged of Japan. That is to say,
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for about 1,000 years Japanese and Ryukyuan dexcelogependently.

Recent archaeological and anthropological stutieege revealed that there had
been no major population movement from Okinawaht $akishima Islands until the
13" century (Asato 1999j. Eventually the Ryukyuan Dynasty, which had been
established on Mainland Okinawa in 1429, colonigedSakashimas, even though it is
unclear how the actual colonisation was carried and it is also unclear how massive

the population movement was.

1.4. Sociolinguistic overview

1.4.1. The name of the language

The term ‘Irabu’ is a Japanese version of the Ipcahunciationrav [irav]. The noun
irav simply designates the place name of the island.latal people call their language
by a nominal compoundrav+(v)ci [irav(v)tsi] (Irabu+mouth). Thus in a strict sense
this grammar should be ‘A Grammar loavci. However, | will continue to refer to
Irabu rather thanrav or iravci, because the term ‘lrabu’ has gained considerable
currency in Japan and even in the local society] &ecause ‘lrabu’ is now

internationally recognised as the standard nantikeeolanguage (e.g. Grimes 1996).

1.4.2. Dialects

Based on differences in segmental phonology, faatmdt dialects spoken on Irabu are

“ Until the 13th century, there must have been siowtigenous people on the Sakishima Islands, who
were decimated by the Ryukyuan newcomers, or giiydassimilated by them to become Southern
Ryukyuan speakers. The question of exactly wharttiggenous people were is controversial. Some
researchers assert that they came from Indonesiee ¢thilippines (Asato 1999; Kanaseki 1976).
Linguistically speaking, a different predictionnsmde, as an anonymous reviewer pointed out: all
evidence is that Amami-Okinawan and Southern Ryakyare in sister relationship, both branching off
from Proto-Ryukyuan. It is noted here that it isestablished fact that Amami-Okinawas speakers
setteled by at least th& Zentury. Given this, then, we cannot say that [Semat Ryukyuan speakers
arrived in Sakishima in the f&entury, since one branch in sister relationshimot be 5 centuries or so
younger than the other.
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identified: (1) the Sawada-Nagahama dialect spakéine Sawada and Nagahama areas,
(2) the Kuninaka dialect spoken in the Kuninakaaarg3) the Irabu-Nakachi dialect
spoken in Irabu area and Nakachi area, and (4)StHrahama dialect spoken in the
Sarahama area (W 3). Genealogically, (4) belongs to lkema (Motond§82: 78),
another Miyako Ryukyuan variety IGURE1-1).In 1766 there was a massive migration

from lkema to the Northern district of Irabu (O&84: 618-621) (MrP4).

Sarahama | | |kema |5|and Q‘_

Sawada

Nagahama

Kuninaka
Nakachi

| rabu

MAP 4. Immigration to Sarahama

M AP 3. lrabu and its districts

The following table briefly illustrates the diflamces among the three dialects of
Irabu in segmental phonology. For comparative psepol also list the corresponding

word forms in the Sarahama dialect.

TasLE 1-1.The dialectal variation of Irabu

Irabu Ikema

Sawada-Nagahama Kuninaka Irabu-Nakachi Sarahama
‘stick’ [bau] [bau] [bo] [bau]
‘needle’ [pd] [pal] [pag [hai]
red [aka] [aka] [axa] [aka]
‘1PL  [banti] [bangi] [banti] [banti]
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The major division within Irabu is between the walakachi dialect (IN) on one hand
and the Sawada-Nagahama dialect (SN) and the Kkanihalect (K) on the other. First,
the diphthong /au/ in SN and K corresponds to ¢mg lvowel /o in IN. Second, the
retroflex lateral {|] (written /r/ in phonemic orthography) in SN andddrresponds to
the [z]-like approximant (or [z] with a less frioti) [Z] in IN. Third, [K] within Vi+ k +
V., (where V1 and V2 are /a/) in SN and K correspadp<] or [?] in IN. The only
distinction between SN and K is that [ti] in SN i@sponds to [i] in K.

The higher-order distinction between the thrededia of Irabu and the Sarahama
dialect is based on the fact that /p/ in all Iratialects corresponds to /h/ in the
Sarahama dialect, and thft[g] in the Irabu dialects corresponds to /i/ in Ikema

As mentioned in 81.2, it is impossible at thisgstato refer to a precise
genealogical classification, which is another mrattean showing dialectal variation
(isoglosses) as above. For a historical classifioathe proper question is which
features are shared retentions from Proto Okinaavehwhich are shared innovations.
The latter is difficult to answer at this staged ameave it for future research.

There are also certain lexical differences amoNgk§ and IN, especially between
SN/K and IN. For example, ‘in a hurry’ is expres$sdoucciin SN/K andgaramicciin
IN.

In terms of prosody, all dialects of Irabu havelexical prosody, and have been
referred to as ‘accentless’ dialects (Hirayama }9B0wever, as will be demonstrated
in 82.9 in this grammar, the Nagahama dialect hagictonal pattern characterised by
a regular alternation of tones (/H/ and toneleBgsed on this feature, the Nagahama

dialect can be distinguished from the Sawada dialelsich does not show this rigid
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tonal patterr.

The focus in this grammar is exclusively on theg&laama dialect, unless
otherwise noted. In spite of all the phonetic/pHogizal differences noted above, the
major grammatical aspects of each dialect areisglk similar, and most of the
morphosyntactic generalisations made in this gramméd true or just require minor
modifications for other dialects of Irabu. For exae) as described in 84.3.2.2, there is
non-canonical object marking in the Nagahama dialebich is almost restricted to
clause chaining constructions. This same genetialisdargely holds true for the

Nakachi dialect (Lawrenderthcoming.®

1.4.3. The number of speakers

There are about 6,660 people on Irabu, accordinghéo 2004 census.The The
Sarahama area has the majority of the populatidth, 3y690 residents. The population
of the three dialect areas of Irabu is 2,970.

However, the actual numbers of speakers are mawérithan these figures. My
fieldwork observations indicate that fluent speakef Irabu and Sarahama are almost
all over sixty years old,. Given this, the estindateimber of speakers of Irabu together
with the Sarahama dialect of lkema is approxima2e000 to 2,500 (about one third of

the island population is over sixty years old).

1.5. Previous works on Irabu and other Southern Rykyuan languages

In what follows | present a brief summary of pubéd and unpublished works that deal

® This requires further research, however.

® On the other hand, there seem to be a lot of gitioat differences between Irabu and Ikema. For
example, Irabu makes extensive use of reduplicatigroperty concept stems (Chapter 8) but , Ikema
does not use this strategy (Yuka Hayashi, p.c.).

" http://www.rik.ne.jp/town-irabu/pages/ko_jinko.ht(fést cited date: 25/10/2005)
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with Irabu phonology and grammar. | also refer torkg on other Miyako Ryukyuan

varieties and on Southern Ryukyuan in general.

1.5.1. Detailed grammars
There has been no descriptive grammar publishedrdbu or for any of the Miyako
Ryukyuan languages. There is one detailed gramreserithing Ishigaki, a Southern
Ryukyuan language of the Yaeyama group (Miyara 1995

Thus the present grammar is the first detailedngnar of Irabu as well as of any
particular variety of the Miyako Ryukyuan languagasd the second detailed grammar

of a Southern Ryukyuan language.

1.5.2. Grammatical sketches

There is one grammatical sketch of Irabu (Shimép&. Lawrenceférthcoming is a
grammatical sketch of Southern Ryukyuan, whereukeat reference is made to Irabu
(the Nakachi dialect), and which addresses sewa@brtant morphosyntactic features
of Irabu that had not received attention in theréture (e.g. non-canonical object
marking; see 84.2.3.3 in this grammar).

There are several grammatical sketches of otheralkél Ryukyuan varieties.
Karimata (1997) and Izuyama (2002) describe Hirarajalect of Mainland Miyako.
Hirayama (1967) gives a series of short grammasé&atches of Miyako Ryukyuan
varieties including Irabu, especially noting basgcb and nominal morphology. In her
MA thesis, Hayashi (2007) describes the tense-nsystem of lkema, a neighbouring
Miyako Ryukyuan variety spoken on Ikema and inloethern district of Irabu, where

she gives a grammatical sketch of this language.
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1.5.3. Works on specific topics

1.5.3.1. Phonological studies

Segmental phonology is a relatively well studiegbain the literature of Irabu and other
Miyako varieties, with several important contrilwuts to segmental and supersegmental
phonology. Four works exclusively refer to Irabgmeental phonology: Nakama (1983),
Ryuukyuudaigaku Hoogenkenkyuu Kurabu (2005), Shim@006, 2007). The
following works deal with dialectal comparisons,fereing to Irabu segmental
phonology to varying degrees: Hirayama (1964), yima, Ooshima, and Nakamoto
(1966), and Hirayama (1967). Sawaki (2000) andrizsef works by Karimata (1982,
1986, 2005, among others) address general chasticterof Miyako segmental
phonology, and refer to Irabu phonology with a jgatar focus on syllable structure.
Pellard (2007) is a useful summary of the theoaétissues of Miyako segmental
phonology.

Supersegmental phonology has been much less dtyodigly because the prosody
of Irabu and many other Miyako Ryukyuan varietiesot lexical prosody (Hirayama
1964, Hirayama, Oshima, and Nakamoto 1966, Hiraya@&¥). The prosody of Irabu
has been one of the least studied among Miyakevesi

In summary, no previous work provided a compreivenslescription of the
synchronic phonological system of Irabu, dealingthbavith segmental and

supersegmental phonology. This is extensively deisiitin Chapter 2 of this grammar.

1.5.3.2. Morphosyntactic studies

Compared with phonology, the grammatical aspectsirabu and other Miyako
Ryukyuan varieties have been much less studiedreTaiee only a handful of studies
specifically dealing with Irabu, all of which arey ihe present author except for
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Motonaga (1983), which deals with verb morphology aialectal variation. Shimoji
(2008a) gives a brief description of verb infleatioShimoji (2008b) deals with
non-canonical object marking and its discourse tionc(see also 84.3.3.1). Shimoji
(2008c) gives a description of basic grammaticatsuand categories such as word,
affix, clitic, grammatical relations, etc (see aSbapter 3).

Turning to grammatical studies dealing with MiyalRyukyuan in general,
Nakama (1992) reports a cross-dialectal survey oakd Ryukyuan morphology, with
a particular focus on the historical comparison Miyako Ryukyuan varieties.
Motonaga (1978) and Karimata (2002) describe thectidal morphology of Miyako
Ryukyuan in general. Nakasone (1976) describes rifn@xpressions of Miyako
Ryukyuan. Shimajiri (1983) describes case morphpliogMiyako Ryukyuan (with a
particular focus on the Nohara dialect). Karimat8909) is a study of the historical
morphology of Miyako Ryukyuan verbs. Hayashi (20@iyes an analysis of the
tense-mood system of lkema. Kawada, Hayashi, Iwaaakl Ono (2008) is a study of
the discourse function of an interjectionmja a word characteristic of Miyako
Ryukyuan. Koloskova and Ohori (2008) is a typolagistudy of the adjectival system
of Hirara, addressing various striking featuresh@ adjectival system of this dialect

(see Chapter 8 of this grammar for the Irabu atjjalcsystem).

1.5.4. Dictionaries, texts, and unpublished materla

Many dictionaries of Ryukyuan varieties have beeblighed both by linguists and
native speaker authors who are not linguists A# bhilingual Ryukyuan-Japanese.
Karimata (2004: 66) gives a list of the dictionarigublished for Miyako and other
Ryukyuan varieties. An extensive dictionary of tkachi dialect of Irabu is expected
to be published by Sadayoshi Tomihama, who is i@aapeaker of the Nakachi dialect.
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This dictionary will include a grammatical sketch the author. There are a number of
dictionaries of other Miyako Ryukyuan varietiegy.eshimoji (1979).

Some text materials, song lyrics and fieldnotexdae available for Irabu. A series
of text materials collected and transcribed by MkdA. Nevski (1971; 1998) is
extremely important in that it records the speethrabu and other Miyako Ryukyuan
varieties nearly one hundred years ago, and thratdrds the linguistic data with IPA
symbols. Shibata (1972) lists two conversationgstef Irabu. Nakasone (n.d. a-h) is a
collection of his unpublished fieldnotes, whichlirde a lot of information about Irabu

phonology and grammar.

1.6. A typological overview of Irabu
1.6.1. Phonology
Irabu segmental phonology is typologically notewwgrin a number of respects. First,
there are a lot of moraic consonants functioninfyegi as syllabic consonants (e.g.
/m.na/ [ma] ‘shellfish’, /n.za/ [dza] ‘where’, etc.) or as part of onset (e.qg. tingt ff/
in /ffa/ [ffa] ‘child’), and there are even word®rsisting only of moraic consonants
(e.g. /Im/ [m:] ‘potato’, /r/ [|;] ‘enter’, etc.). Second, a length distinctionngde in
consonants as well as in vowels (/m.na/ ‘shellfisis’ /m.na/ ‘all’). Third, two
resonants, i.e. /z/ which covers a range of soumdading [z]-like approximant ([z
and a [z] with less friction, and their voicelessusterparts) and the retroflex lateral
allophone of /r/ () can serve as a nucleus of regular syllables, Gard even carry
certain (labial) onsets. (Thus we have such woslgba.da/ [bda] ‘low’ (CV.CV),
Imz/ [mz] ‘flesh’ (CVV), /prma/ [pg:ma] ‘daytime’ (CVV.CV), /br.br.gas.sa/
[blbl:gassa] ‘alocasia odora’ (CV.CVV.CVC.CV).

Prosodically, Irabu is a pitch language in whialo ttones, i.e. the marked High
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and the default Low (or zero) are distinguishede Tone system is not lexical but
rhythmic, characterised by the alternation of th® tone features based on bi- or
trimoraic foot structure within the phonological o Thus a quadrimoraic
phonological word has the metrical structupe)(up), onto which tone is assigned
(uwn (up)L. The rhythmic tone assignment is explained asofl one to three
adjacent feet form a single higher rhythmic unitadoot group, in which the first foot
is assigned High tone W@)» (uw). (up)o). If a phonological word is extended by
affixation and cliticlisation so that it containsuir feet, then the foot group is broken
down into two foot groups (gt (uw)L ><(uwn (up)L >). This break-down process is
iteratively applied, so that a phonological wordthvtwelve morae have three foot
groups, with the prosodic pattern <(H)(L)><(H)(L(L)>. This rhythmic
organisation is precisely an instantiation of then&ple of Rhythmic Alternation
(Selkirk 1984, Kubozono 1993). This kind of altding rhythm is not commonly

known in pitch languages, making Irabu particularbteworthy in terms of prosodic

typology.

1.6.2. Morphosyntax
Irabu is a verb-final language with a modifier-headier and a dependent-marking
system. It prefers SV as an unmarked word ordemtoansitive clauses, and AOV as
an unmarked word order for transitive clauses, AEDV in the case of extended
transitive clauses (where E(xtended core argunssd;83.5.1) represents an indirect
object). However, since Irabu is a pro-drop langudike Japanese, where a
pragmatically recoverable argument or arguments beaynexpressed, it is extremely
rare to find clauses with A, O, and E.

Irabu distinguishes seven word classes: nominedgys, adjectives, adnominals,
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adverbs, conjunctions, and interjections. A giveapprty concept is expressed by a
bound stem, from which an adjective, a nominalgebyor an adverb is formed. This
flexibility in the formation of property concept was is typologically noteworthy, and
Wetzer (1996) classifies such a flexible systensagtch-adjectival’ where a property
concept may be encoded either nominally or verbally

Irabu is largely characterised by agglutinativerphology, though verbs have a lot
of morphophonemic alternations and portmanteawxesfi Affixation and cliticisation
are exclusively suffixal and enclitic. There is agreement morphology. In addition to
affixation, there are also compounding and redagibn. | recorded some words
consisting of as many as nine morphemes, gsumtrmunu+mmsa-kar-as-ai+u-i-ba
‘Because () am being made to behave Ilike a crazyersqw
(get.mad+man+similar-VLZ-CAUS-PASS+PROG-THM-CVB.QSL

Nominal morphology is only derivational, and these relation is marked by a
case clitic whose syntactic host is an NP. Verbphology consists of both derivational
and inflectional morphology. Inflection may be fmi (inflecting for
tense/mood/polarity) or non-finite (not inflectiigr tense/mood but for dependency
relations such as subordination).

Irabu clauses display a nominative-accusative sgstem with some typologically
interesting peculiarities: nominative case formd ganitive case forms are syncretised,
and accusative case forms fall into the (unmarkadusative=u and the second
accusative=a, the latter being used for a low transitivity direbject. Thus the second
accusative is analogous to the so-called ‘indefimitcusative’ (alternatively partitive
case) found in Altaic languages (e.g. Kuribaya®d8% Kazama 1997). However, the
second accusative is not like the indefinite acttwsan that the former is almost always
restricted to clause chaining constructions. Se8.842 and 811.3 for more detail.
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Irabu and many other Ryukyuan varieties have la ingentory of focus markers
and topic markers, and a typologically remarkabyatactic construction, called
kakarimusubi(literally governing-and-concordance) in Japanksguistics, in which
the presence of a focus marker within a clauseicesthe choice of verb inflection. See

811.5 for more detail.

1.7. Method and data
This grammar is based on inductive generalisatroade from text materials collected
by the present author and deductive analyses haseticited materials. Even though
this grammar does not employ one particular themaemodel, it occasionally makes
reference to theoretical issues where the Irabudaserves attention. For example, in
82.9 | note the Principle of Rhythmic Alternatiamggested in generative phonology, as
this principle is directly manifested in rhythmittesnation of tone features in Irabu,
thus further supporting the universality of thisnpiple, and demonstrating that this
principle is not restricted to stress rhythm as/jongsly assumed, but extensible to tonal
rhythm as in Irabu.

The main data for this grammar were collected radutivo periods of fieldwork
(six months in 2005-2006, six months in 2007).Ha first spell of fieldwork | mostly
focused on phonology, mainly because this areanés ai the most difficult parts of
Irabu. | also collected various text materials @uts in total). The second spell
consisted of two kinds of tasks: one focused oningakhorough transcriptions of
selected texts (four hours of texts which have adgquality in length, cohesion, and
cultural information, etc.) with the help of twormultants, Setsuko Sugama and Juniji
Shimoji, and the other on intense elicitations wilrious consultants including these
two persons.
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Twenty one native speakers of Irabu (nine maiesive females; twelve speakers
from Nagahama, six speakers from Sawada, two fratwul one from Kuninaka) gave
text data and elicitation data, as well as helpggtranscribe texts. All consultants were
over sixty five years old, as it was very difficett find younger consultants who are
fluent enough to sustain a discourse in Irabupotstruct example sentences freely, and

to give subtle grammaticality judgements in elioda sessions.

1.8. Organisation of this grammar

This grammar consists of 11 chapters and a sexbfaterials as an appendix. In terms
of their approach, the chapters fall into two maparts: Chapters 2 to 9 have a
form-to-function orientation and Chapters 10 andate a function-to-form orientation.
In particular, each section of Chapter 10 commencesh a particular
functional-typological issue such as speech agatien, voice, tense-aspect-mood, etc.,
which often crosscut different structures each diiclv is thoroughly described in

Chapters 2 to 9.

34



Chapter 2
Phonology

Irabu phonology is characterised by rather commghable structures which are
dependent on their position in words, geminatiod Emgth contrast sensitive to the
notion mora, and a non-contrastive and rhythmicetsgstem where the High tone
appears iteratively based on foot structure. Séverajor phonological rules are
effectively described by referring to the undertyiand the surface levels of the
phonological systefh.Thus this chapter employs the following symbols défferent

representational levels:

e Square brackets ‘[ |': phonetic representation
e Slashes ‘/ /': surface phonemic representation

e Double slashes ‘// I/ underlying phonemic repreéatan (where necessary)

2.1. Segmentation

A frequent reference will be made to the notionralan describing both the phonology
and the grammar. There are two kinds of word,grammatical word and phonological
word. The grammatical word will be described in Giea 3 in detail, and it is sufficient
here to note the basic definition and terminolofjthe grammatical word and its related

units, i.e. the affix and the clitic.

8 An anonymous reviewer pointed out that the disigmcbetween the surface phonological system and
the underlying phonological system is controversi considers that only the former system is
sufficient. However, as will be noted in §2.7.21h are motivations or the current analysis. Theds
raised by the examiner is theoretical in naturd, lamould like to leave this issue as future reskdopic.
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2.1.1. Grammatical word

A grammatical word (henceforth simply ‘word’ unless explicit distinction between a
grammatical word and a phonological word is neag3sa a free form that centres on a
root, and heads a phrase or functions as a menmber ghrase (as a maodifier,
complement, auxiliary, etc.). A word may be a bayet or may be morphologically
complex with compounding and/or affixation. A ditis not a word, since it does not
head a phrase or functions as an internal member mtirase. Rather, it is attached
syntactically to a phrase, and attached phonoligita a word that is a member of a
phrase’ An affix is morphologically attached to a stem¢ahus may attach to a bound
stem. See 83.1 for a fuller account of word, clittmd affix. A word-plusis a
morphosyntactic unit that consists of a word amdhale number of clitics that attach to
the host word. A phrase consists of one or moredmplus)es. Below are illustrative

examples of word and word-plus.

(2-1) a. Word (root) b. Word (with affixes) c. Word-plus

jarabi jarabi-gama-mmi jarabi-gama-mmi=kara=mai
child child-DIM-PL child-DIM-PL=from=even
‘child’ ‘little children’ ‘even from little chibren’

9 An anonymous reviewer pointed out that a standeaa wn clitics is that a clitic is a grammatical ndp

so that a discussion is required whether a clitirabu is actually a grammatical word or not. Teeent
typological literature recognises two ways of cletgdsing clitics: as a bound word (like adpositidn
many languages which govern the case of the namd)as a categorically unrestreicted (or phrask) a
(Bickel and Nichols 2007). Probably the reviewesuases that every clitic is a bound word. However,
Irabu clitics belong to the second type, and itmpossible to analyse it as a word, as it lackshsuc
characteristics as found in adpositions as notexveabRather, Irabu clitics align with affixes, atite
difference is syntactic vs morphological distrilomti (see §3.2.2). The bound word type is actually

recognised in Irabu, and | described it in 83.2.@MHere | distinguished bound words from clitics.
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An affix boundary and a clitic boundary are représd by a hyphen ‘-’ and equal sign
‘=" respectively. Plus sign ‘+’ represents a roauhdary as in compounding and full
reduplication (e.gbiki+jarabi ‘male child’; jarabii+jarabi ‘childish’). A word-plus is

the orthographic word throughout this grammar.

2.1.2. Phonological word

A word-plus is in most cases a phonologically ceheunit, or a phonological word in
terms of (1) syllable structure, (2) the appliciypilof phonological rules, and (3)
prosody. Most compound stems are separate phooalogords in (1) and (3), and the
compound structure will be described in 82.11 aftéroducing all these relevant
phonological criteria for the phonological wordho@2.4, 82.5, §2.7, and 82.9). There
are more complex cases where the different phoreabgriteria yield different
phonological word boundaries. That is, certain xaffi and clitics are separate
phonological words in terms of (1) and (2) but 0bt(3), and certain phrases may be
phonological words in terms of (3) but not of (hda2). These specific cases will be

noted where necessary.

2.2. Classes of phonemes
Irabu phonemes can be divided into three classesdban their distribution in larger
phonological structures and their behaviour in (whor)phonological processes:

Consonants Glides, andVowels

2.2.1. Consonants
TABLE 2-1 below shows the inventory of consonant phonemdeerel are three
phonemic places of articulation (labial, alveoleelar(/glottal)) and three phonemic
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manners of articulation (stop, fricative, resonant)

TABLE 2-1.Inventory of consonant phonemes

LABIAL ALVEOLAR VELAR
/GLOTTAL

STtoPs voiceless p t k

voiced b d g
FRICATIVES voiceless f s, C h

voiced z
RESONANTS (short/long)  nasal m/m: n/n

approximant  v/v: ZlZ

flap rir.

Note: (A) Stops and fricatives have voice opposition.

(B) /c/ [ts] and /z/ [dz] are phonemically classifiesifricatives because of

their phonotactic and morphophonemic behavidbes. below.

(C) Resonants may be syllabic. For example, a resamagtiabic in a

special type of syllable, or the presyllableg(ém.ta/ [ma] ‘mud’; see

§2.4.1).

(D) The phonetic symbol Jzthe major allophone of /Z/, is meant to cover a

range of sounds from [z] with less friction tfe&like approximant.

(E) The phoneme /r/ is pronounced gsaf an open syllable single onset,

as in /kuri/ [kui] ‘this’ (CV.CV), and [|] otherwise.

Among the five fricative consonants, /h/ is nottegsc: its lexical distribution is

mostly restricted to non-native words, and it i€ tnly phoneme whose place of

articulation does not form a natural class witheotphonemes. The other ‘regular’

fricatives, /f/, Is/, Ic/, and /z/, share the phtawtic patterns summarised below, which
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justifies classifying the phonetic affricates phiomeally as fricatives, except that /z/

cannot form geminates initially.

e There is a phonological rule that applies onlyricatives (82.6.2).

e Only fricatives can serve as the onsefibfnd 1./ (82.7.2).

2.2.2. Glides

Glide phonemes consist of /w/ and /j/. /j/ playsajor role in the syllable G slot. /w/ is
peripheral in Irabu phonology, occurring syllabhgially only in the syllable /wa(V)/
(e.g. /wai.si/ [wdi] ‘onomatopaeic expression’, /ni.waniwa] ‘garden’), and, only
occasionally, between the stops /k/ and /g/ andveel; e.g. /kwasi/ [kvasi] ‘snack’.
The CG sequence (e.qg. /pj/ as in Ip[&€GVV) [pa] ‘early’) is phonetically realised as
a single palatalised phone (e.gi])[pather than a consonant plus glide phone ([pj]).
There is some evidence that G is not an onsetit(ietreated differently from onset C;
see 82.5.1.4). The justification for assuming ausege CG rather than a single palatal

consonant is noted in §2.8.3.

2.2.3. Vowel

The inventory of vowel phonemes is givenTiBLE 2-2 below.

TABLE 2-2.Inventory of vowel phonemes (short/long)

FRONT CENTRAL BACK
HIGH ifi: ifi: u/u:
MID e)/((e)) (0)/((a))
Low ala
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e short mid vowels are rare, and long mid vowelsrratid.

e /u/ is phoneticallyd] or [u], i.e. a slightly lower and/or front version of
cardinal [u]. Since these phonetic realisatiors largely free variation, they
are simply represented as [u] henceforth.

e /il ([i]) and 1:/ ([i:]) only combine with fricative onsets. Shaitis
underlyingly absent, and is predictably insertedaa epenthetic segement to
break up prohibited phonotactic patterns of wdwgspe.g. */st/, as in //sta//
> /qta/ [sta] ‘tongue’; */s/#, as in //pus// > [pildpus] ‘star’). See §2.7.2 for

detail.

2.2.4. Orthography
In the rest of this grammar, | double the samelett order to represent long segments.

Otherwise | will use the same symbols that | useddpresenting the phonemes above.

2.3. Minimal or quasi-minimal contrasts
Here | list minimal or quasi-minimal pairs for shaegmentd® Long segments are

collectively noted in §2.6.3.1.

2.3.1. Consonants (stops, fricatives, and resonapts
o /p/vs. It/ vs. [KI: [pui [pug] ‘star’, /tud/ [tusi] ‘year’, /kud/ [kusi] ‘belly’
e /p/vs. [bl: Ipuu/ [py ‘spike’, /buu/ [bu] ‘thread’

o /t/ vs. /dl: tud [tusi] ‘year’, /dus/ [dus] friend

19 As will be described in §2.9 below, there is nxdally contrastive prosody in Irabu. Irabu has a
foot-based rhythmic tone system where /H/ and pidetically [L]) alternates.
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e /k/vs. [g/: kuu/ [ku] ‘powder’, /guu/ [gu] ‘cave’

e [t/ vs. /sl vs. Izl [faul [fau] ‘eat’, /sau/ [sapple’, /zau/ [dzau] ‘gate’

e /cl/vs. /z/: Jacal [atsa] ‘tomorrow’, /aza/ [adzaHer brother’

e /p/vs. Ihl: [pira/ [pia] ‘tailcutter’, /hira/ [¢ta] ‘hey’

e /m/vs. In/: [kam/ [kam] ‘god’, /kan/ [ka ‘crab’

e Vvl vs. Izl vs. Irl: Ipavl [pgd ‘snake’, /paz/ [pakfly’, Ipar/ [pa]] ‘needle’

e /r/vs. In/: [siral fira] ‘after birth’, /sina/ [ina] ‘commodity’

2.3.2. Glides

e /il vs. Iwl: ljaal [ja] ‘house’, /waa/ [wg ‘pig’

2.3.3. Vowels
e /alvs. il vs. Iul: [par/ [gR‘needle’, /pir/ [pi] ‘garlic’, /pur/ [pu]] ‘dig’
e /il vs. lel: [=il [i] (confirmative), /=e/ [e] (quetion)
e /u/vs. /o/l: lkuma/ [kuma] ‘here’, /lkoma/ [komapigning top’ (< Japanese)

e /alvs. [il: Isata/ [sata] ‘sugar’jt@ [sta] ‘tongue’

2.4. The structure of the root word

In this section | give an overview of the syllald&gucture of the root word. The
generalisations here mostly apply to morphologycabmplex words and word-pluses
as well. This general syllable structure and phactat constraints serves as the
definition of a phonological word in terms of sylla structure and phonotactics. That is,
most word(-plus)es are phonological words in thesspects. Some divergences are

noted in 82.5.
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2.4.1. Word template
For descriptive purposes it is convenient to diwioe structure of root words into three

portions, i.e. presyllable, initial syllable, andminitial syllable(s):

(2-2)WORD TEMPLATE

(presyllable +) initial syllable (+ non-initial syllable; . )

The term presyllable is meant to represent a nsglbable in terms of phonotactics and
structure, which deserves a different descriptireatment than ordinary syllables
(initial syllable and non-initial syllable).

The following generalisations, followed by exceps to them, obtain as to the

structure of the root word:

(2-3) A presyllable is a syllabic resonant (abbreviated#
a. /m.ta/ [na] ‘mud’ (R.CV)
b. /mm.ta/ [mta] ‘k.o.tree’ (RR.CV)
c. /n.§/ [nsi] ‘north’ (R.CV)

d. /v.cca/ fttsa] ‘quail’ (R.CCV)

(2-4) An initial syllable has an optional onset and collze initial cluster CC must
be a geminate voiceless fricative or resonant.
a.((Ci) Gi) (G) V1 (V2) (Ceoud
b. /ma.cja/ [mdg] ‘little bird’ (CV.CGV)
c. /maa.da/ [mda] ‘very’ (CVV.CV)
d. /mai.cja/ [maffa] ‘sleeve’ (CVV.CGV)
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(2-5)

(2-6)

(2-7)

e. /maz/ [mak'rice’ (CVC)

f. /mma/ [mma] ‘mother’ (CCV)

A non-initial syllable has an obligatory onset adional coda.
a.C (G) V1 (V2) (Ccod Or G V1 (V2) (Ceodd
b. /ma.ju/ [maju] ‘cat’ (CV.GV)
c. /ni.sjai/ pifai] ‘young man’ (CV.CGV)

d. /bu.dur/ [bud}j ‘dance’ (CV.CVC)

A presyllable + initial syllable produces consondtsters R.C, RR.C, or in
very rare cases R.CC, but not RR.CC in roots.

a. /m.@/ [mtsi] ‘road’ (R.CV)

b. /nn.di/ [ndi] ‘Yes’ (RR.CV)

c. /v.ccal fttsa] ‘quail’ (R.CCV)

In polysyllabic words, the structure of a finallaylle is as for a non-initial
syllable as in(2-5), i.e. with an obligatory onset and optional caglecept in
cases where the final syllable is an initial syibafas in disyllabic words
consisting of a presyllable + an initial syllabl€he final coda is a resonant.

a. /[pa.sam/ [pasam] ‘clow’ (CV.CVC)

b. /gu.sjan/ [gfan] ‘stick’ (CV.CGVC)

C. /ni.niv/ [piniv] ‘snooze’ (CV.CVC)

d. /ju.baz/ [jubak'the act of visiting a woman’s house at night \(GVC)

e. /ku.par/ [kup ‘stammerer’

f. /n.kum/ pkum] ‘strain’ (R.CVC)
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(2-8) There are occasions when the nucleus of an ordisgtgble is filled by an
alveolar non-nasal resonanz) or /r(r)/, or a nucleic resonant (Rn). Theemns
is always a bilabial stop or nasal /p/, /b/ and B®@e also §2.4.2 below.

a. /pz.tu/ [pa1] ‘man’ (CRn.CV)

b. /IpzZ/ [pg ‘day’ (CRNnRn)

c. /bz.da/ [bda] ‘low’ (CRn.CV)

d. /ju.bzz/ [jubZz ‘suck’ (GV.CRnRnN)

e. /mzz/ [mZ ‘flesh’ (CRnRn)

f. /prr.ma/ [f:ma] ‘daytime’ (CRnRn.CV)
g. /na.brr/ [nap] ‘slippery’ (CV.CRnRn)

h. /mrr.na/ [np..na] ‘green chive’ (CRNRN.CV)

(2-9) Exceptions
a. Exception to (2-2): though an initial syllaideobligatory by definition,
a very few presyllable-only words do exist.
i. /mm/ [m] ‘potato’ (RR)

ii. 122/ [z] ‘rice ball' (RR)

b. Exception to (2-4): /t/ may be exceptionallyrgeated in initial clusters,
though there are very few attested examples.
i. /ttjaa/ ftta] ‘then’ (CCGVV)

ii. /tti.gaa/ fttiga] ‘then’ (CCV.CVV)

c. Exception to (2-5): there are very rare insésnaf /VV.V/ in roots, i.e.
cases where the onset of the non-initial syllablaissing (such
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instances always involve /aa.i/ or /uu.i/).
i. /aa.il [a] ‘No’ (VV.V)

ii. /juu.i/ [ju:.i] ‘preparation’ (GVV.V)

2.4.2. Nucleic resonants

Alveolar non-nasal resonants /z(z)/ and /r(r)/ rmppear in V slots of initial syllables
and of non-initial syllables, serving as nucleisaeants. The onset must be a labial, and
mostly the labial stops /p/ and /b/, and only ineraases the labial nasal /m/. This
indicates that there is a tendency towards maxngitie feature difference between the

onset phoneme (labial and stop) and the nucleusgrhe (alveolar and resonant).

12(2)/ Initial syllable Non-initial syllable
/pz.tu/ [psu] ‘man’ CRn.CV /su.ku.bsukubj ‘belt’ CV.CV.CRn
Ipz2/ [pz:] ‘day’ CRnRn /ka.bzz/ [kab} ‘paper’ CV.CRnRn

/bz.da/ [bda] ‘low’ CRn.CV
/bzz/ [bz] ‘sit’ CRNRnN

/mzz/ [mz] ‘flesh’ CRnRn

Ir(n)/ Initial syllable Non-initial syllable
/prr.ma/ [g:ma] ‘daytime’ CRnRn.CV /na.brr/ [n&b ‘slippery’ CV.CRnRn
/br.brr/ [[.b|:] ‘alocasia odora’ CRn.CRNRnN

/mrr.na/ [m:na] ‘green chive’ CRnRn.CV

The tendency towards maximising feature differeats® holds in presyllable plus
initial syllable non-geminate clusters (such astdm[mta] ‘mud’ R.CV), where the
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cluster consists of a labial nasal resonant plushaolar non-resonant (see 2.5.6.3).

2.4.3. Heavy structures

Monosyllables of the structure ({Ci)(G)V1V2Ceoda are rare in roots: among the
attested words are /aur/ [atstill’, /saar/ [sa]] ‘take (someone to somewhere)’, /daav/
[dav] ‘tool’, etc. The “fully-loaded’ monosyllable ([CiGV1V2Cgo4a iS Not attested in the
root word. The codaless but otherwise fully-loagednosyllable structure is attested

though rare: €GV1V;, (e.g. /ttjaal fitia] ‘then’).

2.4.4. Examples of root word structures

In this section | give some examples illustratiogtrword structure step by step. The
focus is first on the initial syllable (82.4.4.1da82.4.4.2), then non-initial syllable
(82.4.4.3), and finally the presyllable (82.4.4@d&82.4.4.5). The phonotactic details

involved in each structural position will be cowiia depth in §2.5.

2.4.4.1. Examples of words with an initial syllablenly

Here, an onset consisting of a single C may bedfiby a stopS), fricative ), or a
resonantR), while an onset of two consonants CC is filleddsntical segments, either
a fricative or a resonant (exceptionally a geminsttgp cluster /tt/). The coda is a
resonant.

46



/aa/ [a] ‘foxtail millet’

/ail [ai] ‘like that’
ljaal [ja] ‘house’
/am/ [am] ‘net’
/jam/ [jam] ‘disease’
/kam/ [kam] ‘god’
/maz/ [mak ‘rice’
/aur/ [ad] ‘still
Ipjar/ [palr] ‘leave’
[ffa/ [ffa] ‘child’
/ssam/ [ssam] ‘lice’
Iccir/ [ttfi]] ‘pipe’
Ittjaa/ [ttia] ‘then’
/mmja/ [mma] ‘well’
Ivval [ova] ‘'you’
I2Zal [za] ‘father’
Irral [||a] ‘placenta’
Ipzz/ [pz:] ‘day’

# ((G)

(S)

- N(< 3 - O

G)

T

=~

N(<3‘_’O

-

(G) Vi (V2)  (Ceoud #
R
a a
a i
J a a
a m
| a m
a m
a z
a u r
j a r
a
a m
[ r
a a
a
a
a
a
z 7

2.4.4.2. Examples of words with an initial and a noinitial syllable, showing the

structure of the initial syllable

Here, it is noted that the set of consonants whiely fill the coda of the word medial

position is larger than for the word final coda. (82.4.4.1). Word-medial codas allow

fricatives and stops in addition to resonants. H@axea coda fricative or stop must be

identical with the onset of the following syllable.
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# ((QC) (G) Vi (V2 (Ceodd® GCi...

R R R

F F F

(S) S S
/an.na/ [anna] ‘mother’ a n na
/av.val [avva] ‘oil’ a v va
/ja.ma/ [jama] ‘mountain’ | a ma
/ka.qgi/ [kagi] ‘beautiful’ k a gi
/kaa.qgi/ [kagi] ‘smell’ k a a gi
/bat.ta/ [batta] ‘armpit’ b a t ta
/bas.si/ [b#i] ‘forget’ b a S Si
/pin.za/ [pindza] ‘goat’ p [ n za
/kiv.si/ [Kivsi] ‘haze’ k [ vV 5
/mjaa.ku/ [mecku] ‘Miyako’ m a a ku
/kjav.dai/ [kavdai] ‘brother’ K ] a v dai
/nna.ma/ [nnama] ‘now’ n n a ma
/pz.tu/ [psu] ‘man’ p Z tu

2.4.4.3. Examples of words with an initial and a noinitial syllable, showing the
structure of the non-initial syllable

Here the focus is on the non-initial syllable (bktword-final position below). The
onset of the non-initial syllable is obligatory ¢eptions being mentioned in (2-9c)),

and it must be a single consonant (plus glide) single glide.

$ G (G) Vi (V2) (Ceodd #

/mjaa.ku/ [macku] ‘Miyako’ mjaa Kk u

/an.na/ [anna] ‘mother’ an n a

/av.val [avva] ‘oil’ av \ a

/kjav.dai/ [kavdali] ‘brother’ kjav d a i
fjuu.rja/ [juria] ‘season’ juu rj a
/tun.bjan/ [tumian] ‘k.o. vegetable’ tun b ] a n
lta.ja/ [taja] ‘power’ ta ] a

/na.brr/ [nak] ‘slippery’ na b r r
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The /nb/ found in roots, such as /tun.bjan/_[tiamjb'k.0. vegetable’ should not be
analysed as /mb/, nor as reflecting a neutralisatio/n/ and /m/. The /nb/ analysis is
preferable in terms of the phonotactic patternsasfal consonant clusters (see §82.8.1).
In morpheme boundaries, of course, /mb/ may ocelg. (kam/ ‘god’ + /=bjaam/ ‘|

wonder’ > /kam.bjaam/ ‘| wonder if it's a god’)

2.4.4.4. Examples of words with a presyllable plusitial syllable

Here, the consonant clusters R.C, RR.C (where tésRa long resonant phoneme), or

in vary rare cases R.CC, are attested.

# ((R) R)S(G) C) (G) Vi (V2) (Ceodd#
R R R R R
F

/m.ta/ [nta] ‘mud’
/m.su/ [nsu] ‘miso’
/m.na/ [rma] ‘shellfish’
Iv.tal pta] ‘song’
Iv.ccal pttsa] ‘squirrel’
In.gja/ poia] ‘spike’
In.bir/ [mbi]] ‘stretch’
In.fi/ [pfi] ‘warm’
/n.kum/ pkum] ‘strain’
/mm.ta/ [mta] ‘k.o. tree’ m m
/nn.di/ [ndi] ‘yes’
/nn.ku/ [p:-ku] ‘pus’

s »n —~ 0 T

< <33 3

P o c 9D

s 3 5 <=2
o
-

jm R

2.4.4.5. Examples of words consisting only of a mglable (a syllabic resonant)
There are pre-syllable-only words, which are detifrem a phonological rule where an

underlyingly single resonant root is obligatorilgngthened to meet a minimality
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constraint of two moras (82.6.2).

# R R #
/mm/ [m] ‘potato’ (//m// > /m/) m m
Inn/ [n:] ‘'yes’ (//nll > In/) n n
Iwl [v:] ‘sell’ (participle stem) (//vIl > I\) vV Vv
1221 [z] ‘scold’ (participle stem) (//Z// > [?) z Z
Irr/ [12] ‘(the sun) sets’ (participle stem) (//r/] >:/)r rr

2.5. Phonotactics of the word-plus
This section describes the phonotactics of the wtwd domain, taking
morphologically complex structures into account] anting the phonotactic differences

between root structures and morphologically comptexctures.

TABLE 2-2.Basic phonotactic schema< stops;F: fricatives; R: resonants)
#Presyllable Initial syllable Non-initial syllable; #

((R) R) ((G) C)G)Vi(V2) (Ceotd C(G)VA(V2)  (Ceodd--- (Ceodd)

R R R R R R R R
F F F F F
S s S S S

(2-10) There are four primary phonotactic constraints teaterally hold both in root
words and polymorphemic words and word-pluses.82e& 1.
a. Final coda must be a resonant.
b. Medial clusters are heterosyllabic C.C only.
c. The CC cluster of non-resonant consonants beiatgeminate.

d. C.(G)V is impermissible, i.e. a non-initial lsydle must carry onset C.
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(2-11) V1V, may be a long vowel or a (generally rising) digny. See §2.5.2.

(2-12) The single onset in an initial syllable can beefilloy any consonant but /v/, /Z/,

and /r/. See §2.5.3.

(2-13) Initial syllable onset clusters consist of gemasabnly, of any resonants or of

fricatives other than /z/ and /h/ (also /t/ excepdlly). See §2.5.4.

(2-14) Non-initial clusters, i.e. coda plus onset clusterre (a) geminates, (b) partial

geminates (homorganic /n/ + C), or (c) restricted-geminates. See §82.5.5.

(2-15) Presyllable plus initial syllable onset clusters generally of the type (b) and

(c) above. See §2.5.6.

(2-16) Word initial geminates are more common than geragatcross syllable

boundaries. See §2.5.7.

As an initial approximation, it can be said tHatre is an overwhelming tendency
for Irabu consonant clusters to be geminates digbgeminates (involving homorganic
In/ + C) in consonant clusters within/across syHab This generalisation holds for

Miyako Ryukyuan as a whole.

2.5.1. Four primary phonotactic constraints of theword(-plus)
2.5.1.1. Final C
The final coda of a word(-plus) must be a singorant, except in very limited cases
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where an affixm (realis mood) or a case clitan (dative) attaches to a consonant-final

host.

(2-17) Ipav/ ‘'snake’+ =n (dat) > /pavn/ ‘to snake’
Ipazl ‘fly + =n > [pazn/ ‘to fly’

/mii-/ ‘look’ + /-r/ (non-past) + /-m/ (realis mo®cd /miirm/ ‘l0ok:NPSTRLS'

Assuming that there is a phonological word in terofs syllable structure and
phonotactics, these examples are exceptions togdreral syllable structure of

phonological word.

2.5.1.2. Medial cluster

The medial consonant cluster in a word(-plus) is pnnciple restricted to a
heterosyllabic C.C. However, a few affixes andiaditbegin in CC or R.C, and these

may give rise to such exceptional medial C.CC &.C.clusters.

(2-18) -ccjaaki (simultaneous converb suffix)
a. /tur-/ ‘take’ + /-ccjaaki/ > /tur.ccjaa.ki/ ‘ile taking’ (CVC.CCGVV.CV)
b. /jum-/ ‘read’ + /-ccjaaki/ > /jum.ccjaa.ki/ ‘Wil reading’ (GVC.CCGVV.CV)

c. /kav/ ‘buy’ + /-ccjaaki/ > /kav.ccjaa.ki/ ‘whilbuying’ (CVC.CCGVV.CV)

(2-19) =nkai (allative clitic)
a. Ipaz/ ‘fly’ + [=nkai/ > /paznkali/ ‘to fly’ (CVAR.CVV)
b. /pav/ ‘snake’ + /=nkai/ > /pav.n.kai/ ‘to snak€VC.R.CVV)

c. /kan/ ‘crab’ + /=nkai/ > /kan.(n).kai/ ‘to crafCVC.(R).CVV)
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d. /kam/ ‘god’ + /=nkai/ > /kam.(n).kai/ ‘to godC{V/C.(R).CVV)

In (2-19¢) and (2-19d) there is optional clippinfjtbe clitic-initial /n/, due to the
sequential nasal deletion rule (82.10.2).

The above exceptional phonotactic patterns ardamqu by the fact that such
affixes and clitics are phonological words by thelmss in terms of syllable structure
(e.g.=nkai begins in a presyllable). However, in other respetich as phonological
rules and prosody, they behave as part of a phgmalloword. For example, as noted in
§2.10.2, there is a phonological rule called thgusatial nasal deletion rule, and it
never applies across phonological-word boundaries.g. ( uja=n#nkairair
(father=DAT#be.brought) ‘be brought by my fathesy that the fact that it does apply
to =nkai in (2-19) suggests that it is part of a phonolabiword in terms of this
particular phonological rule. Also, tone assignnames not apply separately to the host

and the affix/clitic in question, but applies tavhole unit consisting of these (82.9).

2.5.1.3. Cluster of non-resonants
A consonant cluster of non-resonants must be géeir@oth in root words and

morphologically complex word(-plus)es, and bothnitial and medial clusters.

2.5.1.4. Ban on /C.(G)V/ sequence

A sequence consisting of a coda /C/ directly fokdwby a (G)V is prohibited in
word(-plus)es. That is, a non-initial syllable mustrry an onset C. There is one
exception to this. As is shown below, comparatigeec/=jarruu/ may give rise to the

prohibited /C.GV/ sequence.
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(2-20) /kan=jarruu/ [kajalu:]
crab=CMP

‘than a crab’

(2-21) /mm=jarruu/ [mjalu:]

potato=CMP

‘than a potato’

2.5.2. Long vowels and diphthongs

The table below shows the attested combinationd/pfand Vs in word(-plus)es.

Diphthongs are mostly rising dipthongs. A fallingptthong /iu/ (phonetically [jJ) is

exceptional in roots, but is rather common in merpk boundaries. /ia/ [jais not

found in roots, and only occurs in morpheme bouedar

TABLE 2-3. Long vowels and diphthongs

V, /lal fulhil & (lel) (/o)
Vi
lal aa au ai
u/ uu ui
! [lia]] [iu] ii
fil il
(/el) (ee)
(/o) (o0)
Note: (X) x is rare in roots

[X] x is rare in roots, but common in morpheme faaries

[[X]] x is not attested in roots, and only foumdmorpheme boundaries
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With onset

/kaa/ [ka] ‘skin’

/nau/ [nau] ‘what’

/kai/ [kai] ‘like that’
/muu/ [mu] ‘sea weed’
/kui/ [kui] ‘voice’
/kuri=a/ [kuia] ‘this:ToP
Ikiusi/ [kiu:si] *haze’ (< /kivd/ [Kivsi])
/kuri=u/ [kudu:] ‘this:AcC’
/Kii/ [Ki:] ‘tree’

[sii/ [si:] ‘nest’

/nauttee/ [nauttg‘why’

/doo/ [do] (emphatic)

2.5.4. Initial syllable onset cluster

also found in a very limited number of words.

Without onset (initial only)

/aal [a] ‘foxtail millet’
/au/ [au] ‘blue’

/ail [ai] ‘like that’

/ul [4 ‘Hare’

[ui/ [ui] ‘that’

Not attested

Not attested

Not attested

fii/ [i] ‘stomach’

None by definition (see §2.2.3)

/eel [e] “Yes’ (informal)

/ool [ ‘Yes’ (formal)

2.5.3. Single onset of initial and non-initial sydbles
All consonants but /v/, /z/, Ir/ may appear in #iegle onset of an initial syllable. All

consonants but /v/ and /Zz/ may appear in the sioigget of non-initial syllables.

All resonants and fricatives other than /z/ andmialy be geminated. The cluster /tt/ is

(2-22) RESONANTS FRICATIVES Srop: /t/ only; rare
/mmi/ [mmi] ‘crowd’ [ffa/ [ffa] ‘child’ Ittjaa/ [*ttiar] ‘then’
/nnud/ [nnuts] ‘life’ /ssu/ [ssu] ‘white’ Ittigaa/ {ttiga] ‘then’
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Ivval [ova] ‘2SG’ [ccir/ [ttfi]] ‘pipe’ Ittar/ ['tta]] ‘came’
I2zul [zzu] *fish’ (/t-tar/ ‘come-PST’)

Irral [|1a] ‘placenta’

2.5.5. Non-initial cluster

Non-initial clusters, i.e. clusters of coda plusenhacross syllable boundaries (mostly
C.C but may be C.CC or C.R.C in exceptional ca82%.1.2), may be geminates (of
any consonant other than voiced stop, voiced fuveator /h/), partial geminates
involving a homorganic nasal, phonemically /n/, splanother consonant (other than
resonants), or non-geminates (a resonant plus K§nhoah alveolar consonant).

Non-geminates are rare in root words.

2.5.5.1. Geminates

The examples below illustrate the possible nonaihgeminates.

(2-23) RESONANTS FRICATIVES Srops
/dum.ma/ [dumma] (onm.) /maf.fa/ [maffa] ‘pillow’ ip.pai/ [ippai] ‘many’
/an.na/ [anna] ‘mother’ /umis.si/ [ufifi] ‘funny’  /bat.ta/[batta] ‘armpit’
/av.val [avva] ‘oil’ /ac.cal [attsa] ‘side’ /uk.k@dkka] ‘debt’
ltaz.za¥ [tazzad ‘bind’  (/fiz.za/ [tuddza] ‘whale’)

fjur.ru/ [julu] ‘jurru fish’

The non-initial geminate /z.z/ seems to be on a&hi@ic path towards /c.c/. For

example, while some very old speakers do distifmguiiz.za/ [tuddza] ‘whale’ and
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[fic.ca/ [futtsa] ‘mouth’ (topic):* many others do not distinguish them, pronouncing
both as [futtsa]. This and the strong ban on voiced stop gatamindicate that there is
a clear tendency in Irabu to disfavour phonemicatliced (i.e. non-resonant /b, d, g, z/)
geminates. In association with this, /z.z/ in menple boundaries, as in /az=za/ (//az//
‘taste’ plus //=all topic marker), involves neduigation with /c.c/ [tts] in many speakers’
speech, where the phonetic realisation of /z.xfedbas /c.c/ is [tts], as in /az=za/ [attsa]

(~ [addza]).

2.5.5.2. Partial geminates (homorganic /n/ + C ofng place of articulation)

In roots as well as in morphologically complex warth/ can combine with a C of any
place of articulation. [mp] or [mb] in roots is &ted as /np/ or /nb/ (rather than /mp/ or
/mb/) as suggested in /juunpuu/:fypu] ‘firefly’ and /unbu/ [umbu] ‘carrying on one’s

back’ below. This matter is taken up in §2.8.1.

(2-24) C:LABIAL C: ALVEOLAR C: VELAR/GLOTTAL
/juun.puu/ [jumpu] /pin.za/ [pindza] /min.ku/[myku]
‘firefly’ ‘goat’ ‘deaf’

/unbu/ [umbul]

‘carrying on one’s back’

1 Nakama (1983) also reports that his consultamdfe; born in 1922) had a phonetic [ddz] izz8/
‘whale’, implying that this phonemically contrastedth [tts]. My consultants who do have this voiced
geminate, and who do distinguish it phonemicalyrirvoiceless [tts], were all over 80 years olchat t
time of research, i.e.in 2007.
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2.5.5.3. Non-geminates (resonant;@ resonant/non-resonant ¢

The examples in (2-25) are from root words or fes=i compounds, while those in
(2-26) are from morphologically complex word(-ples) In roots, the overwhelming
majority of examples involve a non-geminate clustewhich the second consonant is

alveolar.

(2-25) /am.dir/ [amdj] ‘a fish-carrying bag’ (<am‘net’ + tir ‘small bag’?)
/kiv.si/ [Kivsi] ‘haze’ (~ /kiug/ [kiu:si])
Ipaz.gil [paagi] ‘rash/swelling’

/ur.Zn/ [uldzig] ‘early summer season’

(2-26) /num/ [num] ‘drink’ + /-tar/ (past unmarked) > /nuar/ ‘drank’
/ivl [iv] ‘heavy’ + /-sal [sa] (state nominaliser) > /iV.4aeaviness’
lazl [ag ‘'say’ + /=bjaam/ ‘| wonder’ > /az.bjen/ ‘l wonder if (s/he) says’
ftur/ [tu]] ‘bird’ + /-nagi/ [nagi] (approximative) > /tur.ngi/ ‘bird, and so on’

Itur/ + /=kara/ [kaa] (ablative) > /tur.ka.ra/ ‘from bird’
As is shown in (2-25), in roots /v/ often lenites/tl/. | refer to this as /v/-lenition. This
occurs to avoid a consonant cluster within a rootdvNote that in (2-26) /iv/ does not

cause this lenition.

2.5.6. Presyllable plus initial syllable onset

This type of cluster basically follows non-initielusters in §2.5.5.3, except that:

58



(2-27) a.Geminates are rare in roots, and
b.Non-geminates are rather common both in roadshaorphologically

complex words and word-pluses.

2.5.6.1. Geminates

The only kind of geminate in roots is the initigllable onset of the R,C; cluster (see
(2-28) below). Geminates across presyllable and initilable (i.e. RR;.CiV) are not
found in roots. From the few attested examples/pé t(2-28) a generalisation obtains

that R is a labial resonant, and a geminate CG/éokar.

(2-28) /v.ccal pttsa] ‘quail’

/m.s$:/ [mss:] ‘miso soup’ (< //msu// ‘miso’ + /i#/ ‘soup’)

In morphologically complex word(-plus)es it is commto find both R.€C; clusters

and RR;.GV, but not RR,.CCV.

(2-29) /Imcl// ‘road’ + //=all (topic) > /m.cca/ [ttsa] ‘roadToP (R.CCV)

/Inv// *pull out’ + //=all > In.vva/1fyvva] ‘pulling outToF (R.CCV)

(2-30) /mm/ [m] ‘potato’ + /=mai/ [mai] ‘too’ > /mm.mai/ ‘potatapo’ (RR.CVV)

122/ [z] ‘rice ball’ + /=al > [2Z.Zal ‘rice baltoP (RR.CV)

Irel [1:] ‘enter’ + /=ru/ [ru](question marker) > /rr.ru/‘enter?’ (RR.CV)
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2.5.6.2. Partial geminates (homorganic /n(n)/ + Cfany place of articulation)

(2-31) C:LaBIAL C: ALVEOLAR C: VELAR/GLOTTAL
In.bir/ [mbi]] ‘stretch’  /n.4/ [nsi] ‘north’ /n.kair/ [gkail] ‘welcome’
/nn.bu/ [mbu] ‘navel’ /nn.di/ [ndi] ‘yes’ /nn.ku/ [p:ku] ‘pus’

2.5.6.3. Non-geminates
In root words (as shown in (2-32)), there is a &1y towards labial (and in particular

nasal) resonant plus an alveolar consonant.

(2-32) LaBIAL:/m/ (/vl: lenition is pervasive)
/m.ta/ [mta] ‘mud’ Iv.tal pta]~/u.ta/ [uta] ‘song’
/m.su/ [rsu] ‘miso’ Iv.da/ pda]~/u.da/ [uda] ‘thick; fat’
/m.na/ [ma] ‘shellfish’ Iv.§/ [usi]~/u.g/ [us] ‘rice mortar’
/mm.ta/ [mta] ‘a kind of tree’ Iv.¢¥ [vci]~/u.dl [utsi] ‘inside’

/mm.sa/ [msa] ‘similar’

/mm.na/ [mna] ‘all’

Ivi-lenition (/v/ > /ul) is pervasive in roots hekss in the case of medial non-geminates
(82.5.5.3) this lenition is a cluster breaking ®gy: the cluster R.CV is broken down to
V.CV (e.g. /v.ta/ > /u.ta/), where the presyllaBeesolves into the initial syllable V. It
is an emerging phonotactic pattern, then, thabénpresyllable plus initial onset clusters,
the presyllable must be a nasal (short /m/ andrnéng /m/ and /n/), excluding the
possibility of the other labial resonant, i.e. /v/.

The same generalization holds in morphologicadijnplex word(-plus)es, since an
R.C cluster is always contained in the root part mbérphologically complex
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word(-plus)es.

2.5.7. Frequecy-based account of root structures

TABLE 2-4 gives a statistical account of Irabu root wstrdicture. This shows that some
structures are more frequently found than otherd, s allows us to have a basic idea
of what is the unmarked/marked structure/phonatguiterns. The database here is of
600 native roots (mostly nominal and adjectivagetiher with some zero affix verb

forms.

TABLE 2-4. Frequently occurring root structures in 600 roots

RANK STRUCTURE TOKENS EXAMPLE

1. CVv.Cv 180 /pu.ni/ [puni] ‘bone’

2. Ccvwv 66 /kaa/ [ka ‘skin’; /kui/ [kui] ‘voice’

3. CVv.Cv.CVv 54 /ka.ta.na/ [katana] ‘knife’

4, V.CV 40 /u.tu/ [utu] ‘sound’

5. CcvC 38 Ipazl [pazly’

6. R.CV 32 In.zal [ndza] ‘whergm.su/ [rsu] ‘miso’

7. Cv.CvC 30 /pa.sam/ [pasam] ‘scissors’

8. GV.CV 16 /ju.da/ [juda] ‘branch’

9. CCcv.cv 14 /nna.ma/ [nnama] ‘now’

10. CvC.cv 12 /kuv.va/ [kuvva] ‘calf of leg’
ccv 12 /mma/ [mma] ‘mother’

The most important generalisations to emerge flumtable are:
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(2-33) a The most frequently occurring roots are di- miytlabic. Next come
monosyllabic structures, ofARks 2 (CVV), 5 (CVC), and 10 (CCV).
b. The most typical root structure is CV.CV witletbpen syllable CV.
c. Neither initial clusters nor medial clusters asemmon in the most
frequently occurring root structures. Initial ders are more common

than non-initial clusters in roots.

In association with (2-33a), we will see in 82.8h2t Irabu phonological words must
have at least two moras. Thus, the monosyllabitsrimoRaNKS 2, 5, and 10 have heavy
syllable structures. The definition of mora is giva 6.1.

With regard to (2-33b), it is noted that the stowe CV.CV.CV (R\NK 3) is also
built from CV syllables, showing that CV syllablesnstitute the most basic structural
type in terms of frequency.

With regard to (2-33c), it is noted that the phedje plus initial onset cluster
R.CV (as found in RNK 6; 32 tokens) is slightly more frequent than thidal syllable
onset cluster CCV (as found imRxs 9 and 10, accounting for 26 tokens in total), and
there is no R.CGV or CCGV in the most frequentlgwcing patterns. Also, the root
structures containing non-initial clusters are eattare in the top ten list, only appearing

atRANK 10.

2.5.8. Consonant allophony
Now that we have a clear picture of the structuréhe word, we can summarise the
allophonic variation of consonants, which is headépendent on syllable structure and

the position of a syllable in a word.
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TABLE 2-5.Consonant allophony (S: stops; F: fricatives; R: reonants)

Presyllable Initial (C)CV Medial V(C)CV Final C
#RR#  #(R)R #cev #cv vC.CV V.CV VCH#
ol * * * [p] [pp] [P] *
T * (K1) [t] [tt] [t] *
S k= * * (K] [kk] [K] *
bl * * * [b] * [b] *
/d/ * * * [d] * [d] *
gl * * * 0] * 0] *
"> * [ff] [f] [ff] [f] *
/sl * * [[J7ss] [s] [[J7ss] [I7s] *
F o * * [‘tfi'tts]  [tts]  [tefltts] [tts]  *
Iz * * * [d3/dz] ([ddz]) [ds/dz] *
(/hi) = * * (I¢/h]) (¢/h) — *
[mm]
fm/[m:] [m@)]  [mm] [m] [m] [m]
[mC]
o] NG o) [} [[’,;J“C’]””] wn] o]
R N [v] [v0)] [0V x w] x 1]
| | [vC]
. . [33/22] .
Izl [z] [zO)] [z zC] ]
. [l
il 1 (1] [l e [<] [
NOTE:[N]: homorganic nasalx/y]: [x] before i /[y] elsewhere
(x): x is rare in roots
[XC]: x followed by a non-x consonant
*: non applicable (the phoneme cannot fill that sharked by *)
2.6. Mora

This section introduces the phonological unit mavajch is important in describing

segmental and supersegmental phenomena in Irabu.
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2.6.1. Definition

Moras are counted as follows:

IN A SYLLABLE IN APRESYLLABLE
G G G Vi Vo Ceoda R R
e = T ¥ T [

2.6.2. Minimal word
A word (not word-plus; see below) is minimally bira@. Thus we have the following

set of minimal words in terms of syllable structure

Presyllable only
RR: /mm/ [m] ‘potato’
Iwl [v] ‘sell’
122/ [z] ‘rice ball’

Ire/ [[;] ‘enter’

Initial syllable only

(C)(G)VV: [pjaal [pa] ‘early; fast’ /paa/ [pg ‘tooth’

ljaal [ja] ‘home’ /aal [a] ‘foxtail millet’
(C)(G)VC: Ipjdl [pa] ‘leave’ Ipar/ [pd] ‘needle’
liar/ [jd] ‘spear’ lar/ [&] ‘exist’

CC(G)V:  Immja/ [mna] (emphasis) /mma/ [mma] ‘mother’
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Initial syllable plus non-initial syllable
(C)(G)V.C(G)V: I/ma.cja/ [mg#n] ‘bird” /ma.ta/ [mata] ‘and’

/ma.ju/ [maju] ‘cat’

Presyllable plus initial syllable
R.C(G)V: /m.& [mtsi] ‘road’

In.gja/ pgia] ‘spike’

As noted above, the minimality applies to a wather than a word-plus. Thus if a
monomoraic root is followed by a monomoraic clitiwhich would give rise to a

bimoraic word-plus, the host word nevertheless tgaks augmentation:

(2-34) /vl *sell’ + //=all (topic) > /vv=va/ ‘selling is.’
IIIl + [I=ull (accusative) > /vv=vu/ ‘sellingcC’
INIl + [I=paz/l (modal ‘maybe’) > /vv=pazi/ ‘sefierhaps’

IIvIl + [I=ill (discourse marker clitic ‘eh?’) >V=i/ ‘sell, eh?’

As illustrated above, the fact that a clitic doest rcount towards a bimoraic
phonological word applies to all clitics (as listedChapter 9). However, there is one
exception, where the nominative case chtga is attached to the first person singular
pronounban (85.2.2.1). This combination results in an exaepl reduction on the part
of ban, giving rise tba=ga. Here, the word is not bimoraic.

Three major strategies are taken to augment a moraic root.
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Lengthening rule: a monomoraic root must be lengthened to appeam as

word, with one of the following three strategies:

Strategy 1. Moraic resonants are lengthened (//R// > /IRR/)

e.g. /Il 'sell’ > /vl ‘sell’ (finite unmarke: verb form)

Strategy 2. Moraic fricatives undergo re-syllabification, wheéfi/
is inserted to be a nucleus (//C/l > ICVV/)
e.g. /[l ‘(rain) fall’ > /fi/ ‘(rain) fall’ (finite unmarked verb form)
/Isll *know’ > /§:/ ‘know’ (finite unmarked verb form)

llcll ‘wear’ > /il ‘wear’ (finite unmarked verb form)

Strategy 3.//CV// is lengthened (//CV// > ICVV/)
e.g. /ljull ‘four’ > fjuu/ *four’ (when recitingiumbers in isolation)
(cf. /ju-taar/ ‘four persons’ where the numexadt //ju// ‘four’ does

not undergo lengthening)

In terms of minimality, then, a grammatical woadher than a word-plus is treated
as a phonological word, which is defined as a plagical unit that is minimally
bimoraic. A clitic is thus not simply part of a plaogical word in this particular
phenomenon. However, in most other respects,yillabse structure/phonotactics (82.4
and 82.5), phonological rules (82.7 below), andspdy (82.9), a word-plus is treated as
a single phonological word, making both affixes atitics equally part of the host

phonological word.
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2.6.3. Length (quantity) contrast

2.6.3.1. Short vs. long

As is illustrated below by minimal contrasts andsjuminimal contrasts, there are both
phonemically contrastive long vowels and consonantsots. Long consonants are all
resonants, and usually occur in presyllables (asdhim §82.4.2, however, /Zz/ and /rr/

may appear in V slots in regular syllables).

Short vowel Long vowel
/kagi/ [kagi] ‘beautiful’ /kaagi/ [kai] ‘smell’

/kasi/ [kdi] ‘a kind of local tree’  /kasii/ [kfi:] ‘help’

ftur/ [tu] ‘bird’ /tuur/ [tu:]] ‘cross’
/dsi/ [sisi] ‘grime’ /siisi/ [si:si] ‘meat’
Short consonant Long consonant
/m.na/ [rma] ‘shellfish’ /mm.na/ [rma] ‘all’
/n.g/ [nsi] ‘north’ /nn.sa/ [msa] ‘dumb’

I have not found minimal or quasi-minimal contsast /e/ vs. /ee/ or /o/ vs. /00/ in
roots. In fact it is difficult to find /e/ and /ah Irabu in the first place. This is simply
because the Proto-Ryukyuan */e/ and */o/ are redtbas /i/ and /u/ in Irabu, and so the
mid vowels are scarce in the Irabu lexicon.

Nasal resonants /m/ and /n/ show a length contrasiots as demonstrated above.
On the other hand, non-nasal resonants in rootsotlshow a length contrast, except in
the cases where alveolar non-nasal resonants app#a regular syllable V slots. In
roots, long /vv/, /ZZ/, and /rr/ in presyllableg arot underlyingly long, but result from
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an obligatory lengthening of underlyingly monomoraoots (Lengthening rule: //v//

‘sell’> /v, I1zI] *scold’ > /zz/, and /Ir// ‘(tB sun) sets’ > /rr/).

2.6.3.2. Non-geminate vs. geminate

Irabu has geminate {G(G)V/ in initial syllables and across syllable bdanes.
Non-geminate monomoraic /C(G)V/ and geminate bincordCCi(G)V/ are
phonemically contrastive. Thus initially /na.makafna] ‘raw’ and /nna.ma/ [nnama]
‘now’ are distinguished; likewise medially /ba.p&fi] ‘in between’ and /bas.si/ [§A]

‘forget’ are distinguished. Further examples oftcasts include:

Non-geminate Geminate

[fau/ [fau] ‘eat’ CV [ffau/ [ffau] ‘child’ (acceative) CCVV
/sa.qgi/ [sagi] ‘k.0.bird’ CV.CV /ssa.gi/ [ssadiridal’ CCV.CV

[ci.bi/ [tfibi] ‘hip’ CV.CV Iccirl [*ttfi]] ‘pipe’ CCVC

/maa.su/ [m&u] ‘salt CVV.CV  /mmaa/ [mm4 ‘No’ CCVV

/na.ma/ [nama] ‘raw’ CV.CV /nna.ma/ [nnama] ‘n@®CV.CV
/ba.ta/ [bata] ‘stomach’ CV.CV /bat.ta/ [batt@jmpit’ CVC.CV
/ba.si/ [bdi] ‘edge’ CV.CV /bas.sir/ [bfi|] ‘forget’ CVC.CVC
/a.cal [atsa] ‘tomorrow’ V.CV /ac.ca/ [attsalde’ VC.CV

/ga.ma/ [gama] ‘cave’ CV.CV /gam.ma/ [gamma]don) CVC.CV

/a.na/ [ana] ‘hole’ V.CV /an.na/ [anna] ‘moth&iC.CV

It is noted that two non-nasal resonants, /v/ atid hust be geminated in surface
syllable onsets (as in /vwvatMa] ‘2SG’ and /zza/ [za] ‘father’), and so do not show a
length contrast in gemination at the surface ledal.will be noted in 82.7.1, these
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surface geminates are analysed underlyingly adesmgraic //C//, and an obligatory
rule operates to produce the surface /vv/ andfr@ai undelryingly moraic //v// and //z/]

respectively (thus //vall > Ivval, llzall > [ZzZbbae).

2.7. Phonological alternation rules

This section notes two important phonological aléion rules, which in most cases

apply in roots and morphologically complex word@ges, but not across word(-plus)es.
Thus, by the applicability of these phonologicales) we can define a phonological

word, which usually corresponds to a word(plus).

2.7.1. Geminate copy insertion rule

This rule is sensitive to moraicity. As noted in$2.4, there is a strict constraint in the
domain of word-plus that a moraic /C/ cannot diseprecede a /(G)V/ at the surface
level. If morphological processes produce the pobdd pattern, the following

phonological rule operates to avoid it.

(2-35) Geminate copy insertion rule:if underlyingly moraic //C// and //(G)V// are

adjacent in a word-plus, then a geminate copy@f is inserted to produce a

surface /GCi(G)VI.
(2-36) a. /vall ‘G > lwal [va] ‘256
b. /izall father’ > I33al ] ‘father’

c. Il 'sell’ + [I-ill (thematic vowel) > /vvifovi] ‘sell:imP’
d. //s/l ‘know’ + //-jall (agent nominal) > /s-sfdfa] ‘one who knows a lot’
e. llkam// ‘god’ + //=all (topic) > /kam=ma/ jkana] ‘godTOP
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f. //sukubz// ‘belt’ + //=all (topic) > [sukubZak[sukubzza] ‘beltoP

(2-36a) and (2-36b) are roots, whose underlyingnfocontain an initial moraic
/ICII directly followed by //V/I. Given the fact dhthe surface /v/ and /Z/ in the onset
position are always geminated, and given the plamtict constraint in Irabu that a
moraic //C// cannot directly precede //(G)V//, & & reasonable assumption that an
underlying structure //vall and //Zzall (moraic //@lus //\VIl) become /vval and /Zzal at
the surface level, with an obligatory applicatidrgeminate copy insertion.

(2-36¢) to (2-36f) illustrate morphophonemic prasms As defined above, the
geminate copy insertion rule operates within a watts, but never occurs across
word-pluses. Thus (2-37) below induces the gemiraigy insertion rule, while in

(2-38), where two word-pluses are adjacent, the dokes not operate.

(2-37) Word-plus containing a clitic //=al/ (topic)

a. lkam=ma/ b. tur=ra/
Ilkam =a// ITtur =all
god =ToP bird =ToP
‘god:TOP ‘bird: TOP

(2-38) Adjacent words /kan/ ‘crab’ and /atar/ (copula)

/uri=a kan a-tar/ (cf. */kan natar/)
/luri =a kan a -tar//

3sG=ToP crab COP-PST

‘It was a crab’
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2.7.2. Theil-insertion rule
The high central voweld//and 1./ cannot occur without a preceding onset and occur
only with fricative onsets, e.g.i/fa/ [tusa] (or [f'sa]) ‘plant’, /§.ta/ [sta] ‘tongue’,

/ci.na/ [tsna] ‘rope’, /Z2.mi.Zi/ [dzimidz] ‘warm’, /u.g/ [us]‘cattle’, /fii/ [fur] ‘come’,

The shorti is uderlyingly absent and is predictably inseréédhe surface level
through thei/-insertion rule, to keep the phonotactic well-fesness of a phonological
word (82.4, 82.5). Specifically, this occurs to @va fricative-final coda (cf. 82.5.1.1)
and a fricative+C non-geminate cluster (cf. 82Z.1For example, as shown in

(2-39a-d), a fricative-final coda is impermissiblea phonological word.

(2-39) a. /htauf// ‘tofu’ > /tauf/
b. /lpus// ‘star’ > /pui$
c. /lumac// *fire’ > lumait

d. //muz// ‘barley’ > Imui

Likewise, a fricative+C is impermissible unlesssthluster is a geminate, so that
/il is inserted to syllabify an otherwise impermigsilsequence, as is illustrated in

(2-40).

(2-40) a. //fsall ‘plant’ > fisa/
b. //sta// ‘tongue’ > f$a/
c. /lcnall ‘rope’ > [thal

d. //zmiz// ‘worm’ > /Amizi/
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On the other hand, as is shown in (2-41a-d), wheruhderlying phonotactic structure
is already well-formed, no insertion occurs. Nobattin (2-41d), i/ is inserted to

syllabify *//fz/l, not //zz//, the latter being alady well-formed.

(2-41) a. //ffall ‘child’ > /ffa/
b. //ssam// ‘louse’ > /ssam/
c. /lacca/l ‘side’ > /facca/

d. /l[fzzall ‘whale’ > fizza/

The evidence that fricative geminates such ag Afid //ss// in (2-41) do not undergo
the i/-insertion rule is seen not only in the phonetctfthat {] is absent, but in
morphophonemics as well. In Irabu, there is a mopplonemic rule, sequential voicing
rule (82.10.4), in which a non-initial stem of anmg@ound (e.g. the Stem 2 of Stem 1+
Stem 2) may undergo the voicing of its stem-inigiglable onset. In (2-42a) below, the
stem //fsa/l undergoes sequential voicing rule, relwe the stem-initial syllable onset
IItll is replaced by /v/ at the surface level. Timeans that //fsa// is //f.sal/l, and
sequential voicing rule applies to the syllabld./M //fsa/l surfaces with no sequential
voicing, then it must require th&-insertion, since */f.sa/ is impermissible (//flsa
[fi.sa/). On the other hand, in (2-42b), //ff// of teecond stem is treated as the
stem-initial syllable onset, which is evidencedtlre fact that the //ff// as a whole
undergoes sequential voicing rule (//ffll > WAL the underlying level, then, the onset

of //ffa/l is //ffll (i.e. //ffa/l is underlyinglgyllabified as //CCV//, unlike //f.sall).

(2-42) a. //imi/l ‘'small’ + //fsa/l ‘plant’ > /imivsa/ ‘sall plant’
b. //imi/l + [/ffa/l ‘child’ > /imivva/ ‘small chit’
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As is shown in (2-43) and (2-44), when there ave &nd only two sequential

fricatives underlyingly, the insertion df bceurs on both, rather than on one of them.

(2-43) [/lssl/ ‘grime’ > a. fisi/
b. */s§
C. */4s/

(2-44) /lccll ‘the moon’ > a. fci/ ‘the moon’
b. */cd/

c. */dc/

Pattern (c) in each example is blocked becausevibugd result in a word-final fricative
coda. However, pattern (b) should be permissibleerms of the structure CCV. This
avoidance of /CZ may result from a phonetic factor, such as avwdaf low sonority.
There are many pieces of evidence for the anallisisi/ is best treated as being
underlyingly absent, where the surfacé € underlyingly //C//. In what follows | note
one major process which clearly depicts this. Tpiecess involves vowel-initial

suffixes and clitics, such as the accusative dasi//

(2-45) The morphophonemic rule of the accusative case //#u
a.lf a nominal stem ends in &V, other than a //G/ (C: /s, c, z/),

/I=ull is realised as /=jul/:

Ilkaall ‘skin’ + II=ull > /kaa=ju/
lkiill ‘tree’ + I=ull > Ikii=ju/
/lkuu// ‘powder’ + I=ull > /kuu=ju/
/Ikui/l ‘voice’  + I=ull > Ikui=ju/
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/Ifiill ‘coming’  + II=ull > Ifi=ju/

b.If a nominal stem ends in a consonant C, /fsugalised as /=Cu/:

/lkam// ‘god’ + [I=ull > /kam=mu/
/lkan// ‘crab’ + l[=ull > kan=nu/
llpav// ‘snake’ + /I=ull > [pav=vu/
llpazll ‘fly’ + II=ull > [paz=zul
llpar/l ‘needle’ + ll=ull > [par=ru/

c. Otherwise //=ull is realised as /=u/:
llpana/l ‘flower’ + /l=ull > [pana=u/

I1sill *nest’ + lI=ull > [§=u/

(2-45b) is an instance where the geminate copytinseule (82.7.1) applies.

Our attention now turns to such nominal stemstasfi/ [taufu] ‘tofu’, /pusi/
[pus] ‘star’, /lumad/ [umats] ‘fire’, and /muz/ [mudz] ‘barley’, all of which end in
surfaceil. If the i/ were underlyingly present, i.e. the nominal stevese underlyingly
vowel-final (/CV//#), then (2-45c) would apply ande would get something like
*/taufi=u/ [taufu], /pus=u/ [pusu], and so on. However, what happens is that we get
the surface /tauf=fu/ [tauffu], /pus=su/ [pussujmac=cu/ [umattsu], and /muz=zu/
[muddzu](~[muttsu]), indicating that the underlyif@yms of the above nominal stems
are /ftauf//, llpus//, [lumac//, and //muz//, ahdtt(2-45b) applies. The short vowildt
the surface is underlyingly absent and the nomsbains listed here are underlyingly
consonant-final (/C//#).

Thus, as illustrated below, /tdufs underlyingly //tauf//, and if it surfaces with
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/I=ull the surface form is ftauf=fu/; if //tauf/Udaces with no cliticisation/affixation,

then 1/ is added word finally:

Underlying fil-Insertion Rule Surface Phonetic
[taufll ‘tofu’  + //=ull > N/A > [tauffu/ [taffu]
+ none >  applied > [taufi/ [taufu]

2.8. Miscellaneous segmental issues
2.8.1. Homorganic nasal clusters in roots
The phonemic treatment of phonetic partial gemméte()p] and [m()b] occurring in
root words requires careful discussion. Irabu has Imaisal /m()/ and /n()/, both of
which participate in a nasal plus consonant cludiite that /njC/ clusters are
phonetically partial geminates, where the placeadfculation of homorganic /n/
assimilates to that of the following C. Thus theraerge three analytical possibilities
for [m(:)p] and [m()b], of which the first is my current analysi#)(the phonetic partial
geminates are analysed as)fm(and /n()b/, where the homorganic /j(is realised as
[m(:)]; (B) the phonetic partial geminates are analysed agplivend /m()b/; and(C)
there is neutralisation of /(and /m()/ before [p]/[b]*?

The analysisA) allows us to have the systematic phonotactic patiescribed in
82.5.5.2 and 82.5.5.3 (non-initial cluster C.C) and82.5.6 (presyllable plus initial
onset (R)R.C). First, aside from phonetic o] and [m()b], two generalisations obtain

with regard to the above mentioned clusters insoot

12 Of course, if the [mJp] or [m()b] results from a morphological process, thererge®no problem in
identifying the underlying representation of theseface segments: //kam// ‘god’ + //fazmaybe’ >
/kampai/ ‘(That's) a god, perhaps.’
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Generalisation 1 /n()C/ partial geminate involves all places of artatidn
of Cbut bilabial

Generalisation 2 /m()C/ involves /m()/ + alveolarconsonant.

Now, with regard to Analysi§A), i.e. if we assume that [MP] and [m()b] represent
phonemic /n(p/ and /n()b/, we can have a full set of places of articolatin /n¢)C/
partial geminates, makindgseneralisation 1 complete. Also, we do not harm
Generalisation 2for non-geminates.

If we alternatively take Analysid), i.e. if we assume that [my0] and [m()b] are
/m())p/ and /m()b/ respectively, then the odd gap still occur&ieneralisation 1 and
we even harnGGeneralisation 2 where the odd exception appears in the combimatio
of /m()C/, where /m(/ combines with a labial, but otherwise it onlyndaines with
alveolar consonants.

Finally, Analysis(C) just keeps the status quo, with no positive eftacteither
Generalisation, since this analysis only says fimétf)p] and [m()b] are phonemically
ambiguous. Thus it is best to take Analy$fs) (resulting in positive effects on
Generalisations 1 and 2), as opposed (B) (resulting in negative effects on

Generalisations 1 and 2) a(t@) (with no positive effect on either).

2.8.2. Non-nasal resonants /v/ and /z/
Non-nasal resonants, i.e. approximants /v(v)/ at{d)/ and flap /r(r)/, show some
peculiarities that are not found in nasal resonants

First, in presyllables long /vv/, /ZZ/, and /rd dccur, but they are not underlying.
That is, they are morphophonemically lengthenednst®erms of underlyingly
monoconsonant roots (//v/l, I1Z/l, and /ix/]).
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(2-46) a. /Il ‘sell’ + //-tar// (past unmarked) > /vutdRR.CVC)
b. //z/l ‘scold’ + //-tarl/ > [zztar/ (RR.CVC)

c. /Irll ‘enter’ + //-tar// > /rrtar/ (RR.CVC)

Second, in presyllables the short resonant /v/ agear if it is followed by an
initial syllable, as in i [vtsi] (R.CV) ‘inside’, but short /z/ and /r/ cannotlfthe
presyllable slot. Note also that the short /v/ Ire tpresyllable shows instability,
frequently undergoing lenition (e.g. AL®R.CV > /u.d/ V.CV: see §82.5.6.3). Thus, the
presyllable slot is not easily accessible to short-nasal resonants.

Third, in the onset, /v/ and /z/ only appear ageminate, as in /vva/ ‘you’, /av.va/
‘oil', and so on, and this gemination is a resdlagredictable rule, the geminate copy

insertion rule (82.7.1).

(2-47) IIvall 'you’ > /vval
/lavall ‘oil’ > [avva/
IIZall ‘father’ > /Z2Za/

llpazll 'fly’ + //=all (topic) > Ipazzal

2.8.3. The status of glides

2.8.3.1. General remarks

As is shown below, | treat labialised and palatifisphones, i.e. [ (e.g. [k]) and [C]
(e.g. [p] and []), as two phoneme sequences (non-glide consohastva/ or /j/), rather
than single consonant unit-phonemes. Thufigtreated as /k/ plus /w/, whileJ@and

[/] are treated as /p/ plus /j/ and /s/ plus /j/ eespely.
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(2-48) GENERAL TREATMENT  EXAMPLE

[C¥] > /C/ + Iw/ [kvasi] ‘snack’ > [kwaa.B
CGvVv.Cev

[C]>ICI+ 1)l [[aka] ‘late midnight > /sjaa.ka/
CGvv.Cev

The main reasons for assuming the complex CG doddtrFirst, there is evidence, as
was noted in 82.5.1.4, that onset C and G behdfarathtly (i.e. /C.CV/ is allowed but
/C.GV/ is not), thus are best separated in ternsy/kidible structure. Second, it allows a
straightforward description of such morphologicalgesses where a sequence of C and
G produces a phonetic {Lor [C] (e.g. stem-final C plus suffix initial -G > C-@s in
/kak-/ [kak] ‘write’ + /-ja/ (agent nominal suffixy /kakja/ [kaka] (CV.CGV) ‘writer’).
Third, it minimises the consonant phoneme inventdiye first point was already
mentioned, so the second and the third pointsaaeeased in the following section.

The labio-velar glide /Cw/ has a low functionadhdbin Irabu. It is only found in a

handful of words and affixes. Attested examples are

(2-49) a. /kwaafl [kvasi] ‘snack’
b. /kwaarja/ [kara] (Place name)
c. lukwaasa/ [Wasa] ‘many’
d. /jakkwan/ [jakkan] ‘kettle’
e. /jukwaara/ [jukara] ‘side’
f. /jukwaira/ [jukvaira] ‘four times’

g. /gwat# [grats] ‘month’ (e.qg. /sici-gwat! [fitfigvac] ‘7-month: July’).
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In (2-49c) and (2-49e) /kw/ arguably reflects /M/l/all: (2-49a) //uku// ‘big’ + /lasall
“?", (2-49e) /ljuku// ‘side’ + //arall ‘left-over’Furthermore, according to many speakers,
(2-49c) to (2-49q) are in free variation with /ukag /jakkan/, /jukaara/, /jukaira/ and
/gad/ respectively, where /w/ is dropped. Thus the /Geqduence is unstable, and so

peripheral in Irabu phonology. The discussion thldws thus focuses on /Cj/.

2.8.3.2. Advantages in assuming a complex CG

At the phonetic level, Irabu has the full set ofapa(ised) phones corresponding to
non-palatal(ised) phones which are the major abbopls of the consonant phonemes.
That is, a given non-palatal [C] (/C/) has its palaounterpart [§. The non-palatal and

palatal phones contrast phonemically. Example$istiesl below:

(2-50) Root-internal ( (quasi) minimal contrasts are gjven
/paal [pd ‘tooth’ VS. /pjaa/ [pa] ‘old days’
/unta/ [unta] ‘frog’ VS. /untja/ [urd] ‘3PL

/ukugan/ [ukugg| ‘big crab’ vs. /ukugjam/ [ukugm] ‘millet’

/sabi/ [sabi] ‘rust’ VS. [sjabi/fabi] ‘Shabi (name)’
lica/ [itsa] ‘board’ VS. licjagara/ Jsgara] ‘somehow’
/maaku/ [m&u] ‘round’ VS. /mjaaku/ [raku] ‘Miyako Island’
/naal [ng ‘name’ VS. /njaan/fan] ‘not exist’

(2-51) a. Root-final //Ci/l plus clitic-initial //a/l oru// > /Cia/ [Ga] or /Ciu/ [Cu]
[Ikuri// ‘this’ + /I=all (topic) > /kuri=a/ [kda] ‘this’ (topic)
/Inabi/l ‘pot’ + //=u// (accusative) > /nabigmwabu:] ‘pot’ (accusative)
b. Root-final //C// plus suffix-initial //j//
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llkak-// ‘write’ + //-ja/l (agent nominal) > /kga/ [kakia] ‘writer’

/[sadur-// ‘search’ + //-jall > [sadur-ja/ [sad}li‘searcher’

As is shown above, not all the phonetic palatadsnacessarily phonemic. First, palatals
of the type (2-51a) are morphophonological produetbich are produced by the
root-final //i/l plus the clitic-initial //a/l or/l/l, giving rise to /ia/ or /iu/ (falling
diphthong; phonetically [jRand [ju]). Second, the phonetic palatals of the type (B}51
are produced by the root-final //C// plus the sdifiitial //-ja// (agent nominaliser
suffix), and it is for this morphological processt our complex /CG/ approach, i.e. the
separation of /C/ and /j/ for phonetic palatalsrksowvell.

In this latter morphological process, the agemhimaliser suffix //-ja// is typically
attached to a verb root, as exemplified in (2-58) &-53) below. If it is attached to a
root which ends in a vowel, as in (2-52), ther@asconspicuous morphophonological
alternation observed (except in //ill final roothere //i/l tends to drop), displaying a

fairly agglutinative pattern.

(2-52) Vowel-final root plus //-ja/l
a. llfa-// ‘eat’ + //-jall > [fa-ja/ [faja] ‘persowho eats (a lot)’
b. /lubui-// ‘memorise’+ //-ja/l > lubu-ja/ [ubujgjerson who memorise (well)’
c./Imii-/ ‘look’ + //-ja/l > Imi-ja/ [mija] ‘per®n who stares a lot’

d. //kagi/l ‘beautiful’ + //-ja/l > /kag-ja/ [kag] ‘beautiful person’

(2-53) Consonant-final root plus //-ja//
llkak-// ‘write’ + /[-jall > [kak-ja/ [kala] ‘writer’
CVC- CVC-GV

80



/Isadur-// ‘search’ + //[-ja/l > /sadur-ja/ [sadli‘'searcher’

CVCVC- CVCVC-GV

(2-53) illustrates consonant-final roots plus //-jaHere, the suffix attaches to a
consonant which becomes the onset when the ssffattached, and the consonant and
the //-ja/l form a syllable whose onset is a singgatalised consonant iJ. As is
suggested in (2-53), the most plausible phonemnatyais is to treat [@] as a phonemic
sequence /C/+/j/: we do not need to come up with special morphophonological
alternation for such cases as (2-53), as the sUffad/ is agglutinatively attached to the
root ending in onset //C/[. If we alternatively as® that the resulting [Cis
phonemically a single segment /Cj/, we would intrcgl an irregular
morphophonological rule for such examples as (2-8%) root-final consonant //C// is
replaced by the surface /Cj/.

There is another obvious advantage in terms oétomomy of phoneme inventory.
If we analysed each [ICas a single phoneme /Cj/, we would double thesooant
inventory, by having /Cj/ corresponding to eachtlué 16 non-glide (short segment)

consonant phonemes in Irabu.

2.9. Prosody

Irabu lacks lexical prosody, or is an ‘accentlelssiguage (Hirayama 1964, 1967,
Hirayama, Oshima, and Nakamoto 1966, Nakasoneh))d However, Irabu shows a

strikingly rigid prosodic organisation in termsrbfythmic structure. Irabu prosody has a
hierarchical structure in which the most basic&tre is mora structure, which is the
tone-bearing unit and which is in turn the basidbiefor trimoraic foot structure based

on which tone is assigned to produce rhythmic iadteon of tones (High and toneless).
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The phonological word in terms of prosody is tloendin of this alternating tonal

pattern. The phonological word thus defined in neastes corresponds to a word-plus.

However, it may be an entire phrase if certain doomk are met (82.9.4).

2.9.1. Prosodic patterns of root words

In this section | will demonstrate that Irabu woidis not show lexically contrastive

tonal patterns. Below a word-plusmmorae is optionally abbreviated as.\W

2.9.1.1. Prosodic patterns of W

The prosodic patterns of Mére listed in ABLE 2-6.

TABLE 2-6.Prosodic patterns of W

Form Gloss Pitch pattern Tonal pattern
a. pa.na ‘nose’ [HH] (or [HL]) [HH/
ja.ma ‘mountain’ [HH] (or [HL]) [HH/
i.cu ‘thread’ [HH] (or [HL]) [HH/
b. kam ‘god’ [HL] [HH/
kan ‘crab’ [HL] [HH/
paz ‘fly’ [HL] /HH/
pav ‘snake’ [HL] /HH/
par ‘needle’ [HL] /HH/
C. mii ‘eye’ [HH] (or [HL]) /HH/
naa ‘name’ [HH] (or [HL]) [HH/
Sit ‘nest’ [HH] (or [HL]) [HH/
d. kai ‘that way’ [HH] (or [HL]) /HH/
nau ‘what’ [HH] (or [HL]) /HH/
kui ‘voice’ [HH] (or [HL]) /HH/

There are one or two surface pitch patterns in &Eglfwhich are indicated by [ ]),

and there is one phonological tonal representdiimticated by ‘/ /) set up from the
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pitch pattern(s). The tone-bearing unit is the maral there are two surface pitches [H]
and [L].

The coda consonant in word(-plus) final positiom a@bligatorily lowered.
Otherwise, the presence or absence of loweringeofihal mora seems to be a matter of
free variation, though lowering typically doest take place. Note here that the second

member of a long vowel or a diphthong behavesdikght syllable with regard to final

lowering.
TONAL PATTERN FINAL SYLLABLE FINAL LOWERING PITCH PATTERN
[HH/ C# + [HL]

Otherwise + [HH] (or [HL])

As mentioned above, final lowering is not inhergnthe lexical property of each
word that undergoes this lowering. Final lowerirgguars either at the end of a word or
of an entire word-plus, and this is induced whes word(-plus)-final mora is a coda.
When such a word amii ‘eye’ (typically [HH] with no final lowering in aitation form)
is followed by the dative cliticcn, we get the word-plusniin [HHL], where the
word-plus-final /n/ is lowered as a result of fitalvering, since the word-plus ends in a
coda. When such a word par ‘needle’ ([HL] with an obligatory final loweringni a
citation form) is followed by the dative clitic, weget parn [HHL], where the
word-plus-final /n/, not the word-final /r/, is gebt to final lowering. Wherpar is
followed by another clitic=nu (nominative) we get the word-plysrnu, where final
lowering is typically absent ([HHH]), since the weplus does not end in a coda. The
first person singular pronoun li&n with the pitch pattern [HL] in citation. Howeve,
banis followed by nominative=ga, the resulting word-plus isa=ga (/n/ is irregularly
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deleted by a minor rule), and it is typically promced as [HH], aba=galacks a coda.
With regard to other examples than those endirtl aicoda, it is not possible to
predict exactly when final lowering takes place, iigs in free variation with its
absence; however, lowering is possible only ifwlged in question comes finallpana
is pronounced as [HH] (or [HL]) in citation, bpana=nuis typically pronounced as
[HHH] where no final lowering occurs on the hostrd/pana as it is in the middle of a
word-plus.
Thus we can assume that a Méas an underlying tonal pattern /HH/, which may be

realised as [HL] if final lowering, which targetset final mora of a word(-plus), applies.

2.9.1.2 Prosodic patterns of W
We now turn to W. Although it is still uncontroversial to analyse;\&s showing an
invariable tonal pattern, the situation is somewmatre complicated. In ABLE 2-7

below I list the prosodic patterns of;W

TABLE 2-7.Prosodic patterns of W4

Form Gloss Pitch pattern Tonal pattern
a. ka.ta.na ‘knife’ [HHH] (or [LHL])  /HHH/
ja.ra.bi  ‘child’ [HHH] (or [LHL])  /HHH/
zza.ra  ‘tail cutter’ [HHH] (or [LHL])  /HHH/
b. bu.dur ‘dance’ [LHL] (or [HHL])  /HHH/
pi.sir ‘lunch’ [LHL] (or [HHL])  /HHH/
mi.dum ‘woman’ [LHL] (or [HHL])  /HHH/
Cc. pa.si ‘bridge’ [LHL] (or [HHL])  /HHH/
n.gii ‘root of sweet potato’ [LHL] (or [HHL])  /HHH/
ka.tai ‘in-law’ [LHL] (or [HHL])  /HHH/
d. juuz ‘celebration’ [HHL] /HHH/
pjaar ‘summer’ [HHL] /HHH/
daav ‘tool’ [HHL] /HHH/
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e. avva ‘oil’ [HHH] (or [HHL])  /HHH/

an.na  ‘mother’ [HHH] (or [HHL])  /HHH/
jur.ru ‘k.0.fish’ [HHH] (or [HHL])  /HHH/
f. kaa.gi  ‘smell’ [HHH] (or [HHL])  /HHH/
kai.na ‘arm’ [HHH] (or [HHL])  /HHH/
g. mm.na ‘all [HHH] (or [HHL])  /HHH/
nn.sa  ‘dumb’ [HHH] (or [HHL])  /HHH/

A number of generalisations can be made about {etserns.

B Unlike W,, final lowering is regularly seen if a word in igation form ends in any
kind of heavy syllable: the lowered mora may beda; the second member of a
long vowel or of a diphthong. See (b) to (d). Otfiee, as shown in (a) and (e-g),
final lowering is possible but not typical.

B There is initial lowering, whereby the initial moo& a word is L-pitched. This is
possible if a word begins in a;§CC)(G)V, i.e. if the initial mora is a light syllable
or a geminate initial C (se&a.rain (a)), or a light presyllable (seegii in (c)).
All other initial heavy syllables are never subjéztinitial lowering (see (d), (e),
(fH, and (g)). As is noted below, initial lowering optional, and is heavily
dependent on the presence or absence of final ilegvetithin the same word.

B Initial lowering is present only if final lowering present within the same word
(thus [LHH] is unattested in my database). In (byl 4c) in which the initial
syllable is a light syllable or a light presyllalfend thus may be subject to initial
lowering) and in which final lowering is obligatorthe typical pitch pattern is
[LHL], where both final and initial lowering are ggent. On the other hand, the
parenthesised [HHL] in these examples, where tierenly final lowering, is

atypical but possible. Thus it seems that a phoakfi ‘angular’ contour is
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preferred.

TONAL PATTERN I NITIAL LOWERING FINAL LOWERING  PITCH PATTERN
[HHH/ + + [LHL]

- + [HHL]

- - [HHH]

+ - *[LHH]

B In (d), there is a regular final lowering as it end a coda, but there is no initial
lowering since the initial syllable is not {§(Ci)(G)V or a light R, and therefore
initial lowering is blocked.

B In(e), (f), and (g), final lowering is not typicals the final mora is a light syllable;
however, even if final lowering occurs, initial lewng is still blocked since the
initial syllable here is not (C;)(G)V or a light presyllable.

B In (a) final lowering is not typical, as the fimalora is a light syllable. When final
lowering does occur in these examples, initial lomg becomes possible. The
pattern [HHL] (only with final lowering) is also gsible in (a), but it is almost
absent in my database, and | do not consider thiseta productively attested

pattern, and do not list it in the table below.

In the surface pitch pattern [LHL], the final Ligh is slightly lower than the initial
L pitch. Thus a more elaborate auditory approxioratf the pitch pattern of (ijudur
‘dance’ is [- _] (as opposed to (diuz ‘celebration’ [~ _]), in which straight lines
represent relative pitch height per mora.

As in the case of final lowering, initial lowering W3 is phonetic, influenced by
the syllable structure of the initial syllable ofvard, and by the presence or absence of
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final lowering, not by an inherent lexical tonakfean of the word.
Thus, we can set up the underlying tonal pattdiH/ with exclusion of the final

and initial lowering effects that can be assumeda@honetic.

2.9.1.3. Prosodic patterns of Wand longer words

In TABLE 2-8 below | list the prosodic patterns of;\&hd longer words. Irabu roots are
mostly bi- or trimoraic and Wis not common in roots. It is even more diffictdtfind
native roots of more than four moras, so that tbteblelow includes a proper name of

Japanese origin (YWkoozaburo®, and western loans (W

TABLE 2-8. Prosodic patterns of W, and longer words

Form Gloss Pitch pattern Tonal pattern

Wy

u.tu.ga.ja ‘law’ [LHLL] (or [HHLL]) /HHLL/

a.kjaa.da ‘merchant’ [LHLL] (or [HHLL]) /HHLL/

a.mair ‘bulb’ [LHLL] (or [HHLL]) /HHLL/

a.pav.¢ ‘chatterer’ [LHLL] (or [HHLL]) /HHLL/

mmiv.¢ ‘chest’ [LHLL] (or [HHLL]) /HHLL/

n.kjaan ‘old times’ [LHLL] (or [HHLL]) /HHLL/

kam.nar ‘thunder’ [HHLL] /HHLL/

kuu.mu.ja ‘cockroach’ [HHLL] /HHLL/

W5

ban.d.ki.ra ‘guava’ [HHLLL] /HHLLL/

si.mu.juuz ‘ankle’ [LHLLL] JHHLLL/
(or [HHLLL])

We

koo.za.bu.roo ‘Kozaburo’ [HHLLLL] /HHLLLL/

kuu.sjan.guu fist’ [HHLLLL] /HHLLLL/

W7

0o.g.to.ra.r.a ‘Australia’ [HHLLLLL] /HHLLLLL/

fa.mi.rii.maa.to ‘Family Mart”  [LHLLLLL] /HHLLLLL/

(or [HHLLLLL])
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Western loans such as frequently used country naiegs oostoraria ‘Australia’
[HHLLLLL], amerika ‘America’ [LHLL]) and common concepts in daily uge.g.
paama‘perm’ [HHH], arubaito ‘part-time job (< Germarrbeitvia Japanesarubaito)’
[LHLLL], deisaabi$ [HHLLLL] ‘day service’, famiriimaato ‘Family Mart (a
convenience store)’ [LHLLLLL]) seem to be well igr@ated into Irabu prosody, given
that my consultants all produced these words vki¢hsame prosodic patterns.

Unlike W, and W, these longer words have a regular falling pitetween the
second and the third moras without respect to lsiglatructure, i.e. without respect to
whether the second mora and the third mora of @ moe tauto-syllabic or not. This is
exemplified in W above. Also, this medial falling pitch is obserwedhout respect to
whether the word in question comes finally or ibof@ed by a clitic. This medial falling
pitch after the second mora in,\Vdnd longer words seems to be fairly widespread in
other Miyako Ryukyuan varieties as well (e.g. Hirasee Hirayama 1967). The
underlying /L/ is toneless (i.e. unmarked for /HRhat is, Irabu tone system is privative
(this will be discussed in §2.9.3).

In addition to medial falling pitch there is imtilowering as observed in 3NThis
is only observed in the initial mora when the alitsyllable is a light syllable, a
CCi(G)V, or a light presyllable. There is no final leing as the words here
underlyingly end in /L/. The fact that initial loweg may occur in absence of final
lowering suggests that initial lowering is indudadthe simple fact that a word ends in
L pitch (which may be phonetic, as in\\r phonological, as in Y\and longer words).
As in the case of W we can see a preference for a phonetically ‘argabntour in
these longer words. As the parenthesised pattbomgeasuggest, initial lowering may be
absent (e.gutugaja‘jaw’ [HHLL]), but this is not typical, just as ithe case of \W/

The final L pitch is lower than the initial L phiahat results from initial lowering.
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Also, in a sequence of L-pitched moras, a gradoakfing is observed toward word
final position, before arriving at a level low aftevo or three moras. Thus more
elaborate auditory approximations of the pitch grat ofkam.nar‘thunder’ ((HHLL])

andsi.mu.juuzankle’ (typically [LHLLL]) are[ ~-_]and][- -] respectively.

2.9.1.4. Summary
As described in the sections above, Irabu root wai@ not show lexically contrastive
prosodic patterns, so that a given, $ows an invariable underlying tonal pattern. For
example, all W invariably show the /HHLL/ pattern. This is truerass word classes
(i.e. Wyis pronounced with /HHLL/ without respect to whetliteis a noun, a verb, an
adverb, etc. For example, in addition to a nom\Wa) a verbpataraf ‘work’ and an
adjectiveaparagi‘beautiful’ have the same tonal pattern /HHLL/.

In sum, it is possible to set up the following ariging tonal patterns of the root
words, without respect to word class. These torstems are of course subject to

various intonational modifications.

(2-54) a. W /HH/
b.Ws:  /HHH/

c. Wy [HHLL(L...)/

Irabu prosody is described by two independentgead)) processes: (a) footing on
the segmental structure and (b) tone assignmetitigdfoot structure. | first introduce
foot structure and footing principles in 82.9.2erthproceed to introduce a tone

assignment rule for the existing foot structur@9.3.
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2.9.2. Footing

2.9.2.1. Definition of the foot

The notion foot in Irabu is defined as the bimomidrimoraic constituent that serves as
the domain of tone assignment, as schematicallwsho (2-55) below, where tone is
associated with the foot structure on the segmeietd® The domain of footing is the
word(-plus). Binary footing |(u) goes from left to right iteratively, except fowvd

special cases to be explained in the followingisactwhere ternary footingifin) may

occur.
(2-55) Binary foot Ternary foot
( i) (u H no)
Tone Tone

Thus the following association patterns of toneiamgermissible.

(2-56) Impermissible tonal configuration: tone is asstadaacross constituents
v Wl p) *(p W (v p)
H L H L

The word minimality is now interpreted in termsfobt structure: a word must contain

at least one foot (otherwise it is impossible taigs tone), a cross-linguistically

3 Thus the Irabu foot is precisely the tonal foajgested by Leben (1997) and in his other works
thereafter (Leben 2002, 2003).
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recurrent constraint on foot structure and worddtire (McCarthy and Prince 1995).
Now it is possible to describe the root words #:57) below as having the
underlying foot structures shown to the right ofteavord, with tone assigned per foot.
Henceforth, (2-55) above will be representediag+(or (uuw)r, as illustrated in (2-57)
(e.g. W has (uw)y (uup)L, which means that H tone is associated with treerwras of

the first foot, and L tone is associated with the¢ moras of the second foot, rendering

[(HH)(LLL)/).

(2-57) Tonal pattern  Foot structure
a.W,: pana‘nose’ /HH/ T
b.Ws: katana'knife’ /HHH/ mm
c. W, utugaja‘jaw’ /HHLL/ (rp)m ()
d.Ws: bandkira ‘guava’ /HHLLL/ (uwn (Lpp)e
e.Ws: koozaburodKozaburo’ /HHLLLL/ () () ()

f. W7 oositoraria‘Australia’ JHHLLLLL/ (rp)n (e (pep

2.9.2.2. Ternary footing

If the word(-plus) has an odd number of moras,etkiaustive binary footing from left
to right naturally results in one stray mora figallernary footing assigns a tone to the
stray mora. This is exactly what is shown in (2-8@pve.

Ternary footing results from an additional morpigital factor: polymoraic affixes
and clitics always commence their own footing, ilee left boundary of a polymoraic
form always coincides with the left boundary ofoatf (a few exceptions will be noted
below). Thus if a root has an odd number of moras@ecedes a bimoraic form, as in
(2-58a) to (2-58c) below (YW bimoraic form = W) and in (2-59a) to (2-59c¢) below

91



(W7 + bimoraic form = W), the root receives ternary footing rather thaawieg one

stray medially (i.e. (ii) in each example is impé&sible):

(2-58) a.katana-nagi b. katana=mai c. katana=bjaam
knife-and.so.on knife=too knife=l.wonder
‘knife, and so on’ ‘knife, too’ ‘wonder if it's knife’
i. (katanay) (nagi)L. I. (katana) (mai). i. (katana) (bjaam)
*ii. (kata)na(nagi) *i. (kata)na(nagi) *ii. (ka)na(bjaam)
(2-59) a. oostoraria-nagi b. oostoraria=mai c. oostoraria=bjaam
Australia-and.so.on Australia=too Australia=drvder
‘Australia, and so on’ ‘Australia, too’ ‘wonddrit’s Australia’

i.(00)4 (sito),(raria}; (nagi). i. (00) (sito), (raria); (mai).  i.(0o)(sito), (raria); (bjaam)

*ii. (oo)(sito)(rari)a(nagi)  *ii. (00) (sito)(rari)a(mai) *ii.(00)(4to)(rari)a(bjaam)

However, monomoraic affixes and clitics do not essarily come at the left
boundary of a foot. That is, they do not obligdfodcommcence a foot, but are simply
treated as part of the preceding host, to whichdiault footing applies (bimoraic
footing from left to right with an optional finaktnary footing). For example, a W
pana ‘nose’ + =u (accusative) give rise to a Mpanauy with no special footing.
Likewise, a W katana‘knife’ + =u give rise to a W (kata); (nau) with no special
footing (cf. (2-58)). W oostoraria ‘Australia’ + =u give rise to (0q) (sito). (rari)y
(au)., with no special footing (cf. (2-59)). If the dafafooting does allow monomoraic
affixes and clitics to commence a foot, they doasoordingly (e.gpana‘nose’ +=u
(accusative) =du (focus) > (pana)(udu), where =u happens to commarfoot.).
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(2-60) contains examples where the accusative ¢l is in the middle of a
word-plus. In these, the monomoraia is treated as part of the host for the footing
purpose, but the cliticskara and =mai commence their own footing since they are
bimoraic. With respect temai in (2-60b), its immediately preceding host contain

=u undergoes ternary footing since this host hasdanoimber of moras.

(2-60) a.bandkira=u=mai b.bandkira=kara=u=mai
guavaAcc=too guava=fromacc=too
‘from guavaacc’ ‘from guavaacc, too’
(bany (ciki) (rau)y (mai) (ban) (cikira),(karauy, (mai).

A sequence of two monomoraic clitics suchFasdu (accusative + focus) below
is simply treated as part of the host, to which dedault footing applies. Compare

(2-61a) and (2-61b) with (2-58) and (2-59) abospestively.

(2-61) a. katana=u=du b. oostoraria=u=du
knife=Acc=FocC Australia;acc=Foc
‘knife:Acc:FoC ‘Australia:Acc:FoC

(kata); (naudu) (oo} (sito). (rari)y (audu)

Some morphemes have both monomoraic and bimotkimaphs, and this
difference is reflected in footing. For exampleotative //=ti// has the variant /=tii/,

which always commences its own footing, and /=iflich does not.
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(2-62) a. katana=tii b. katana=ti

knife=QT knife=QT
‘knife:QT’ ‘knife:QT’
(katanay (tii) L (katay (nati).

(2-63) a. oostoraria=tii b. oostoraria=ti
Australia=T Australia©T
‘Australia:QT’ ‘Australia:QT’

(o0} (sito).(raria) (tii) (00)y (sito), (rari)y (ati).

Likewise, the plural affix //-mmi// has two allongdrs, /-mmi/ and /-mi/. If a stem ends
in /m/, the latter is frequently chosen (as a tesfithe sequential nasal deletion rule,
§2.10.2), though the former may also be chosen dsss preferred option. The

difference is reflected in footing.

(2-64) a.midum-mmi b. midum-mi
womanpL womanpPL
‘women’ ‘women’

(midum), (mmi)_ (midu)y (mmi),

A few polymoraic verbal affixes are exceptionaff@oting, as they do not always
commence a foot, and thus resemble monomoraic raores in this regard. Such
verbal affixes are:-rai (passive) and-tigaa (conditional converb). Unlike other
polymoraic affixes that always start their own fagt(e.g. causativesimi in (2-65a)
and past unmarkedar in (2-66a)), these exceptional affixes do not cance a foot
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unless the default footing allows them to do sa sm do not induce ternary footing on

the part of the host. Thus we get (2-65b ii) and§B ii) rather than (2-65b i) and

(2-66b i).

(2-65) a.nkai-smi-tar=paz b.nkai-rai-tar=paz
pick.upcAus-PsST=maybe pick.upASsSPST=maybe
‘may have told (someone) to pick up’ ‘may haverbpeked up’
(nkai)y (simi), (tar)yy (paz). *I. (nkai)y (rai). (tary (pa#).

iil. (nkay (irai). (tary (paz).

(2-66) a.nkai-tar b.nkai-tigaa
pick.upPsT picK.UPEVB.CND
‘picked up (someone)’ ‘if (x) picks up (somedne
(nkai)y (tar). *1. (nkai)y (tigaa)

ii. (nkay (it (gaa)

To sum up this and the preceding sections, ttsegerestriction on the distribution
of tones so that tone assignment is conditionedibgr trimoraic constituency, or foot
structure. Footing is sensitive to morphologicaustiure, so that polymoraic forms

commence their own footing with just a few exceps$io

2.9.3. Tone assignment

In this section | introduce a tone assignment tethe pre-existing foot structure

produced by the above mentioned strategies.
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2.9.3.1. The Principle of Rhythmic Alternation

Tone assignment in Irabu prosody is an instantiatiba cross-linguistically recurrent
principle of alternating rhythm (‘Principle of Riyhic Alternation’ (henceforth PRA);
Selkirk 1984). The PRA states that ‘between twocessive strong beats there
intervenes at least one and at most two weak bgatd2). That is, there is a strong
tendency for binary organisation of linguistic dwyt, which may allow a variation in
which ‘one may encounter ternary beats (a stromgprapanied by a sequence of two
weaks), but quaternary groups seem to be felt adimary’ (bid). Let us schematically
show the above statement as follows (where ‘s’ esgmts a strong beat, and ‘W’

represents a weak beat in Selkirk’s terms; a squardicates a rhythmic group):

but not[*s w ww

Note that the PRA refers to ‘strong’ and ‘weak’ cgnSelkirk's focus was on stress
languages. However, as will be shown later, this lba restated with more general
terms, i.e. ‘marked’ (H) and ‘unmarked’ (L, i.entdess) prosodic features, whereby we

can refer to the PRA in the Irabu case.

2.9.3.2. The rule
The following rule set is postulated for Irabu prdg, where the rule set applies to the

word(-plus) unless in certain special cases todtechin §2.9.4.

(2-67) Tone assignment rule
a. Group one to three adjacent feet into a sinfglet ‘group’ (indicated by a
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square in (2-68a-c) below).

b.If a foot group is going to contain a sequentdoar feet within it (e.g.
when a foot is added to (2-68c) to create (2-68@)jroup the quaternary
feet into two foot groups (as in (2-68d)).

c. Assign /H/ to the left-most foot of each foobgp.

(2-68) F(oot) group formation Tone assignment
W3  al(F) (H)
bl (F)(F) (HW)
c.[(AEF) (MO
d.[(OELEF (H)UL (H()
e. (AE F)F)F) L W) HO)W)
v LIOEEEEE LH)WL HG HO)

Note:  (F) = @p) or (upp)
(H) = (u)n or (upp)y

(L) = (np)L or (npp)L

Rule (2-67b) is iteratively applicable, as shown (#168e) and (2-68f), where the
addition of a foot to the second foot group of @Jpinduces its division into two foot
groups in (2-68f), forming three foot groups inalot

The set of examples in (2-69) below is a compkst of examples wherean
‘crab’ is progressively derived into longer wordspés, from W (one foot, illustrating
(2-68a)) to W, (six feet, illustrating (2-68f)). Note that monora@ =nu (hominative)

and=du (focus) are treated as part of the host.
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(2-69) Note: -gama(diminutive),-mmi(plural),-nagi(approximative ‘etc.’)

=nu (nominative)~=kara (ablative),=du (focus),=mai ‘too’

W, kan‘crab’ (kan)y

W3 kan=nu (kannu

W, kan-gama (kan), (gamay)

Ws kan-gama=nu (kan); (gamanuy)

Ws kan-gama-mmi (kan); (gama) (mmi)_

W; kan-gama-mmi=nu (kan); (gamay) (mminu).

Wsg kan-gama-mmi-nagi (kan); (gama) (mmi)y (nagi).
Wy kan-gama-mmi-nagi=nu (kan)y (gama) (mmi)y (naginu)

Wy kan-gama-mmi-nagi=kara (kan)y (gama) (mmi)y (nagi) (kara)
W1 kan-gama-mmi-nagi=kara=du (kan); (gama) (mmi)y (nagi) (karadu)

Wi, kan-gama-mmi-nagi=kara=mai(kan)y (gama) (mmi)y (nagi). (kara)y (mai).

Further examples follow. Examples (2-70) to (2-ilbistrate the tonal patterning
of nominal word(-plus)es, and (2-76) to (2-79) sliate the tonal patterning of verb

word(-plus)es.

(2-70) a. Ws: pav‘snake’ (pavy
b. W,: pav+-gama (pavy (gama)
c. We: pav+ -gama + =kara (pavy (gama) (kara)
d. Wg: pav+-gama + =kara+ =mai (pavh (gama) (kara); (mai).

Note:-gama(diminutive),=kara (ablative),=mai ‘to0’
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(2-71) a. Ws: jarabi ‘child’ (jarabi)y
b. Ws: jarabi + -gama (jarabiy (gamay)
c. W;: jarabi + -gama + =kara (jarabi), (gama) (kara)

d. Wy: jarabi + -gama + =kara + =mai  (jarabiy (gama) (kara); (mai).

In (2-71) above there is ternary footing on the péthe hosjarabi.

(2-72) a. W, akjaada'merchant’ (akja) (ada)
b. We: akjaada+ -gama (akja) (ada) (gama)
c. Wg: akjaada+ -gama + =kara (akjay (ada) (gamay), (kara)

d. Wyo: akjaada+ -gama + =kara + =mai

(akja) (ada) (gamay, (kara) (mai).

(2-73) a. Ws: bandkira ‘guava’ (bany (cikira),
b. Wy: bandkira + -gama (bany (cikira). (gama)
c. Wy: bandkira + -gama + =kara (bany, (cikira). (gamay, (kara)

d. Wy: bandkira + -gama + =kara + =mai

(bany(cikira). (gamay, (kara) (mai).

In (2-73) above there is ternary footing on the péathe hosbandkira.

(2-74) a. Ws: koozaburodKozaburo’ (koo), (zabuy) (roo).
b. Wg: koozaburoot -gama (koo) (zabu) (roo) (gamay
c. Wio: koozaburoot -gama + =kara
(koo)y (zabu) (roo}s (gamay) (kara)
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d. Wy2: koozaburoot -gama + =kara + =mai

(koo)4 (zabuj (roo)y (gama) (karay(mai)

(2-75) a. W;: famiriimaato‘Family Mart’ (fami)y (rii) L (maato)
b. Wy: famiriimaato+ -gama (fami)y (rii) L (maato) (gamay)
c. Wy famiriimaato+ -gama + =kara
(fami)y (rii) . (maato), (gama) (kara)
d. Wy3: famiriimaato+ -gama + =kara + =mai

(fami)y (rii) L (maatoy (gamay) (kara)(mai).

In (2-75) above there is ternary footing on thet pathe hostamiriimaata

(2-76) a. W.: tur- ‘take’ (tur)y
b. Ws: tur- + -as (turad)y
c. Wy tur- + -as+ -rai (tura)y (sai)
d. We: tur- + -as + -rai + -tar (tura)y (sai)._(tar).
e. We: tur- + -as + -rai + -tar + =paz’ (tura)y (sai) (tary (pad).

f. Wqq: tur- + -as + -rai + -tar + =paz’ + =dooi
(turg)(sai) (tary (pa). (dooi)
Note:-as(causative);rai (passive);tar (past unmarkedxpaz ‘maybe’,

=dooi (emphatic)

(2-77) a. Ws: barau-‘laugh’ (barauy
b. W,: barau-+ -as (baray (ag).
c. Ws: barau-+ -as+ -rai (bara), (asai)
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d. Wy: barau- + -as + -rai + -tar (bara), (asai) (tar).
e. Wg: barau- + -as + -rai + -tar + =paz’ (baray (asai) (tar)y (paz).
f. W12 barau- + -as + -rai + -tar + =paz + =dooi

(barg)(asai) (tar) (pad). (dooi).

In (2-77) above, the stem-final /u/ is deleted ssalthe stem is word-final.

(2-78)

(2-79)

a. W: patarak-‘work’ (pata)y (rafi),
b. Ws: patarak-+ -as (patay (rakas).
c. We: patarak-+ -as+ -rai (patay, (raka) (sai)

d. Wg: patarak- + -as + -rai + -tar (patay (raka) (sai)y (tar).
e. Wyo: patarak- + -as + -rai + -tar + =paz

(patay (raka) (sai)y (tar). (pazi)
f. W13 patarak- + -as + -rai + -tar + =paz + =dooi

(patg)raka) (sai)y (tar) (paziy (dooi)

a. Ws: ugunaar-‘gather’ (ugu) (naar)
b. We: ugunaar-+ -as (ugu) (naa) (rag).
c. W;: ugunaar-+ -as + -rai (ugu)y (naa) (rasai)

d. Wo: ugunaar- + -as + -rai + -tar(ugu)y (naa) (rasaiy (tar).
e. Wiz ugunaar- + -as + -rai + -tar + =paz

(uguy, (naa) (rasaiy (tar). (pazr)
f. W14 ugunaar- + -as + -rai + -tar + =paz + =dooi

(ugw)(naa) (rasaiy (tar). (paziy (dooi)
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The passive suffixrai is a bimoraic affix, whose onset /r/ is deletecewlattaching to
hosts ending in a consonant, as shown in the exangtlove. As was noted in §82.9.2.2,
it behaves like a monomoraic affix, in that it dowd necessarily commence a foot, i.e.
is treated simply as part of the host to whichdbfault footing applies. Thus in (2-77¢)
baraasai is parsed into (bara)(asai) rather than (barag)(sand in (2-79d)
ugunaarasaitaris parsed into (ugu)(naa)(rasai)(tar) rather tfizgu)(naara)(sai)(tar).
On the other hand, a bimoraic form suchtas consistently induces ternary footing on

the part of its host if the host has an odd nunalbenoras.

2.9.3.3. Summary

By assuming the PRA, we only need to refer to frexsication of /H/. That is, we can
simply state that in each foot group (which is auwdtically parsed by the PRA) /H/ is
assigned to the first foot, and no further statanf@r/L/ is required. This means that in
the Irabu language the H tone is marked and thenk ts default, with a privative
system of /H/ vs. /@/ (Hyman 2001), in which rusgecify the marked /H/ only, and the
other feature is seen as an absence of the /Hiréeafhe alternating tonal pattern is
thus analysed as the presence of the marked poofsadure /H/ at as regular intervals
as possible in accordance with the PRA, rather #sathe presence of a specific tonal
melody such as /HL/. Thus the Irabu alternatingtqattern is not as different as it first
appears from the rhythmic alternation phenomerstrass languages in which stressed
or ‘strong’ syllables (marked) and stressless cedlw syllables (unmarked) alternate.
The differences are that in Irabu the marked prigstahture is tone rather than stress

and such a feature is borne by an entire foot rdktaa an individual syllable.
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2.9.4. Phrasal mapping of the alternating rhythm

Even though the tone assignment rule given in 82i9.principle applies to the

word(-plus) domain, it may apply to an entire plkr#sthe first member of the phrase

has only one foot. In the (a) examples of (2-80)(2e83) below, two nominal

word(-plus)es form an NP. If the tone assignmere rexactly applied to each
word(-plus) the expected pattern should be (i), heach member of a phrase (i.e. a
word(-plus)) would constitute a single prosodic @mof tone assignment. However,
what we actually get is (ii), which demonstratest #n entire phrase is a single prosodic
domain of the tone assignment. Compare the (a) pbesmvith the (b) examples, where

the first member of a phrase consists of more trenfoot the phrasal mapping of tone

assignment does not occur, and each word(-plus)airamthe domain of tone

assignment.

(2-80) a.

ba=ga ffa-gama
1SG=GEN child-DIM

‘my little child’

*1. (bagay (ffa)u(gama)

iil. (baga)y (ffa).(gama)
koozaburoo=ga ffa-gama
Kozaburo=GEN child-DIM

‘Kozaburo'’s little child’

(koo)y (zabu) (rooga) (ffa)s (gama)
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(2-81) a. ba=ga ffa-gama-mmi
1SG=GEN child-bim-pPL
‘my little children’
*I. (baga) (ffa)y (gama) (mmi),

ii. (bagay (ffa). (gamay; (mmi),

b. koozaburoo=ga ffa-gama-mmi
KozaburosenN child-DIM-PL
‘Kozaburo’s little children’

(koo), (zabu) (rooga) (ffa)y (gama)(mmi).

(2-82) a. ba=ga kjavdai=mai
1SG=GEN sibling=too

‘my sibling, too’

*1. (baga)y (kjav)y (dai). (mai).

ii. (bagay (kjav)_ (dai)y (mai).
b. koozaburoo=ga kjavdai=mai

Kozaburo=GEN sibling=too

‘Kozaburo’s sibling, too’

(koo)y (zabu) (rooga) (kjav) (dai). (mai).

(2-83) a. ba=ga banékira=mai
1SG=GEN guava=too
‘My guava, too’
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*i. (baga) (ban) (cikira), (mai).

ii. (baga), (ban) (cikira)y (mai).
b. koozaburoo=ga barikira=mai
Kozaburo=GEN guava=too

‘Kozaburo’s guava, too’

(koo) (zabu) (rooga) (bany (cikira), (mai).

Phrasal mapping applies if any mono-foot word is finst member of an NP, such as
va=ga (2SG=GEN) ‘your’, kai=ga (3SG=GEN) ‘his/her’, pztu=nu (man=GEN)
‘someone’s’,unu ‘that’, etc. Below are examples with a trimoraiwof word-plus

naa=ga‘one’s own (reflexive pronoun)’ as the first membé&an NP.

(2-84) naa=ga  ffa-gama
RFL=GEN child-DIM
‘one’s own little child’

*a. (naaga) (ffa)y(gama)

b. (naaga) (ffa).(gama)

(2-85) naa=ga ffa-gama-mmi
RFL=GEN child-DIM-PL
‘one’s own little children’
*a. (naaga) (ffa)q(gama)(mmi).

b. (naaga) (ffa). (gamay (mmi).
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(2-86) naa=ga kjavdai=mai
RFL=GEN sibling=too
‘one’s own sibling, too’
*a. (naaga) (kjav)y (dai). (mai).

b. (naaga) (kjav). (dai} (mai).

(2-87) naa=ga banikira=mai
RFL=GEN  guava=too
‘one’s own guava, too’
*a. (naaga) (ban), (cikira). (mai).

b. (naaga) (ban) (cikira)y (mai).

The phrase may also be a VP. As is shown belosvy# (main verb + auxiliary
verb + modal clitic) in each example forms a singlesodic domain to which the tone

assignment rule applies, rendering the pattern (b).

(2-88) mii-@ fii-tar=paz.
look-MED BEN-PST=maybe

‘(S/he) may have watched (something) (for someobne).

*a. (mii)y (fil)y (tar). (pa?).
b. (mii)y (fii) L (tary (pa?).
(2-89) jum-i-i fii-tar=pazi.

read-THM-MED BEN-PST=maybe
‘(s/lhe) may have read (a book) (for someone).’
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*a. (jumii)y (fi)n (tar) (paz).

b. (umii)y (fi) L (tary (pad).

(2-90) jume-i-i njaat-tar=paz.
read-THM-MED PRF-PST=maybe
‘(S/he) may have finished reading.’
*a. (jumii)y (njaaty (tar). (pad).

b. (jumii)y (njaat) (tar)y (pad).

Especially noteworthy in (2-88) to (2-90) abovehe fact that the second member of a
phrase in each example commences with L tone,tamaich would not be expected if
the tone assignment rule exactly applied to eaafu(yaus).

Note that phrasal mapping occurs in tone assighrben not in foot building:
footing commences and ends in each word(-plus)aoaiss two word(-plus)es, as was
defined in 82.9.2. Thus in a phrase like W1 + Wlblwewe have the footing pattern (a)
and not (b), the latter of which would be possibtee W1+W2 as a whole were treated

as a single domain of footing.

(2-91) w1 w2
Hoopop I N T
a. (TR VRN ((TRT) B (TR Y

B T (T I (" [2) B (T TR 1Y

This supports the view held in this thesis thattifaggpis independent of (i.e. prior to)

tone assignment.
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Two juxtaposed word(-plus)es that do not form aapbk do not induce phrasal
mapping of tone assignment. Thus in (2-92) beltw,dubject N®agaand the object
NP ffa-gama=udo not form a single prosodic domain, even whenfitst word-plus

bagais a mono-foot word-plus (cf. (2-80)).

(2-92) ba=ga ffa-gama=u Z-Za-di
1SG=GEN child-DIM=ACC scold-THM-NPST.INT
Subject Direct object Verb

‘I will scold my little child.’
(baga), (ffa)y (gamauy) (2zadi)

<Prosodic domain> <Prosodic domain> <Prosodic domai

Similarly, in (2-93) below, where the mono-foot wqgumii is followed byfiitar (cf.
(2-89)), the two verbs do not form a single VP faun distinct VPs jumii is a chained
clause head, arfdtar is a main clause head, thus (2-93) is a clausaicdlgastructure).
Thus each word(-plus) serves as distinct prosodimain to which tone assignment

applies.

(2-93) jum-i-i, fii-tar=pazi.
read-THM-MED give-PST=maybe
[chained clause] [main clause]
‘(S/he) may have read (a book) and have giverftGtsomeone).’
(jumii)y (fii) y (tary (paz).

<Prosodic domain> <Prosodic domain>
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Thus phrasal mapping takes place only when two (Molids)es form a single
morphosyntactic phrasdthe first member of the phrase is a mono-foot \{#pids).

In sum, the tone assignment rules defined in §2r@ay map onto either a
word(-plus) or a phrase, the latter being resttlictecertain special cases. On the other
hand, footing is consistently per word(-plus), supipg the view that footing is

assigned before tone assignment.

2.10. Morphophonemics

There are several morpheme-specific phonologidatrations. Below | describe four

major such phenomena in terms of each morphemesr@tinor morphophonemic

alternations will be noted when the relevant morpbes introduced in the subsequent

chapters.

2.10.1. Topic clitic and accusative clitic
The topic clitic //=all, accusative clitic //=udnd second accusative clitic //=all are
subject to /j/ insertion (in addition to other pictdble general phonological rules as

noted in §2.7) when attaching to a host ending\(Mng vowel or diphthong).

(2-94) Topic marker //=all (and second accusative //Ha#lse are homophonous)
/Ipanal/ ‘nose’ + //=all > [pana=a/ [panaose.:TOP’
[lkuri// ‘this’ + //=all > [kuri=a/ [kwu:] ‘this: TOP’
[Itur// *bird’ + //=all > tur=ra/ [ty[a] ‘bird: TOP’ (geminate copy insertion)
llkaall ‘skin’ + //=all > [kaa=ja/ [k@] ‘skin: TOP’ [/j/ insertion]

/Ikui/l ‘voice’ + /[=all > [kui=ja/ [kuija] ‘voiceTOP’ [/j/ insertion]
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(2-95) Accusative case //=ull
/lpanal/ ‘nose’ + //=ul/ > [pana=u/ [panau] ‘n0OSER
/lIkuri/l ‘this’ + //=ull > [kuri=a/ [kuiu:] ‘this:ACC’
/tur// *bird’ + /[=ull > tur=ra/ [td|u] ‘bird:ACC’ (geminate copy insertion)
Illkaa/l ‘skin’ + /[=ull > [kaa=ju/ [kgu] ‘skin:ACC'’ [/j/ insertion]

/lkui/l *voice’ + /[=ull > [kui=ju/ [kuiju] ‘voice ACC’ [/}/ insertion]

2.10.2. Sequential nasal deletion

A sequence of moraic nasals (/mm/, Inn/, /Imn/, Jraofoss morpheme boundaries may

(but not obligatorily) undergo the deletion of gerond nasal.

(2-96) kan‘crab’+-mmi(plural) > kan-(m)mi

kan+ =n (dative) > kan(n)

kan + =nkai (allative) > kan=(n)kai
kam‘god’ + -mmi > kam-(m)mi
kam+ =n > kam(n)
kam + =nkai > kam(n)kai

2.10.3. /s/-to-/rl assimilation
The formal noursu(u) ‘thing; man; COMP’ (84.2.1.8) and diachronicalbiated forms

(forms that derived frorsu(u) undergo assimilation when preceded by /r/.

(2-97) kanamar=nu cuu-kar-@ __ruenu=du iciban.
head=NOM strong-VLZ-NPST man=NOM=FOC No.1
‘Those who are wise are the best.’
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(2-98) ba=a ujaki-ka-tar=rugardu, nnama=a jaa=mai njaa-n.
1SG=TOP rich-VLZ-PST=but=FOC now=TOP house=even NNRST

‘| used to be rich, but now | do not have even adeo Fsuga §9.2.3]

(2-99) kuri=a midum jar-@=ruuda
3SG=TOP woman COP-NPST=AD.ASR

‘This is a woman, isn’'t she?:gu(u)dg §9.3.5]

2.10.4. Sequential voicing

In Japonic languages, there is a special morphapbgical process that clearly
distinguishes a compound from a phrase or from fiixed word. In Japanese
linguistics this is called ‘sequential voicing’, weh | also adopt in describing Irabu
compounds. Thus in compounds, not in phrases, awood-initial stem of a compound
may undergo sequential voicing in which a stemahivoiceless onset consonant is
replaced by its voiced counterpart. Note that ie tiicative class /f/ lacks a
phonemically voiced counterpart, and /f/ is repthd®y /v/, which belongs to the
resonant class. Also, either /s/ or /c/ is repldmgds phonemically voiced counterpart

1z/.

(2-100)md ‘road’ + fisa‘grass’ > md+vsa‘wandering’

mii- ‘female’ + ffa ‘child’ > mii+vva ‘daughter’

uku-‘big’ + ssamilouse’ > uku+zzanitbig louse’
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(2-101) Voiceless Voiced
Ip/ pjaar ‘hot season’ > /b/ nad+bjaar ‘summer’

summer+hot.season

It/ tur ‘bird’ > /d/ uku+dur ‘big bird’
big+bird

Ikl kan‘crab’ > /g/ uku+gan‘big crab’
big+crab

Il ffa‘child’ > /vl Dbiki+vva ‘son’
male+child

/sl sima‘island’ > [z/ imi+zima‘small island’
small+island

/c/ cin ‘clothes’ > [z jari+zin ‘worn-out clothes’

worn.out+clothes

Sequential voicing is not obligatory and its oceace cannot be precisely
predicted. As a general tendency, the more conwealtithe combination of the
compound stems is, the more likely it is to undesgquential voicing, though this is
not iron-clad, as seen in the examples aboke«{dur ‘big bird’, for example, is not
considered to be a ‘conventionalised’ expressidigwever, we can tell in which
context sequential voicingeveroccurs: if a potential target stem of sequentating
already contains a non-initial syllable that car@ephonemically voiced onset (i.e. stops
and fricatives), sequential voicing is blocked. FEaample, inkazi ‘wind’ the second
syllable carries a phonemically voiced fricativesen /z/, and it never undergoes
sequential voicing:uku- ‘big’ + kazi ‘wind’ > uku+kazi ‘big wind’ rather than
*uku+gazi(cf. uku- + kan‘crab’ > uku+gan‘big crab’). This constraint is also found on
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sequential voicing in Japanese, and the constagimoted above is known as Lyman’s
Law (Martin 1975; Sato 1989; Shibatani 1990; Itd &ester 2003).
In a ternary compound, which is not uncommon iablr, the target stem of

sequential voicing rule may be the second sterheothird, or both.

(2-102) biki+vva+zii (< biki + ffa + sii)
male+child+rock

‘a rock whose shape is like a male child’

(2-103)waa+kurug+bzz (< waa + kurus+ pzz)
pig+killing+day

‘New year’s eve’

2.11. Phonological characteristics of compounds
The phonological characteristics of compounds atieer complex. This is due to the
cross-linguistically common fact that grammaticadrds boundaries and phonological
word boundaries do not coincide in compounds.

A compound is a single word-plus rather than aaghr(see 83.6.2.2 for the
justification for this view). We have noted throwgit the sections above that a
word-plus is in most cases a single phonologicaldwo terms of (1) syllable structure,
(2) phonological rules, and (3) prosody, with jastvery few restricted exceptions
(phrasal mapping of prosody where an entire phtes®mmes a single phonological
word in terms of (3)).

However, a compound is an important exceptiori® generalisation, in that each
stem of a compound is in most cases treated agasate phonological word in respect
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of the three criteria of (1), (2), and (3). Moregweith respect to (2), one specific rule,
or sequential voicing (82.10.4), treats a whole goamnd word as a single phonological
word, whereas all others treat each stem as a jptgioal word, showing a complex
(but cross-linguistically not uncommon) mapping teat of phonological word
boundaries. In what follows | first note cases veheach compound stem usually acts as
a separate phonological word, then proceed to ungbeoblematic cases where an entire

compound is always treated as a phonological woeldlithree respects.

2.11.1. Productive compounds

The first type of compound is called a productivempound, because it is highly
productive, showing a ‘phrasal’ character in tewhgroductivity (but see 83.6.2.2 for
the distinction between a productive compound wandl a phrase). For example,
(2-104) below demonstrates that the first stém‘black’ can combine with various
stems with a transparent meaning, while (2-105pwedemonstrates that the second

stemgii ‘tree’ can combine with various stem, again witinaasparent meaning.

(2-104)a.ffut+karaz’ b. ffu+kabzz c. ffu+dur d. ffu+guruma
black+hair black+paper black+bird black+car
‘black hair’ ‘black paper’ ‘black bird’ ‘blackar’

(2-105)a. ffu+qii b. taka+qii c. bzdatgii d. gazpana+qgii
black+tree high+tree low+tree Gpana+ttree
‘black tree’ ‘tall tree’ ‘short tree’ ‘Gdpana tree’

In most cases, each stem in a productive compaarad separate phonological
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word. First, in (2-105) above, for example, the chedem /gii/ is underlyingly a
monomoraic root //ki//, which undergoes the lengthg rule (82.6.2) to become
bimoraic. That is, the word minimality applies tach stem rather than to an entire
compound, indicating that each stem is treated @hamological word in terms of
minimality. Also, as shown in the example belowCaG)V/ sequence is possible in a
productive compound, which is strictly prohibitedhin a phonological word domain

and induces the geminate copy insertion rule tacatis.

(2-106)a. /kiban+anna/ b. /kiban+jaa/
poor+old.lady poor+house
‘poor old lady’ ‘poor household’
Cv.CvC.vC.cv CV.CVC.GW

Finally, each stem is the domain of alternatingthim, demonstrating that each
stem is treated as a separate phonological wotdrins of prosody. Also, if the first
stem of a productive compound is a mono-foot siebbecomes part of the second stem
for the alternating rhythm, just as in the casa phrase (82.9.4). Thus in (2-107) below,
the attested rhythmic pattern is (a), where thst fatem is a mono-foot stem and
becomes part of the second stem for rhythmic atern @gar+patirumais the single
domain for rhythmic alternation), and the thirdnstevhich commences a phonological
word in terms of prosody, is likewise part of tlwuifth stem for rhythmic alternation.
Pattern (b) would obtain if the entire compoundevieeated as a single domain for the

rhythmic alternation, which is not the case.
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(2-107) agar+patirumatbaka+taza
East+Hateruma+young+elder.brother
‘The young man of East Hateruma’
a. (agan) (pati) (ruma) (bakay (aza)

*b. (agary (pati). (rumay (baka) (aza)

A similar example is also found in a verb-verbnstgequence, or an agglutinative
serial verb construction (86.4.2.2). In (2-108) dvel there is a prosodic boundary
between the first stematarakasai(containing affixes) and the second steazmitar,
each stem being the domain of rhythmic alternatégain, the unattested (b) pattern
would be expected if the entire verb series weratéd as a single domain of rhythmic

alternation, which is not the case.

(2-108) patarak-as-ai+paimi-tar.
work-CAUS-PASS+begin-PST

‘(1) began to be forced to work’

a. (pata) (raka) (sai) (pazmi)y (tar)

b. (pata) (raka) (sai} (pazmi)_ (tar).

One important phonological rule that treats a whotempound as a single
phonological word is sequential voicing (82.10)causes the voiceless onset of the
initial syllable of a non-initial stem of a compalito be voiced (e.gaka- ‘tall’ + Kii
‘tree’ > taka+gi ‘tall tree’; waa ‘pig’ + kurusi‘killing’ + pzz‘day’ > waa+kurusi+t¥z
‘New Year’s Eve’). As is clear from the above exaesp this rule targets a non-initial
stem of a compound word. On the assumption thabagidogical word is the domain in

116



which a phonological rule operates, the entire counp should be a phonological word
in terms of this particular phonological rule. Ither words, this rule marks the

phonological-word-medial status of the stem thatangoes this allomorphy.

2.11.2. Lexicalised compounds

The second type of compound is rather rare, anklyhigxicalised. Unlike productive
compounds, a lexicalised compound exactly followesdeneral phonotactic pattern that
characterise a phonological word, serves as theaaoai major phonological rules, and
is the domain of alternating rhythm. A typical exdenis /mi+pana/ in (2-109) and
[ffuki/ in (2-110). These compounds are lexicalisedhe sense that the meaning of
each is not compositional. The compound /mipana/@&CVCVC structure, which is
one typical syllable structure of root words (82,5TABLE 2-4, Rank 3). Likewise
[ffuki/ has CCVCV structure, which is also commanroot words (Rank 9). Neither
stem in each example undergoes the lengtheningwale when /mi/ in (2-109) and /ki/
in (2-110) are monomoraic (cf. (2-105)). That s entire compound words are treated
as phonological words, to which the word minimaltgnstraint applies. In each
example the entire compound is parsed into a siteyieary foot, to which /H/ is

assigned.

(2-109)/mi+pana/
eye+nose
‘face’ (not ‘eye and nose’)
a. CvCvCVv
b. No lengthening rule on either stem
c. (mipanay)
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(2-110) /ffu-+ki/
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black+tree

‘Kuroki tree’ (not ‘black tree’; cf (2-105a))
a. CCv.CV

b. No lengthening rule on either stem

c. (ffuki)y



Chapter 3

Descriptive preliminaries

This chapter introduces descriptive units and categ that will be presupposed in the
subsequent grammatical description. In 83.1 phsaseture is overviewed. In 83.2 the
notions word, clitic, and affix are defined. In 83word classes are defined. In 8§3.4
grammatical relations are defined. In 83.5 thregomargument types, i.e. core,
extended core, and peripheral arguments, are untextl and defined. In 83.6 three
major word formation processes are described, aféxation, compounding, and

reduplication.

3.1. Phrase structure

In this section | introduce two phrase types, alpae phrase and a nominal phrase.
Detailed descriptions of each phrase type are gimefhapters 4 and 7, but it is
necessary to give an overview of these structuees &s they are basis for the definition

of certain word classes.

3.1.1. Predicate phrase

A predicate phrase falls into two types as showif3ii) and (3-2) below. A verbal
predicate phrase consists of a verb phrase (VP)itarmbmplement (if requiredf. A
nominal predicate phrase consists of a nominalgeh(®lP) and a copula verb which is
omitted under certain conditions (which will be dased in 83.1.1.2). In each type of

phrase, the relative ordering of the constituestdargely fixed. In addition to the

4 The notion of VP here is different from the getigranotion of VP, where a verb and
its complements are all within the VP domain.
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constituents specified here, there may occur @ qlé.g. focus clitic) that may be

attached to a given constituent.

(3-1) Predicate phrase 1: verbal predicate

(VP complement+) [lexical verb (+auxiliary verb/leal verb 2)]p

(3-2) Predicate phrase 2: nominal predicate

NP (+copula verb)

3.1.1.1. Verbal predicate

A lexical verb is the only obligatory component, igfh primarily determines the
argument structure of the entire predicate. Thus mhinimal predicate phrase is
exemplified as follows, where there is a singleidakverbur ‘exist’ in the predicate

phrase.

(3-3) pztu=nu=du ur-@.
man=NOM=FOC  exist-NPST

‘(There) is aman.’

An auxiliary verb is a verb that functions as apect marker or a benefactive
marker (‘do for the benefit of’). As is indicaten (3-1), this slot is also filled by a verb
that retains more semantic content than an auxiarb (e.g. ‘come’), or a second
lexical verb. That is, Irabu has a serial verb tatsion (Chapter 7). Either type of the
second verb carries finite inflection in a compl&R (whereas the (first) lexical verb in
a complex VP obligatorily carries non-finite inftem). Thus in (3-4) below, the (a)
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example contains a simplex VP where the lexicab wv@mitar ‘looked for’ shows finite
inflection (-tar, past unmarked), whereas the (b) example consagmnplex VP where
the same lexical verb inflects for a specific nonté verb formtumi-i (medial verb
form), and the auxiliary verb- (progressive) carries the finite inflectional afftar on
behalf of the lexical verb. In the (c) example, #ezond verb slot is filled by a second

lexical verbt- ‘come’, which, like an auxiliary, carries finiteexb inflection.
(3-4) a. tuz=zu=du tumi-tar.
wife=ACC=FOC look.for-PST

‘(1) looked for a wife.’

b. tuz=zu tumi-i=du u-tar.

wife=ACC look.for-MED=FOC PROG-PST

‘(1) was looking for a wife.’

c. tuz=zu tumi-i=du t-tar.

wife=ACC look.for-MED=FOC come-PST

‘(1) brought a wife.’ [lit. (I) looked for a wifeand came back (with her).]

A VP complement is required in the following threenstruction types: (1) the
light verb construction (as shown in (3-5) and JB-@here the lexical verb is filled by
the light verb(a)s ‘do’, (2) the state verb construction (3-7), whémre lexical verb is
filled by the state verlr ‘be (in a state)’, and (3) the ‘become’ verb comstion (3-8),
where the lexical verb isar ‘become’. In each example, the complement is avddri

adverb (83.3.5.2).
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(3-5) kunur=ra taka=u=baa juu  mii=du 59.
these.days=TOP hawk=ACC=TOP very looking=FOC do-NPS

‘These days (I) see hawks many times.’ [lit. theéags | do looking at hawks.]

(3-6) pZtu=u mii+mii as-i+ur-g*
man=ACC RED+looking do-THM+PROG-NPST

‘(He is always) staring at persons.’ [lit. He isvalys doing staring.]

(3-7) kari=a  taka-f=du ar-@.
3sg=TOP tall-AVLZ=FOC be-NPST

‘He is tall.’ [lit. he is in a tall state.]

(3-8) kari=a  taka-f=du nar-tar.
3sg=TOP tall-AVLZ=FOC become-PST

‘He became tall.’ [lit. he became in a tall state.]

3.1.1.2 Nominal predicate
A nominal predicate phrase consists of an NP agdiqate head, followed by a copula

verb, which is obligatorily absent when certain ditions are met (see below).

(3-9) a. kari=a sinsii=du a-tar. b.kari=a sinsii.
3SG=TOP teacher=FOC COP-PST 3SG=TOP teacher
‘He was a teacher.’ ‘He is a teacher.’

> The complement of the light vesb‘do’ is a (reduplicated) verb stem. When the comp#et is a
reduplicated verb stem, the light verb may be ih@baic formas.

122



The copular verb is necessary when at least otteedbllowing conditions is met:
(1) in past tense, (2) when negated, (3) when gunotion clitic follows a predicate NP,
and (4) when focus is marked on the predicate NPsk@wn in (3-9a)). When all of

these features are absent, the copular verb musidsnt.

(3-10) kari=a sinsii a-ta-m.
3SG=TOP  teacher COP-PST-RLS

‘He was a teacher.’ [past tense]

(3-11) kari=a sinsii ar-a-n.
3SG=TOP  teacher COP-NEG-NPST

‘He was a teacher.’ [negation]

(3-12) kari=a sinsii jar=ruga, jana+pztu=dooi.
3SG=TOP teacher COP-NPST-RLS=but evil+tman=EMP

‘He is a teacher, but (he is) evil.’ [conjunctiditic attachment]

(3-13) kari=a sinsii=du ar-@-=ri.
3SG=TOP  teacher=FOC COP-NPST=CNF

‘He is a teacher, isn’t he?’ [focus marking on ginedicate NP]

(3-14) kari=a sinsii=du jar-@.

3SG=TOP teacher=FOC COP-NPST=CNF

‘He is a teacher, isn’t he?dr is more preferred thaar]
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(3-15) kari=a sinsii.
3SG=TOP teacher

‘He is a teacher.’

As will be described in 86.3.6.2, the copula veds fan allomorphar, which is
obligatorily required when (a) the copula verb appan a non-main clause and (b) the
predicate head NP is not focused, as in (3-12)tHérother handar may also appear
when the NP is focused in non-past tense in a glause, as in (3-14), even though it is
not obligatory. The tendency here is that if thierao clitic following the copula, as in

(3-14),jar is more preferred.

3.1.2. Nominal phrase

A nominal phrase (NP) is a syntactic constitueat fnctions as an argument of a verb
or a predicate head of a nominal predicate phrigt.structure is schematised as
(modifier+) head, to which a case clitic is attathe form an extended NP (Chapter 4).
Case is obligatory unless it functions as a predib@ad. However, there may be case
ellipsis in subject and direct object (84.3.10)eThodifier slot may be filled by an NP
itself in a recursive manner (where the case ditiaching to the NP is a genitive case
clitic), as shown in (3-16) and (3-17), or by amawhinal word, as shown in (3-18). It

may also be filled by an adnominal clause, as shaw8-19).

(3-16) vva=ga jaeen asb-a-di.

2SG=GEN house=ACC play-THM-INT

‘Let’s play at your house’ [[simplex NP+caggjiier + head + case]
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(3-17) vva=ga |aa=nu nakan asb-a-di.

2SG=GEN house=GEN inside=DAT play-THM-INT

‘Let’s play inside of your house’ [[complex NP +edsdirier + head + case]

(3-18) kanu jaa=n asb-a-di.

that house=DAT play-THM-INT

‘Let’s play at that house’ [[adnm wldiier + head + case]

(3-19) ba=ga agu=nu ur-& jaa=n asb-a-di.

1SG=GEN friend=GEN exist-NPST house=DAT play-THM¥IN

‘Let’s play at a house where my friend lives.’ [[Bud Chodifier + head + case]

A head is obligatory in principle, but there d@ssst a headless adnominal clause

structure (84.2.2).

(3-20) nafi-tar=ra taru=ga?
cry-PST=TOP  who=Q

‘Who cried?’ [lit. Who was (the person who) cried?]

3.2. Word, clitic, and affix

3.2.1. Word

A word is a free form centring on a root. There @oeprefixes or proclitics in Irabu, so
that a word always commences with a root. The Walg section is concerned with
criteria for deciding which morpheme is a suffixdawhich morpheme is an enclitic
within a sequence of morphemes beginning with & roo
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3.2.2. Affix vs clitic

Affixes and clitics are both bound, and do not hagdhrase. As an initial approximation,
an affix is morphologically attached to a stem, wlas a clitic is syntactically attached
to a phrase. For example, the tense affix is mdoghally attached to a verb stem,
whereas a case clitic is syntactically attachedaito NP. A clitic is, however,
phonologically attached to the final word or woildspof a phrase, or the host, forming
a single phonological word with the host word(-pJysst as an affix is phonologically
attached to the stem. See 89.1.1 for the notiosymtactic host and phonological host,
which are crucial in understanding clitics.

From these characteristics of affixes and cliticg predicted that (1) an affix may
be attached to a bound stem whereas a clitic caandtthat (2) in general, a clitic has
much less restriction than an affix on the typdos$t with which it is combined, since
the host is whatever word closes off the phraseviicch the clitic is syntactically
attached. Even though the two characteristics @anded as very useful tests for the
affix vs clitic status of a morpheme, they are otiyitingent properties and should not
be taken as definitional, as will be noted in §3.2.

With respect to (1), since a clitic is attachedhtoentire phrase, i.e. a sequence of
words, and since a word is in most cases a fraa,farclitic cannot be attached to a
bound stem. Thus if a putative affix or clitic matgach to a bound stem, it is an affix.
By this, most verbal affixes and property concefiixes are identified as such.
However, nominal affixes cannot, since a nominahsis a free form by itself. For
example ffa ‘child’ is a free form, andfa-mmi(child-PL) is also a free form. Thus we
cannot tell whether the plurahmiis an affix or a clitic if we rely on (1) only. Hawver,
-mmiturns out to be an affix with criterion (2), asclissed below.

With respect to criterion (2), affixes are cleatgm-specific, mostly occurring with
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only one type of stertf. Thus we refer to nominal affixes, verbal affixgspperty
concept stem affixes, etc. For example, the abosetioned-mmiis a nominal affix.
By contrast, clitics occur with at least two phaygital hosts, even if their syntactic
host is only one type. For example, the case chtic(accusative) is syntactically
attached to an NP only, but without respect to tvbethe phonological host is a

nominal word (3-21) or the verb of an adnominalskin a headless structure (3-22).

(3-21) [kai=ga ssagi=u agtar kutu]=u=du cfi-tar.
3SG=NOM bridal=ACC do-PST fact=ACC=FOC  hear-PST

‘() heard the fact that he got married.’

(3-22) [kai=ga ssagi=u astar]=ru=du cifi-tar.
3SG=NOM bridal=ACC do-PST=ACC=FOC hear-PST

‘() heard (the news that) he did a bridal.’

The focus cliticcdu shows an even freer combinability. Its syntactisthmay be an
argument NP, an adjunct, a subordinate clauseaot ¢f) a predicate phrase, and so on

(89.1).

(3-23) pav=nu=du juu idi-i t-tar.
snake=NOM=FOC very exit-MED come-PST

‘SNAKES came out very (frequently).’ [syntactic tosubject argument]

'® The exceptions to this argama(diminutive), which may be attached to a nomineisor to a certain
kind of adjective;gi ‘seem’, which may be attached to a property constpn and a verb stem (Chapter
8), and-ja, a state nominaliser, which may be attached terh stem or to a property concept stem. See
§3.2.3.3 for a discussion.
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(3-24) pav=nu juu=du idi-i t-tar.
snake=NOM  very=FOC exit-MED come-PST

‘Snakes came out VERY (FREQUENTLY)’ [syntactic hgstedicate adjunct]

(3-25) pav=nu juu idi-i=du t-tar.
snake=NOM very exit-MED=FOC come-PST

‘Snakes CAME OUT very (frequently).’ [syntactic hokexical verb of a VP]

(3-26) pav=nu idi-i t-ta=iba=du, uturugka-tar.
snake=NOM exit-MED come-PST=so0=FOC fearful-VLZ-PST

‘Snakes came out, so (it) was fearful.’ [syntabist: adverbial clause]

3.2.3. Problematic cases

The above criteria for words, affixes and cliticestty work well to identify a word, an
affix, or a clitic in a given string of morphemdsowever, there are a few cases that
need to be examined more carefully, as some warglsexceptionally bound, some
clitics are ostensibly like affixes in terms of ithimited combinability with different
hosts, and some affixes are ostensibly like cliticterms of their freer combinability

with different hosts.

3.2.3.1. Bound words
Even though most words are free forms, there exfstv bound words, i.e. words that
cannot be uttered on their own. In Zwicky’s (197&ims, these may be called ‘simple
clitics’, as opposed to ‘special clitics’ which cespond to our notion of clitic here.

In (3-27) below, a free wor@Ztu ‘man’ heads an NP consisting of the modifier
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(adnominal clausdpja nu arand the heagztu As is illustrated in (3-28), the head slot
filled by pztu may be replaced by a bound word nomisa(u) ‘man; thing’, even
thoughsuucannot stand alone. Note that this form undergbeds/-to-/r/ assimilation

(82.10.3), a process that only occurs in a word-ghu this regard, too, it is like a clitic.

(3-27) taja=nu ar-g pztu=nu=du mas
strength=NOM exist-NPST man=NOM=FOC better

‘The man who is strong is better.’

(3-28) taja=nu ar-@ ruu=nu=du mais
strength=NOM exist-NPST man=NOM=FOC better

‘The man who is strong is better.’

There is another bound word, which is a bound.vasais illustrated in (3-29a), the
light verb designating ‘do’ has two variants, tiheefword form withas- and the bound
word form withs- The bound form functions as a word, as it file texical verb slot of

a VP (3-29b), just like a free word counterpar2@z).

(3-29) a. kair+kair as-i-i=du ur-@.
RED+turn.round do-THM-MED=FOC PROG-NPST

‘(He) is turning round a lot.’

b. kairt+kair s-i-i=du ur-@.
RED+turn.round do-THM-MED=FOC PROG-NPST
‘(He) is turning round a lot.’
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A bound word may be derived, as a derived advar{8-30) belowjbi ‘planting’ is
a bound word, which is a zero-converted verb st@&3.3(5.2) and fills the VP

complement slot. Note that it carries a clitic, @thindicates that it is a word.

(3-30) buuc=cu=baa mmja ibi=du istar.
sugarcane=ACC=TOP INTJ planting=FOC do-PST

‘() have planted sugarcane.’

3.2.3.2. Clitics with a limited combinability with a phonological host

There are clitics that combine with only one tygglbonological host, or conjunction
clitics (89.2), such assuga ‘but’ in (3-31a) below (/s/ is assimilated to iwhen
preceded by /r/). The distribution of conjunctiditics first appears to be like that of
affixes (i.e. morphological rather than syntactir),that the phonological host of a
conjunction clitic is a verb only. If a conjunctiafitic is attached to a nominal predicate,

as in (3-31b), a copula verb is obligatorily prasémwhich the clitic is attached.

(3-31) a. ffa=nu nak-i+u-tar=ruga nau=mai as-irai-t-tar.
child=NOM cry-THM+PROG-PST=but what=even do-POTGIEPST

‘(My) child was crying, but (1) couldn’t do anythg.’

b. kari=a sinsii  jar-@d=ruga, nau=mai s-sa-n-dg.

3SG=TOP teacher COP-NPST=but what=even know-THRGMNNPST

‘He is a teacher, but (he) does not know anything

130



This restriction on the phonological host in thee®&f conjunction clitics is in sharp
contrast to the case of other predicate clitice hkodal clitics (89.3). As illustrated in
(3-32) below, the modal clitisca (hearsay) may be phonologically attached to eigher

verb (a) or a predicate nominal (b), since its agtit host is simply a predicate phrase.

(3-32) a. ffa=nu nak-i+u-tar=ca
child=NOM cry-THM+PROG-PST=HS

‘(My) child was crying, they say.’

b. kari=a sinsii=ca.
3SG=TOP teacher=HS

‘He is a teacher, they say.’

Thus, the comparison with modal clitics call inteegtion the analysis that conjunction
clitics like =suga‘but’ are clitics®’

However, the definitional property of the clitice( a bound morpheme with a
phrasal distribution) and its contingent propersugh as the absence of severe
restriction on the type of the phonological hos® assentially independent of each
other. As noted in detail in each section of coofiom clitics (89.2), these forms were
formal nouns, i.e. head nouns of NPs modified byadnominal clause (e.g. /su/ in
=suga ‘but’ came from the bound worsuuin 83.2.3.1 above). Thus, it is natural for
them to combine only with the verb word, since #tmominal clause must end in a
verb (a copula verb in the case of nominal predjcaiThese morphemes are

synchronically not analysable as the head of anshiee they do not carry case.

7 This question was raised by an anonymous revieire thesis.
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Therefore | analyse them as conjunction cliticschyanically. These morphemes have
lost their nominal feature in present Irabu, bsitdtachronic characteristic as NP head is
still found in the restricted combinability withehphonological host.

There is one conjunction clitic that is still plelmatic. This is=(ss)iba ‘so’
(89.2.2), whose historical source is unknd\®rSo, it is impossible to argue that the
syntactic host of the clitic is a phrase or a ddlilse other conjunction clitics. However,
admitting it as an inflectional affix certainly ails a loss of generalisation that would
otherwise hold for the inflectional system of Iraland probably in language in general:
inflection is non-recursive. As noted in 86.1.1abu inflection consists of finite and
non-finite inflections. Now, treatingssiba as an inflectional affix would result in the
situation where a finite verb further carries nomté inflection. For example, in the
string turadi-ssiba ‘() will take, so..., the finite verb tur-a-di
(take-THeMatic-INTentional) ‘(1) will take’ wouldarry an exceptional ‘recursive stem
extender*-s, which is unique to this inflection, and whichriarthe fully finite verb into
a stem, allowing the stem to carry the causal cdraleaffix, as intur-a-di-s-si-ba
(take-THM-INT-RCS-THM-CVB.CSL) ‘(I will take, so t...)".

Thus, treating=ssibaas an inflectional affix would result in the indiwection of an
ad-hoc morphemes (recursive stem extender) and would admit theaBidn where the
entire system of Irabu inflection contains a tygdally serious exception (i.e.
recursive inflection). Rather, it is wise to stitkthe current analysis thassibais a

clitic, with the cost that there is no synchronia@chronic fact that supports this view.

18 This might be the causal converbal form of therabuerbs- ‘do’ (§3.2.3.1). In Irabu, the verb ‘do’
may be used as a speech verb ‘say’, and the cotistriconsisting of the clause=ssibamight
historically be the complement clause + the speech. If this is true, the reason whgsibaonly
combine with a verb word is obvious: if the predicaf the subordinate clause is a nominal predithée
copula verb is necessary. In this case, then, war@intain that =ssiba has a phrasal scope, scopemg
an entire predicate, either nominal or verbal.
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3.2.3.3. Affixes with a freer combinability with aphonological host

There are three affixes that show freer combingbuith their phonological host than

ordinary affixes:-gi ‘seem’, -gama (diminutive), and-ja (agent nominaliser). These

affixes are not stem-specific, but can be attacteedhore than one stem types, as

summarised below.

TABLE 3-1.‘Clitic-like’ affixes and stem types

Nominal stem  Property concept stem Verb stem
-gi -
-ja -
-gama + -

These affixes are all derivational, either extagda stem or changing the stem
class. The affixgi ‘'seem’ is primarily attached to a property concgein such agisi-
‘cold’, ssu-‘white’, and so on, but may also be attached teed stem to derive a
property concept stem, ejgar-gi ‘seem to leave’mii-gi ‘seem to look’ and so on. The
affix -ja is a nominaliser, deriving a noun from a verb stesinkak-ja (write-NLZ)
‘writer’, and in limited cases from a property cept stems, as inkag-ja
(beautiful-NLZ) ‘beautiful person’. The affixgamais primarily attached to a hominal
stem to extend the nominal stem, but may additipra¢ attached to an adjective
(encoding a modest degree, esguu+ssu-gamavhitish’; see 88.2.1).

Thus in terms of the freedom of combinability, #eemorphemes are like clitics.
However, they are justified as affixes on the foilog grounds. Firstgi is attached to a
bound stem. Except for very limited cases whereoedvis bound, an element that may
be attached to a bound stemrnit a clitic (and the host ofgi cannot be considered a

bound word). Thusgi is an affix. The agent nominalisga is an affix for the same
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reason. The diminutive suffsgamamay be attached to a free form, since its majst ho
is a nominal stem. However, this affix always poEgeother nominal affixes when they
co-occur in an affix chain, as ifia-gama-mmi(child-DIM-PL) ‘little children’, not
*ffa-mmi-gamaThe plural-mmiis nominal-specific. Thus, Hgamawere a clitic, then
ffa=gama-mmiwould be an exceptional ‘endoclitic’ structure.r Rbis reason | treat

-gamaas an affix.

3.3. Word classes

Irabu has four major word classes, nominals, vedo§ectives, and adnominals, of
which nominals, verbs, and adjectives are largecgaah classes. The suggested criteria
for word class assignment are listed in (3-33),cwhare either syntactic (A-B) or
morphological (C-D). The ‘others’ are negativelyfided as those parts-of-speech that
do not satisfy any of the criteria, and this caatihzategory falls into three subdivisions
(adverbs, conjunctions, and interjections). Clit.ee not words in the definition in this
grammar, and so not assigned a word class. Theimtproperties of clitics are

described in Chapter 9.

(3-33) Criteria for word class assignment
(A) Heads an NP
(B) Directly fills the dependent slot of an NP
(C) Inflects

(D) Is a reduplicated form with the input-stemdi phoneme lengthened
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TABLE 3-2. Word classes: distinctive criteria

(A) (B) (©) (D)

Nominal + - - -
Adnominal - + - -
Verb - - + -
Adjective + - - +
Others - - - -

3.3.1. Nominals

A nominal is a word that can only head an NP. Tiesnother word class, or adjective,
that may head an NP (83.3.4), but a nominal anddiective may be unambiguously
distinguished by the morphological criterion (Djdaby the fact that an adjective may
also appear in a VP. Since a nominal exclusivefdeean NP, if a nominal is to modify
another nominal in an NP, it must first head anWgch then fills the modifier slot of a

larger NP recursively (83.1.2).

There are six major subclasses of nominals: noysnouns (personal,
demonstrative, reflexive), numerals, interrogativemdefinites, non-pronominal
demonstratives (Chapter 5). Thus demonstrativesdetebuted across two nominal
subclasses. Furthermore, as noted in §3.3.2 b#teve is a class of demonstratives that

belongs to the adnominal word class (adnominal destnative).

3.3.2. Adnominals

An adnominal is a word that only serves as modifiean NP. Thus an adnominal
cannot function as an argument or a predicate beachominal predicate. And since it
does not head an NP, it never carries case whatidaning as a modifier of an NP (In

the examples below an adnominal is underlined).
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(3-34) a. unu jaa=n=du asuv-tar.

that house=DAT=FOC play-PST

‘() played at that house.’

b. daizna jarabi=du jar-@.
great child=FOC COP-NPST

‘(He) is an awesome child.’

The list of adnominals is given below. As seen, treive adnominals are all

demonstrativedaizina ‘great’ is a recent loan from Japanese (Karima@2y.

TABLE 3-3. Adnominals

Demonstrative kunu ‘this’
unu ‘that (medial)’
kanu ‘that (distal)’
Japanese loan daizina ‘great; awful’
3.3.3. Verbs

A verb is a word that inflects. Inflection is madkeerb-finally (e.gmii-tar (look-PST)
‘looked’, mii-di (look-INT) ‘will look’, and so on). Inflectional dagories vary
depending on whether a verb is a finite verb (otftey for tense and/or mood) or a
non-finite verb (inflecting for neither). Negatiymlarity may be inflectional in either

type of verb form. Verb morphology is describeCimapter 6.

3.3.4. Adjectives

An adjective is a word that is created by the réidapon of a property concept stem
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(PC stem) where the final phoneme of the input stedengthened by one mora. In
addition, a few noun stems such as those in (86)also be input stems of adjectives

(see also Motonaga 1978 and Karimata 2002).

Input stem Output word

(3-35) PC stem >  Adjective
taka- ‘high’ takaa+taka‘high’
kiban-‘poor’ kibann+kiban‘poor’
pjaa- ‘fast’ pjaaa+pjaa‘fast’

(3-36) Noun stem >  Adjective
avva‘oil’ avvaa+tavvaolly’
jarabi ‘child’ jarabii+jarabi ‘childish’

The morphological definition here is iron-clad, e can identify an adjective without
ambiguity by this criterion.

There is no class of adjective phrases. Ratheshawn in RBLE 3-4, adjectives are
‘parasitic’ on NP structure and on VP structurdeab appear in either, even though
they show a clear preference to occur in NPs (88.Zhat is, the adjective class aligns
with nominals in terms of syntax. In particular, @ajective primarily functions as head
of an NP that fills the modifier slot of a largePNas shown in (3-37) below). That is,
an attributive function is typical (Chapter 8). Bdhat the NP headed by the adjective
in (3-37) carries genitive case, just as in theeaafsan NP headed by a nominal word
(3-38). Also, as will be fully described in Chap&ran NP headed by an adjective can
be modified by an adnominal (3-39), a word thatydiils the modifier slot of an NP,
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even though it is less preferred than when an Nifeasled by a nominal.

(3-37) ujakiitujaki=nu  pztu=tu kibann-+kiban=nu pztu
RED+rich=GEN man=ASC RED+poor=GEN man

‘Arich man and a poor man’

(3-38) irav=nu pztu=tu pzsara=nu pztu
Irabu=GEN man=ASC Hirara=GEN man

‘A man from Irabu and a man from Hirara.’

(3-39) daizna ujakii+ujaki=nu pztu
great RED+rich=GEN man

‘very rich man.’

TABLE 3-4. Nominal, verb, and adjective in phrase structre

In NP structure In VP structure

Nominal + -
Adjective +
Verb -

3.3.5. Others

This catch-all category is a set of words that do satisfy any of criteria (A) to (D).

They do not share any morphological or syntactatuies. It is possible to divide this
category into several subcategories depending @n skintactic distribution: underived

adverbs, derived adverbs, conjunctions, and irdgojes.
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3.3.5.1. Underived adverbs

An underived adverb is a word that serves as aiqgatdadjunct, directly modifying a
predicate (mostly a verbal predicate, but cert@minal predicates may be modified by
an underived adverb; §8.2.2.3 and §8.3%4There are just a small number of underived

adverbs in Irabu, most of which are adverbial gifiens.

(3-40) cinuu=ja saki-gama=u _jumdu num-tar.
yesterday=TOP sake-DIM=ACC a.lot=FOC drink-PST

‘Yesterday (I) drank sake a lot.’

(3-41) mazimunu-mmi=a _ati  uturusi-ka-i-ba=i...
devil-PL=TOP very fearful-VLZ-THM-CVB.CSL=CNF

‘devils are very fearful, so, you know...’

(3-42) ba=a mmja _maadaa s-sai-n=dooi.
1SG=TOP INTJ not.very know-POT-NEG=EMP

‘I don’t know (that) well.’

Below is a list of adverb roots that are frequented in natural discourse. Adverb
roots that are suspected to be recent loans frggandse (e.gtaigai ‘normally’ <
Japanestaigai) are excluded. As is showmaadahas its negative formnaadaa which
can be analysed asaada + =a(topic marker), given that in negative construasion

general, topic marking very often occurs (89.5.1.2)

19 gSentential adjuncts such as temporal modifiéte ‘yesterday’ are encoded by nouns such as time
nouns (85.2.1).
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Table 3-5. Adverb roots

Form Gloss Related form (if any)
juu very; frequently

ati very

maada very maadaanot very’
murtu almost

mmja(hi) more

aur only

sugu immediately

3.3.5.2. Derived adverbs

A derived adverb is a word that functions as (1pradicate adjunct just like an
underived adverb, or (2) a VP complement in a Vgrkedicate phrase (83.1.1.1). There
are three kinds of word form in this class depegdain the stem from which the word is
derived: PC adverb, zero-converted verbal stemyarigal reduplication.

A PC adverb is derived from a PC stem (83.3.41 88 may function either as (1)
or (2). As a predicate adjunct, the PC adverb id3Bcan be omitted, since it is not part
of the predicate phrase. Also, its position may®tontiguous with the predicate. On

the other hand, as a VP complement the PC adver{#44) cannot be omitted, and is

contiguous with the other predicate components.

(3-43) As a predicate modifier

taka-f=du tuv-tar.

high-AVLZ=FOC fly-PST

‘(He) jumped high’

140



(3-44) As a VP complement

a. taka-t=du a-tar. b.taka-t=du nar-tar.
high-AVLZ=FOC be-NPST high-AVLZ=FOC become-PST
‘(He) was (in a) tall (state).’ ‘(He) becamé tal

(3-44a) is a state verb construction, where thee starb ‘be’ (86.3.6.3) requires an
adverb derived from a PC stem. See also §88.3.8.théorelationship between this state
verb construction and another construction inv@gtC stems.

A zero-converted verbal stem is a bound word, anty serves as (2). The
complement-taking verb is the light vesb(86.3.5.2). The zero conversion takes place
to accommodate focus marking on the verb stem. Msbe described in Chapter 9,
when the focus clitic is attached to a predicdtejust be attached to a VP complement
or a lexical verb, and it cannot directly attachatstem or an affix within a word. Thus
zero conversion takes place to extract a verb &tem a verb word and put it into the
VP complement slot (as a derived adverb word). Uirsbocked inflection of the original

verb ¢tar below) is attached to the light verb.

(3-45) mii-tar. > mii=du S-tar.
look-PST look=FOC do-PST
VP VP comp=FOC VP
‘looked’ ‘did looking.’

Reduplicated verbal forms are also derived adydohs their syntactic status is
somewhat difficult to analyse. It mostly functioas a VP complement, as shown in

(3-46) below, and can be treated as a derived bdwethis regard. However, in a
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number of instances they can terminate a sentéd&)( encoding habitual aspect, but
unlike verbs cannot carry any verb inflection,ifaglto satisfy the criterion for the verb
word class. Thus reduplicated verbal forms seefpetintermediate between verb and

derived adverb (VP complement).

(3-46) tu-i+c-ci-i fau+fau S-i-,

take-THM+come-THM-MED RED+eat do-THM-MED

ai=du asi-tar
that.way=FOC do-PST

‘Bringing (the food), eating, (we) would do likeaih(in those days).’

(3-47) unagaduu=nu tami=tii aig-asi.
oneself=GEN benefit=QT RED+do

‘(He) would do (i.e. say) “(That’s) our own bené&fit

3.3.5.3. Conjunctions
A conjunction is a word that appears clause-iijtiahd marks an inter-clausal relation.
In example (3-48) the two clauses are connecteth&yconjunctivetjaa ‘then; if so’

which is put at the initial position of the secartduse.

(3-48) kuma=a punici-ka-i-ba, niv-vai-n-@=nju.

this.place=TOP rocky-VLZ-THM-CVB.CSL sleep-POT-NEGST=COR

‘This place is so rocky that | cannot sleep (hére).
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ttiaa ba=ga uma=n=na niv-va-di.
then 1SG=NOM that.place=DAT=TOP sleep-THM-INT

‘Then I'll sleep there.’

TABLE 3-6 is a list of conjunction roots. As is shovaiju appears to contamdu
(focus). However, there is evidence thdu is not functioning as a focus marker here:
there may occur another focus marker within theesalause, and it would be odd if
both were treated as focus markers, since a foaukemappears only once within the
same clause. Thus | tre@itlu as a single conjunction morpheme. Likew&ssibaand
assugacan be decomposited into the light vaa¥ + the conjunction cliticessiba

(89.2.2). However, | treat them as single morphesiase theas’ here does not inflect.

TABLE 3-6. Conjunction roots

Form Gloss Related form (if any)
aidu And then, ai ‘that way’ +=du (focus)
mata And,

ttjaa (If so) then,

asi Well; then; by the way; imperative form a$i‘do’
assiba So, ag ‘do’ + =iba ‘so’
assuga But, as ‘do’ + =suga‘but’

3.3.5.4. Interjections
An interjection is a word that (1) constitutes aterance by itself, as illustrated in
(3-49), and (2) must be followed by a quotativeiclrti(i) if it is embedded into

another clause, it, as shown in (3-50).
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(3-49) gammijad vva=ru a-tar=ru!?
oh.my.god 2SG=FOC COP-PST=Q

‘Oh my god! Was (it) you!?’

(3-50) kari=a gammjertii az-tar=ca.

3SG=TOP oh.my.god=QT say-PST=HS

‘S/he said, “Oh my god!”

Onomatopoeic words are classified as interjectinrisese two regards.

(3-51) dumma, dummaeti, ai=nu utu=u Cik-i-i...

ONM ONM=QT like.that=GEN sound=ACC hear-THM-MED

‘Dumma dummaHearing such a sound...’

(3-52) doofFti  uti-i=i, tooriike=n nar-tar=ca.
ONM=QT drop-MED=CNF tooriike=DAT become-PST=HS
‘(The ground) collapsed (with the sound likkootf), (the collapsed area)

became (what we now catboriike.’

TABLE 3-7.Interjection roots (non-onomatopoeic)

Form Gloss Related form (if any)

hai ‘Hey!

hira ‘You see?’

ahaa ‘I see...’

agai (when surprised; impressed) agaitandi!

ugui (when surprised)

mmja (when upset; afraid) mmja(discourse marker; Chapter 9)
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(@ gammja  (when highly upset; afraid)

tandi I'm sorry! tandi ‘begging’ (nominal root)
tandigaatandi ‘Thank you!’
ttaaree ‘No way!’

ugutaajubaa ‘It’s ruined!

TABLE 3-8. Interjection roots (onomatopoeic)

Form Gloss

guffa sound of stabbing, hitting, etc.

zaffa sound of falling down

zavva sound of falling down

dumma sound of light striking

bamma sound of severe striking

doof’ sound of collapsing (of building, etc.)
bzzbzz sound of crying

kjaakjaa sound of noisy situation

pacipaci sound of fire burning

putuputu sound of rain spotting; state of shivering

3.4. Grammatical relations

In this section | define subject, direct object,damdirect object. Irabu lacks

cross-reference morphology that would serve asmgtevidence for subject and/or
direct object relation in many languages. Howewasr,will be shown in the sections
below, there are several syntactic tests that allsvio identify these two grammatical
relations. On the other hand, as is typical crosgistically (cf. Comrie 1981; Payne

1997), the evidence for ‘indirect object’ as a gmnaatical relation is weak, as it is
identified not by a syntactic characteristic butdbgemantic role and a morphological

case. | will not include it as a grammatical redati
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3.4.1. Subject
The grammatical relation subject is defined as &hthht shows the following two

syntactic characteristics.

(A) HONORIFICCONTROL

(B) REFLEXIVECONTROL

In terms of (A), only the subject NP triggers hahecation (the suffix-(s)amaon verb;
86.4.1.3). Thus in (3-53), the subject N#hsii ‘teacher’ triggers honorification.
Likewise, in (3-54) the honorific controller must bhe subject NRBiitummi‘students’

even when such an interpretation is pragmatically. o

(3-53) sinsii=nu siitu-mmi=u=du jurab-i-i ur-ama-r.
teacher=NOM student-PL=ACC=FOC call-THM-MED PROG-NOIPST

‘The teacher is calling the students.’

(3-54) siitu-mmi=nu sinsii=ju=du jurab-i-i ur-ama-t.
student-PL=NOM teacher=ACC=FOC call-THM-MED PROG-N®IPST

‘The students are calling the teacher.’

The reflexive controller is also a subject NP.(#55) below, this requires the
interpretation (a) rather than (b), even when fbisthat is pragmatically natural. This
suggests that reflexive control is an abstract pmakly syntactic phenomenon, only

explainable in terms of the grammatical relatiohjsat.
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(3-55) zzkuja=a ujaki+sjuu=kara naa=ga zin=nu=du Z-ZI-tar.
beggar=TOP rich+old.man=ABL RFL=GEN money=ACC=FOCet-gHM
-PST
(a) ‘From the rich man, the beggar got his (i.e.beggar’'s) money’

*(b) ‘From the rich man, the beggar got his (itee tich man’s) money’

Even though a subject NP is normally assigned nativia case, case marking cannot
be used to define subject (or direct object, whechlefined in the following section),
since there are non-canonically-marked subjectsdojelcts (83.5.2). That is, strictly

speaking, grammatical relation and case markingrasteially independent.

3.4.2. Direct object

Direct object is a grammatical relation in whicle flollowing characteristics cluster:

(A) PASSIVE SUBJECT: direct object may become scihije a passivised clause.
(B) SPECIAL TOPIC MARKING: only a direct object ma&ye marked by a special

topic marker=ba(a), as opposed to a general (non-direct-object) to@i¢89.5.1.1)

Direct object is less easy to define than subjastthe availability of criterion (A) is
heavily dependent on the transitivity of a verbr Egwample, in the following transitive

clause, the NRon ‘book’ cannot be passivised.

(3-56) hon=nu=baa jum-ta-m.
book=ACC=TOP read-PST-RLS
‘(1) read the book.’
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*hon=na jum-ai-ta-m.
book=TOP read-PASS-PST-RLS

[intended meaning] ‘The book was read’

Also, passivisation is not the defining propertydafct object, since an indirect object
may also be passivised (see the next section).

A more reliable criterion is (B). The NIRon above satisfies criterion (B), as
shown in the above example. Moreover, (B) is nqiiagble to indirect objects as will

be noted in the next section. The NP that satisfigsrion (A) always satisfies criterion

(B).

3.4.3. Indirect object

There is no syntactic behaviour that justifies pgustulation of indirect object as a
grammatical relation. Rather, indirect object isirtel with case marking and semantic
role: indirect object is a dative-marked or allatimarked NP that encodes recipient,

goal, or in a causative, causee agent.

(3-57) ukka=u=mai tur-a-da, ui=n fii-tar=ca.
debt=ACC=even take-THM-NEG.MED 3SG=DAT give-PST=HS

‘(He) did not take the debt, but gave (it) to Him

(3-58) fini=kara=du pZsara=nkai kuruma=u  ufi-kutu.
ship=ABL=FOC Hirara=ALL car=ACC send-NPST.OBL

‘(1) am supposed to send a car to Hirgukace name) by ship.’
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(3-59) nara=a ah-u-da, pZtu=nkaidu sgutu=u

RFL=TOP do-THM-NEG.MED man=ALL=FOC work=ACC

asimi-tar=ca.
do-CAUS-PST=HS

‘(It is said that he) did not do (the work), buld@thersto do the job.’

As noted in 83.4.2, an indirect object of a claosey be turned into the subject in a
passivised clause. Thus, from the main clause €9}3above (i.epztu=nkai=du
sigutu=u as-imi-tar=cg it is possible to get the following passive s&ite where the

underlying indirect object is rearranged as thgestib

(3-60) pztu=nu sigutu=u as-imi-irai-tar=ca.
man=NOM work=ACC do-CAUS-PASS-PST=HS

‘A man was made to do a work, they say.’ [cf. (3159

3.5. Argument structure

3.5.1. Core, extended core, and peripheral argumest

In the layering of the clauses, a distinction isdm&etween core arguments (S/A, O),
extended core arguments (or ‘extension to core;; d8d peripheral arguments (cf.
Dixon 1994: 122-124; Dixon and Aikhenvald 2000: 3As Irabu is a
nominative-accusative language, it is unnecessadystinguish between S and A, and |
will instead refer to S/A. Core arguments are pathe argument structure of the verb
and bear a grammatical relation to the verb (cbuatimg to syntactic valence as well as

semantic valence; Payne 1997: 170). Extended cgpemeents are also part of the
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argument structure of the verb but do not bearaangratical relation to the verb (only
contributing to semantic valence); peripheral argote are not part of the argument
structure of the verb (i.e. not required by theer@mt meaning of the verb) and do not

bear a grammatical relation to the vétb.

TaBLE 3-9. Core, extended core, and peripheral arguments

Core Extended core Peripheral
SIA, O E
Part of the argument structure + + -
Grammatical relation + - -
subject theme of ‘become’ locative, etc.

direct object indirect object, etc.

TaBLE 3-10. Transitivity and valency

Transitivity Argument structure
Intransitive S

Extended intransitive S E
Transitive A 0]

Extended transitive A O E
Syntactic valence + + -
Semantic valence + + +

20 An anonymous reviewer suggested that my formuiatioan E argument should be changed in such a
way that E is an argument thasimtactically requiredut not a subject or an object, rather than only
contributing tosemantic valencéHowever, it is very difficult to argue for or @gat what constitutes
‘syntactically required elements’ in languages likebu (and in Japanese), where pragmatically
recoverable elements can freely be dropped, eveisia subject, object, other arguments, or even
predicate. And it is necessary in the long rundosider what element is semantically required ley th
predicate to assume a syntactically well-formedista Thus, it is more modest to say that E is
semantically required by the verb (and may be dedpgyntactically in some cases) but does not bear
grammatical relation to the verb.
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3.5.2. Core arguments
Typically, nominative case is used for marking &jsat NP, and accusative case for
marking a direct object NP, as illustrated in (3-81sually, however, a subject NP is

marked by the topic clitisa (or =u), which replaces the nominative case (3-62).

(3-61) maju=nu jumunu=u=du tur-tar.
cat=NOM mouse=ACC=FOC catch-PST

‘A cat caught a mouse.’

(3-62) maju=u jumunu=u=du tur-tar.
cat=TOP mouse=ACC=FOC catch-PST

‘The cat caught a mouse.’

There are two non-canonical constructions. Orteesdative subject construction,
as illustrated in (3-63), and the other is the sdcaccusative construction, as illustrated

in (3-64).

(3-63) vva=rFna pztu=nkai naa=ga  tuz=zu=ba

2SG=DAT=TOP man=ALL RFL=GEN wife=ACC=TOP

fil-rai-r-m=mu?

give-POT-NPST-RLS=Q

‘Can yougive others your own wife?’ [dative subject: cafiing reflexive]
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(3-64) budur=ra mii-J, kagi+munu=i, aparagi+munu=i=tii,
dance=ACC2 look-MED beautiful(+thing)=CNF beautfftthing)=CNF
=QT
uccja=du a-tar.
that.much=FOC COP-PST

‘Watching_a danceg(l thought like) “(1t's) beautiful”; (it) was lik that.’

The dative marking on subject is always triggeogdhe potential suffix(r)ai on
the verb, as shown in (3-63) above. Alternativehg subject may be marked by

nominative (which is replaced by the topic markarif the latter is present):

(3-65) vva=a pztu=nkai naa=ga tuz=zu=ba

2SG=TOP man=ALL RFI=GEN wife=ACC=TOP

fii-rai-r-m=mu?
give-POT-NPST-RLS=Q

‘Can yougive others your own wife?’ [dative subject: catitng reflexive]

The second accusative marking on direct objecttlyndakes place in clause
chaining constructions, as illustrated in (3-64)pwab (where the chained clause is
marked by the medial verb inflection). The secomduaative is a marker of low
transitivity, a typological analogue of which isufad in non-canonical object marking in

so-called Altaic-type languages. See 84.3.3.1 fooee detail.
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3.5.3. Extended core arguments

Extended core arguments may appear both in intremsand transitive clauses,

constituting extended subtypes of each clausenlexéended intransitive clause, the E
argument is required by such verbshas ‘become’,atar ‘get hit by’, andav ‘meet’. In

an extended transitive clause, the E argument isdirect object NP. In either clause
type, the E argument is dative-marked as an unrdackeice. In an extended transitive
clause, however, the E argument may alternativelynbrked by allative, which entails

a physical movement of a patient to a recipient/goa

3.5.3.1. The verb ‘become’

The verb designating ‘become’ may be intransitiveextended intransitive, in that its
semantically required element (i.e. the theme rolay be an E argument NP, which is
not part of a predicate, or a VP complement, whlpart of a predicate (83.3.5.2).
Thus from this verb either an extended intransitlause or an intransitive clause is

constructed?

(3-66) kari=a sinsii=n=du nar-tar.
3SG=TOP teacher=DAT=FOC become-PST

‘He became a teacher.’ [Extended intransitive doig an E argument]

(3-67) kari=a aparagi-t=du nar-tar.

3SG=TOP beautiful-AVLZ=FOC become-PST

2L The light verb(a)s'is similar in this regard: it may take an O argumennstructing a transitive clause,
or a VP complement (83.3.5.2), constructing aramgitive clause. Thusudur=ru=du as ‘(I) do a

dance’ is a transitive clause where a nbudur‘dance’is a direct object NP, marked by accusatiu.

On the other hand, the light verb constructiarlur=du $ (where the verb rodiudur‘(to) dance’is
zero-converted to serve as a VP complement) istaanisitive clause.
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‘He became beautiful’ [Intransitive containing a ¥&@mplement]

3.5.3.2. The verb ‘get hit by’
The verbatar ‘get hit by’ requires two semantic arguments,tfi8 one who gets hit and
(2) the thing that hits him. The former is codedaasS argument, and the latter as an E

argument (underlined).

(3-68) tama=n atar-i-i, SN-i-i njaa-n.
bullet=DAT get.hit.by-THM-MED die-THM-MED PRF-NPST

‘(He) got hit by a bullet, and has died.’

This dative-marked NP cannot be seen as a dirgetilsince it cannot be passivised,
or cannot be topic-marked bsba(a) (83.4.2). If it is topic-marked, it is marked by

non-object topica.

(3-69) tama=n=na atar-tar=ruga, sn-a-t-tar.
bullet=DAT=TOP  get.hit.by-PST=but die-THM-NEG-NPST

‘(He) got hit by a bullet, but did not die.’ [topicontrastive reading]

3.5.3.3. The verb ‘meet’
The verbav ‘meet’ requires two semantic arguments, (1) the whe meets someone,
and (2) the one who is met by him. The (1) is coge@dn S argument, and the (2) as an

E argument (underlined).
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(3-70) ssjugac=tii Ik-1-i, ujaku-mmi=n av-@=dara.
Obon.festival=QT go-THM-MED relative-PL=DAT meet-BP=CRTN
‘When it comes to the Obon festival, (we) go (te tkelatives’ place) and meet

the relatives.’

This dative-marked NP cannot be seen as a dirgetilsince it cannot be passivised,

or cannot be topic-marked bya(a) (83.4.2). If it is topic-marked, then it is markiey

non-object topica.

(3-71) ujaku-mmi=n=na a-a-t-ta-m.

relative-PL=DAT=TOP meet-THM-NEG-PST-RLS

‘As for the relatives, (I) didn't meet (them).’

3.5.3.4. Indirect object

In an extended transitive clause, the E argumean imdirect object NP, and is marked
by dative case as the unmarked choice. Howevarayt be marked by allative case if
the speaker focuses on, or emphasises the factthkaevent described involves
movement of the patient/theme towards the recifgeat (84.3.4). The transitive verbs
that take an E argument diig ‘give’, ufii ‘send’, and verbs derived from transitive

verbs by morphological causative.

(3-72) a. ba=a kai=n=du zin=nu fii-tar.

1SG=TOP 3SG=DAT=FOC money=ACC give-PST

‘I gave him/her money.’ [unmarked choice: dativarking]
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b. ba=a kai=nkai=du zin=nu fii-tar.
1SG=TOP 3SG=ALL=FOC money=ACC give-PST

‘I gave him/her money.’ [marked: movement of therhe is emphasised]

(3-73) a. ba=a sinsii=n nengazjoo=ju=du ittar.
1SG=TOP teacher=DAT new.year.card=ACC=FOC send-PST
‘ sent a New Year card to (my) teacher.” [unmarkehoice: dative

marking]

b. ba=a sinsii=nkai nengazjoo=ju=du ittar.
1SG=TOP teacher=ALL new.year.card=ACC=FOC send-PST
‘I sent a new year card to (my) teacher.’ [markedivement of the theme

is emphasised]

(3-74) ba=a kai=n=du pisir=ru gf-fag-tar.
1SG=TOP 3SG=DAT=FOC lunch=ACC make-CAUS-PST

‘I made him prepare lunch.’

3.5.4. Peripheral arguments
Peripheral arguments encode various optional semiais such as instrument (3-75),
spatial-temporal limit (3-76), accompaniment (3;7orative (3-78), goal (3-79), and

source (3-80).

(3-75) kari=a fici=sii icu=u Kir-tar.
3SG=TOP mouth=INST thread=ACC cut-PST
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‘S/he cut thread with his/her mouitfinstrumentalf?

(3-76) aca=gami ur-i-@.
tomorrow=LMT exist-THM-IMP

‘Stay until tomorrow. [limit]

(3-77) agu-mmi=tu asuv-tar.
friend-PL=ASC play-PST

‘(1) played with friends [accompaniment]

(3-78) ba=a uma=n ZZu=u cii-ta-m.
1SG=TOP that.place=DAT fish=ACC catch-PST-RLS

‘| got fish at that placé[locative]

(3-79) gakkoo=nkardu ifi-tar.
school=ALL=FOC go-PST

‘(He) went to school[goal]

(3-80) im=kara sidasi+kazi=nu idi-i fii-@.

sea=ABL cool+wind=NOM come.out-MED come-NPST

‘Cool wind comes through from the sgaource]

It is sometimes difficult to draw a clear line Wweten an E argument, which is an

2 1n Irabu, the instrumental subject construction.(& he teeth cut the thread’ or ‘The key operfes t
door’) is not allowed. Rather, the verkis ‘cut’ andakir ‘open’ require an agent and a patient/theme,
which are coded as an A argument and an O arguregpéctively (in active voice).
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NP whose referent is part of the argument structfréghe verb, and a peripheral
argument, whose referent is not part of the arguratncture of the verb, given that
this distinction is semantic. For example, the tieidirectional verhifi ‘go’ in (3-79)
might be argued to have its goal argument NP asopéine argument structure, and the
verbidii ‘come out’ in (3-80) might also be argued to h#tgesource argument NP as
part of the argument structure.

However, what is important is the fact that innter of syntactic valence, E
arguments and peripheral arguments are not patieofyntactic valence of the verb,
and that in terms ofemanticvalence, there is a continuum between prototypical
peripheral arguments (such as an instrumental NPP5YB and prototypical core
arguments, and along this continuum lie the argasnehich are more or less relevant
to the event that a verb describes. Among suchmaeiate cases, there are NPs that are,
as an unmarked choice, coded as dative NPs, whiefed to an E argumeft. I limit
the use of the E argument only insofar as suchtiamés useful in describing valency
(changing) phenomena. For example, it is clear thattheme argument of the verb
‘become’ must be stated in a semantically well-fedmsentence. Thus it cannot be
simply grouped under the ‘peripheral argument’ lom Ibasis of the fact that it does not
bear a grammatical relation, as it is semantiaatuired. Thus | introduce the notion E
argument to explicate this distinction. Also, treusee agent is better characterised as
an E argument rather than simply as a periphegalnaent, as this formulation allows us
to generalise that the causative operation isdeease (semantic) valence. On the other

hand, there is no such advantage in arguing tleagtial role of the directional verb is

% This narrow definition of an E argument is crassplistically plausible as well. For example, Dixon
and Aikhenvald (2000: 3) argue that extended isitares and extended transitives are greatly
outnumbered by plain intransitives and transitivdso, they generalise that an E argument is
dative-marked (if such a case is available).
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an E argument.

3.6. Morphological typology

A word may consist minimally of a root, but may m@rphologically complex. There

are three major types of processes that produc@hulmgically complex structures:
affixation (83.6.1), compounding (83.6.2) and fidtluplication (83.6.3). Affixation is

attachment of a non-root bound morpheme within adwwhereas compounding and
full reduplication involves two (or more) roots, &re reduplication consists of rpet

root, and compounding consists of roétroo.

3.6.1. Affixation

Affixation in Irabu is suffixation. Even though tteeare a few cases in which a verb
appears to contain a prefix-like element, pig- ‘off’ in pic-cjafi ‘tear apart’ angic-cii
‘pluck away’, the prefix-like element is highly liealized and has no productive use.
Thus pic- above is only observed in the above-mentioned svdbiiachronically, such
prefix-like elements must have developed from conmglostems (e.gic- can be traced
back to a verb stem whose contemporary forptis).

On the other hand, there are a few cases in whiatompound stem shows
prefix-like characteristics, though it is arguedttthey are stems rather than affixes. For
example,mi- ‘female’ is always bound and always appears befm@her stem, thus
looks like a prefix only in these regards. Howeubere is evidence thahi- is a
compound stem: it is always lengthened to satiséyninimality constraintnfi- + uttu

‘younger sibling’ >mii+uttu ‘younger sister’¥* The obligatory lengthening is observed

4 There is a fossilized compound- + -dum‘person’ >mi+dum‘woman’. This is not treated as a
compound since the second stem is not used in otiméexts, i.e. is only used when combining waitia
‘female’ orbiki- ‘male’. | treatmidumandbikidumas single morphemes.

159



in each stem of a productive compound (82.11) uaever found in affixes.

3.6.2. Compounding

Compounding is a morphological process whereby(twanore) roots are connected to
form a single word stem. In many cases a composimdade up of two roots, though
longer compounds as shown below are also well tatem free texts in my data.
Examples (3-84) and (3-85a, b) have clause-likéasyim the compound structure, as if
it were a structure consisting of an adnominal séaand a head nominal, though, as
will be shown in §3.6.2.2, it is easy to distinduisetween a compound word and a

phrase.

(3-81) uku+bata+giin+sinsii
big+belly+congress.man+gentleman

‘Mr. big belly congress man’

(3-82) umukutu+nkjaan+bands
implicational+old.days+talk

‘implicational folktale’

(3-83) agar+patirumatbaka+aza
east+Hateruma-+young+big.brother

‘The Brother East Hateruma’ [legendary person]

(3-84) juutfau+bus’
dinner+eating+star
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‘the star that is observed in evening’

(3-85) a. waa+kurusg+bzz b.asi+idi+pztu
pig+killing+day sweat+coming.out+man
‘New Year’s Eve’ ‘person who tends to have adbsweat’

In what follows | mostly focus on more frequentlgserved two-root compounds

and their general characteristics.

3.6.2.1. Structure

The possible patterns for two-root compounds atedi below, where lower case n, v,
and pc represent nominal, verb, and PC roots r&@spb¢ and the upper case N, V, and
PC represent derived nominal, verbal, and PC stesgectively. Of the logically
possible nine combinations, two are unattested: pod v-pc. The verb root must be
converted into a nominal stem when followed by enimal root, as is indicated by v >

N (see 86.3.4.5 for this morphophonemics).

(3-86) Root 1 Root 2 Stem Example Frequency
n n N midum+vva High
woman-+child
‘daughter’
n v >N N munu+kaci High
thing+writing

‘writing’
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v >N n N pataraci+munu High
working+man
‘hard worker’

% v \% jum+pazimi-r High
read+start-NPST
‘start to read’

pc n N aparagi+midum High
beautiful+woman
‘beautiful woman’

n pc PC cimu+daka Low
heart+high
‘difficult (person)’

pc pc PC uku+naga Low
big+long

‘big and long’

3.6.2.2. The word (as opposed to phrasal) statustbie compound

As noted in 82.11, there are two kinds of compoyhyiproductive compounds and (2)
lexicalised compounds. Most compounds are of tfpewith a compositional semantic
structure and derived by a highly productive precesword formation. In productive
compounds, each stem is a phonological word. Hpis 6f compound is exemplified in
(3-87) to (3-89) below. On the other hand, aslissitated in (3-90), there are just a few
compounds which are lexicalized in meaning and daeved from an unproductive

word formation process, and an entire compounds=has a phonological word.
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(3-87) a. biki+kjavdai  b.biki+uttu c. biki+vva
male+sibling male+younger.sibling male+child
‘brother’ ‘younger brother’ ‘son’

(3-88) a. uku+pztu b.uku+jaa c.uku+gan
big+man big+house big+crab
‘big man’ ‘big house’ ‘big crab’

(3-89) a. mi+gaa b.sibat+gaa Cc.mim+gaa
eye+skin lip+skin ear+skin
‘eye ridge’ ‘skin around lips’ ‘earlap’

(3-90) a. mi+pana b.irav+ci c.aka+ccir
eye+nose Irabu+mouth red+pipe
‘face’ ‘the Irabu language’ ‘angry person’

All compounds are distinguished from phrases by fotential presence of
sequential voicing (82.10.4). Furthermore, a giveompound, whether it be a
productive or lexicalised one, cannot be brokenbyphe insertion of another word,
whereas a phrase can.

To avoid circularity, let us use the adnominaiu ‘that (medial)’, which is
independently justifiable as a word since it iseefstanding unit, and it never carries an
affix. Now, if a constituent A+B is an NP, it is gmble for an adnominal word to be

inserted between A and B, as in:

163



(3-91) banti=ga jaa > banti=ga unu jaa

1PL=GEN house 1PL=GEN that house

‘our house’ ‘that house of ours’

On the other hand, if A+B constitute a compoundntthe insertion is disallowed, as in:

(3-92) uku+jaa > *uku- unu-jaa
big+house big- that -house
‘big house’ ‘that big house’ [intended meaning]

Here, if the stenuku-‘big’ is reduplicated to become an adjective (ifehe compound

is transformed into an NP), the insertion beconwssible, as in:

(3-93) ukuu+uku=nu _unu jaa

RED+big=GEN that house

‘that big house’

In (3-85a) we observed that the compouwmaa+kurus+bzz (pig+killing+day)
‘New Year’s Eve’ shows a clause-like syntax witktine compound. Here, the final stem
undergoes sequential voicingz¢> bz3, thus the construct is clearly a compound. Also,
no word can intervene between the two boundariésdsn the three stems. If it is
actually turned into a phrase, then the insertibm evord becomes possible (or, the

insertion of a word turns it into a phrase):
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(3-94) a. waa=ju kurus-@ pz
pig=ACC kill-NPST day

‘The day when (one) kills a pig.” [NOT New Yeaese]

b. waa=ju kurus-@ unu pzz

pig=ACC kill-NPST that day

‘That day when (one) kills a pig.” [NOT New Yeagse]

Note thatwaa now carries accusative case, as it is a directobbjlP, and that the
sequential voicing is absent in the final sgefx which is now a head nominal word of
an NP. Also, since it is a phrase, its semantiogsorapositional, unlike its compound

M~

counterpartvaa+tkurus+bzz‘New Year’s eve’.

3.6.3. Full reduplication
Reduplication in Irabu is mostly full reduplicatiomhere are just a few examples of
partial reduplication:niv ‘sleep’ > ni-niv ‘snooze’, maar ‘around (n)’ > ma-maar
‘around (n)’. These attested examples indicate tiatpartial reduplication targets the
stem-initial mora, rather than the stem-initiall@yle (*niv-niv or *maar-maaj.

There are two major types of full reduplicationC Btem reduplication, which
creates an adjective (3-95), and verbal redupboatwhich creates an adverb (3-96).
These two can be distinguished by the fact thaP@ stem reduplication the final

phoneme of the input stem is lengthened by one mora
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(3-95) PC stem reduplication

Input stem Output word

taka- takaa+taka'high’
pjaa- pjaaa+pjaa‘fast’
zau- zauu+zatgood’
kiban- kibann+kibaripoor’
mm- mmm-mrisimilar’

(3-96) Verbal reduplication

Input stem Output word
as- ‘do’ ag+asi ‘do iteratively; do as a custom’
mii- ‘look’ mii+mii ‘stare’

kair- ‘turn round’  kair+kair ‘turn round iteratively’

vv- ‘sell’ vv+vv ‘sell iteratively: sell as a custom’
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Chapter 4

The nominal phrase

This chapter sets out to describe the syntacticttre and function of nominal phrases

(NPs)?® An NP consists of a phrasal modifier and a hedtchvis followed by a case

clitic as an extension to an NP. The head is theimal NP. Thus we recognise an

extended NP structure consisting of an NP + casie. dlPs function either as clausal

modifier (argument), clausal head (nominal predigadr as phrasal modifier (i.e. as a

genitive-marked NP), as exemplified below.

(4-1)

(4-2)

(4-3)

naa=ga ffa=urmai=du saar-i-i ifi-tar.

oneself=GEN  child=ACC=too=FOC take-THM-MED go-PST

‘(They) took their own child, ta6[NP as direct object]

kaun  pztu=u mmja__mazimundooi

that man=TOP INTJ monster=EMP

‘That person is in fact a monstdNP as nominal predicate]

naa=ga ffa=nu naa=ju=mai s-sa-da...

oneself=GEN child=GEN name=ACC=even know-THM-NEGIME

‘Not knowing his own chils name...” [NP as phrasal modifier]

% The structure and subclass of nominal will be eih in Chapter 5. | discuss the nominal phrass f
because the subclassification of nominal in Irabdefined in relation to NP structure, and thecstne

of a nominal word is in turn dependent on the saggbf nominal, whereas NP structure can be defined
without reference to subclasses of nominal.
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The extended NP structure is schematised in tefmts functional slots in (4-4)
below. The head is obligatory, though there is adless adnominal clause structure
where the head slot is empty (84.2.1). The modifeoptional. The head and the

modifier constitute the core of the NP, and isda#d by its extension, i.e. case.

(4-4) Modifier Head  =Case

The occurrence and choice of the case clitic \d@pending on the syntactic function of
the NP (see below). Case is obligatory unless arfiuN&ions as nominal predicate, or
unless there is case ellipsis, which may occur wihe argument NPs (subject and
direct object). See (4-2) above in which the subjeP kanu pZtudoes not carry
nominative case, but is directly followed by thpitoclitic.

At a clause-level, an extended NP in an argumientnsay be further followed by
various limiter clitics such as the additive quaeti=mai ‘too’ and/or discourse clitics
such as the focus clitredu, as is illustrated in (4-1). Also, an extended &Horedicate
may be followed by predicate clitics (e.gsdooi (emphasis) in (4-2)). These

sentence-level clitics will be noted in Chapter 9.

4.1. The modifier
The modifier of an NP may be filled by an NP itsgitfcluding an NP headed by an

adjective), an adnominal (clause), or other limitedstructions.

4.1.1. Modifier filled by NP
The modifier NP carries a genitive case clitic &s extension, without respect to
whether the modifier is a noun, pronoun, interrogatindefinite, or numeral (see
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Chapter 5 for a detailed description of subclaseésnominals). The semantic
relationship between the modifier NP and the headat limited to possession, but
includes whole-part relation, attribution, and n@nbpecification (where the modifier

NP is a headed by a numeral word). Some representatamples follow.

(4-5) a. vwa=ga ffa
2SG=GEN child

‘your child’ [possession: modifier as a pronoun]

b. taru=nu ffa?
who=GEN child

‘Whose child?’ [possession: modifier as an irdgative]

c. taugagara=nu ffa
someone=GEN child

‘someone’s child’ [possession: modifier as areiindte]

(4-6) vva=ga jaa
2SG=GEN house

‘your house’ [possession]
(4-7) kii=nu juda
tree=GEN branch

‘Tree’s branch’ [whole-part relation]
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(4-8) irav=nu pztu
Irabu=GEN man

‘A man from Irabu’ [attributive]

(4-9) wvva=ga panasi
2SG=GEN talk

‘your talk’ or ‘a talk about you’ [attributive orbout’ relation]

(4-10) giin=nu Zjunji+sinsii
congressman=GEN Junji+gentleman

‘Mr. Junji, a congressman’ [appositional]

(4-11) mz-taar=nu pztu
three-CLF.HUMAN=GEN man

‘three men’ [number specification]

As is shown in (4-5) and (4-6), there is no forrdatinction between alienable and
inalienable possession in Irabu. General attrileutnodification in which the modifying
NP describes an unidentified NP by attributing s@raperty on it, as in ‘a man from
Irabu’, ‘a foreign person’, and so on, is encodearenoften by compounding, which
also accounts for the bulk of property concept rication as inimi+gan ‘small+crab:
a small crab’ (88.3.4). Thus (4-8) is preferablstagded agrav+pZztu ‘Irabu man’.

Along with the fact that a modifier NP may be heddby a numeral word (which is
a subclass of nominal in Irabu; see 85.2.3), moted that a modifier NP may be headed
by an adjective (88.2). Thus, as exemplified inl@-below, an adjective as a modifier
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NP carries genitive case, as in the case of otloelifrar NPs as noted abo¢®.

(4-12) takaattakanu pztu=nu=du ur-@.
RED+high=GEN  man=NOM=FOC exist-NPST

‘(There) is a tall man.’

4.1.2. Modifier filled by adnominal

The modifier slot may be filled by an adnominal @@g3.3.2; 85.4) or an adnominal
clause (811.4.3). See §3.3.2 for cases where awrnadal word fills the modifier slot.
As a clausal equivalent of an adnominal word, amadnal clause does not carry any
case when filling the modifier slot, just like atr@minal word.

Under the term ‘adnominal clause’ are subsumed beiaitive clauses, where an
argument within an adnominal clause is grammaticedlated to an NP head (i.e.
relativised), and other kinds of ‘simple attrib@ielause, where no argument within an
adnominal clause is grammatically related to thedhés will be discussed shortly, the
distinction between these two clause types is modédmental in Irabu grammar. Thus |
continue to refer to the single category ‘adnomaialise’.

Structurally, an adnominal clause cannot carrytyyencase, but the predicate verb

of the adnominal clause must inflect for the finitemarked form (86.3.1).

(4-13) sin-tar pztu=nu paka=kara idi-i fil-@.
die-PST man=NOM grave=ABL exit-MED come-NPST

‘A man (who) diedwill come out of the grave.’ [S relativized]

%6 See §4.1.4 for a discussion in favour of the aialihat an adjective really heads an NP.
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(4-14) unu kiban+pztu=nu nara-asi-tar munu,

that poor+man=NOM learn-CAUS-PST thing

uri=u nara-a-dakaa nau=n=mai=du

that=ACC learn-THM-NEG.CVB.CND what=DAT=even=FOC

nar-i+ufi-@=pazi. kari=a.
become-THM+PRF-NPST=maybe 3SG=TOP

‘The thing (that) that person taughit (he) hadn't learnt it, (he) would have

become whatever (bad person he would become), m&@belativized]

(4-15) Zzzu=u jaf-@ kaagi=nu=du fi-@.

fish=ACC burn-NPST smell=NOM=FOC come-NPST

‘(There) comes a smell (that) (someone) burns’fisimple attributive]

(4-16) ami fii-&@ tukja=n=na bannja=nkai par-kutu.

rain fall-NPST time=DAT=TOP field.hut=ALL leave-OBL

‘In case_it rains(we) are supposed to go to the field hut.’ [siengitributive]

The syntactic distinction between relative clauged non-relative simple
attributive clause is not fundamental in Irabu gmem That is, in Irabu adnominal
clauses, whether the head of the NP modified bgdmominal clause has a role in the
clause is not a relevant strategy in encoding tbdificational relationship between the
adnominal clause and the head, and the two elenf@it®minal clause and the head)
are simply juxtaposed, and much is left to infeeertee 811.4.3 for a more detailed
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discussion to support this claim that there is ai@gorical distinction between a simple
attributive clause and a relative clause. In tm@mgnar, therefore, both kinds of clause

are loosely subsumed under the term ‘adnominakelau

4.1.3. Modifier filled by other syntactic constructons

There are expressions where constructions otharahaNP or an adnominal clause fill
the NP modifier slot. Here, the quotative nominali clitic =ti(i) serves as an
important means to put various sorts of constraatito the modifier slot. That is, these
constructions are turned into NPs by quotation etdimg. The constructions witkti(i)

carry genitive case just as normal NPs do.

(4-16) nau=ti=nu munu=u=ga bannja=ti az-@=ga?
what=QT=GEN thing=ACC=FOC field.hut=QT say-NPST=FOC

‘What kind of thing (do you) refer to &annj&?’

(4-17) taru=nu  ah-u-ba=mai Zjaubu=ti=nu munu=dara.

who=NOM do-THM-CVB.CND=even alright=QT=GEN thing=EM

‘(This) is like a thing that anyone can do.’

Another very common example involving quotatstg(i) is a structure in which

the NP modifier is filled by a property conceptrstillowed by=ti(i) :

(4-18) ujakii=ti=nu pztu mjaaku+pztu,

rich=QT=GEN man Miyako+man
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kibann=ti=nu  pZtu irav+pztu a-tar=ca.
poor=QT=GEN man Irabu+man COP-PST=HS
‘(Of the two) the rich was a man from Miyako, (wd)ithe poor was a man

from Irabu.’

As will be fully accounted for in 88.1, propertymept stems are bound forms that
cannot head a phrase, and require various wordatowm processes to become an
adjective, a nominal, a verb, or an adverb. In @allito these, as was illustrated in
(4-18), the quotation strategy may be employedwhyjch otherwise bound property
concept stems are put into the NP modifier slohwhie help of the embedding function
of =ti(i) (see 811.4.4.1 for quotative constructions). Nbt& property concept stems
here involve a morphophonemic lengthening of tleg-fimal mora (jaki >ujakii, kiban

> kibann).

4.1.4. Typological status of Irabu genitive

One typologically noteworthy fact about Irabu geitis that it marks a range of
modificational relationships that are not readijpsumed under the term ‘genitive’,
which is typically associated with possession. Ated in 84.1.1, Irabu genitive also
marks general attribution (4-8, 4-9), number speatifon (4-11), and adjectival
attribution (4-12f" So, the question might be raised whether this fisvdinarker is
really a genitive case marker, which usually maksossessor NP. Some would argue
that it is a different kind of modifying markerkd de in Chinese andig in Philippine
languages, which occurs between most modifiersoahs and the noun (or a sequence

of NPs). This alternative analysis would let usidwbe typologically unusual situation

27 And this is true for the genitive case of Japdaiguages in general.
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where an adjective heads an NP, a situation thatally results from the genitive case
analysis (i.e. since an adjective carries a caskemat should head an NBJ.

However, there are two independent argumentsriallyaing Irabu genitive as such,
and against the alternative analysis suggestedeabov

First, there is strong evidence that the genitiliec should be treated as a case
marker. In Irabu, the genitive marker has two fomgs and=nu, either of which is
chosen based on the semantic property of the Hethé &P to which it is attached (see

below), and the same set of forms is found in nae case.

(4-19) a. vva=ga uttu=ga=du asi-tar.
2SG=GEN younger.sibling=NOMFOC do-PST

‘(It was) Your younger sibling (who) did (it).’

b. irav=nu im=nu=du ictban.

Irabu=GEN sea=NOMFOC best

‘The sea of Irabu is the best.’

The crucial issue here is that what | treat amtirainative case marker and the genitive
case marker are arguably analysable as the sanphemoe, and that it is inappropriate
to treat one as a linker (a non-case-marking, nevdmarking morpheme) and the other
as a case marker. Rather, both are simply a soage marker. One strong piece of
evidence for the same morpheme analysis is thagethef forms in both nominative and

genitive follows the identical alternation pattergenerally speaking, a pronoun, a

proper name, a kinship term, and a definite hunmanncon noun are marked witlga,

8 This alternative solution was suggested by an ymomis reviewer of the thesis.
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whereas the others are marked witlu (see 84.3.2 for detail). Even though the existing
typological wisdom cannot capture the Irabu phenmmeproperly, the Irabu case
system treats an NP that serves as a phrasal dageginé. NP modifier) and a primary
clausal dependent (i.e. subject in this nominativedsative language) as a single group,
and marks them with the same case. | distinguistptirasal dependent marker and the
clausal dependent marker by calling the former tgenicase marker and the latter
nominative case marker, following the generally egted conventions in linguistic
typology, but | do not want to consider them todiféerent morpheme$’

A second reason to stick to my genitive case aiglgs opposed to the linker
analysis is that the adjective class in Irabu i&ot highly nominal in nature (as is usual
in many languages), so that it is not disquietmg@dsume that it may head an NP in the
first place. As noted in 83.3.4, the adjective €l&@san be distinguished both from
nominals and from verbs by the morphological cigteof reduplication of a bound PC
stem or a nominal stemtaka- ‘high’ > takaa+ttaka ‘high’; jarabi ‘child’ >
jarabii+jarabi ‘childish’). An adjective thus defined is syntadily ‘parasitic’,
occurring in NP structure or in VP structure (s8e38). However, its occurrence in a
VP is highly limited both in function and in frequey, and an adjective most typically
occurs in NP structure (see 88.2.3). Furthermarggdective may carry the diminutive
affix -gama(88.2.1), which is a nominal derivational affix5(8.1). Given these, then, it
is quite clear that the adjective class in Irabgral with nominals morphosyntactically.
This highly nominal nature of the adjective classuld be blurred if we introduced an

ad-hoc category called ‘linker’ only to avoid theesingly odd situation that an

29 As an anonymous reviewer rightly points out, rgathe nominativesnu/=ga and the genitive

=nu/=ga as separate morphemes is like treating the objesgt after the verb and the object case after the
preposition as separate cases in English, an aséigg would confuse the form and the syntactic
function associated with the form. In dealing ville nominative and the genitive in Irabu, it is
emphasised that they are not separate morphemebatriie same case form marks two different
syntactic functions of an NP.
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adjective heads an NP. In fact, this situationagrionious with the nominal features of

the adjective class as noted above, and shoulédided explicitly.

4.2. The head
The head is filled by a minimal NP (the nominal djoor an internally complex NP. A
head nominal may be any subclass of nominal.

Even though there is no peculiar NP structure dejng on the type of the head,
there are three cases that deserve special attemitio regard to the syntax of NP: (1) a
formal noun head, (2) a headless NP, and (3) ansimal structure in which an NP
consists of the modifier + complex NP head with the® slots being semantically

appositional.

4.2.1. Formal nouns

A formal noun is a nominal with an abstract meamrdgch is the syntactic head of an
NP containing an adnominal clause. The noun haseaia grammatical function, a

function similar to a complementiser (‘that’ in Hish) or a conjunctive marker (‘when’,
etc.). Although such nouns are on a diachronicvpayhtoward becoming grammatical
markers, many of them are still also in use as sotlihe degree of grammaticalisation
varies depending on the transparency of their &xiweaning (which is in turn related
to how productively the form in question is used asnominal) and on their

phonological independence, i.e. whether the worfleis or bound (83.2.3.1). In what

follows | first describe free formal nouns, thehaund formal noun.

4.2.1.1 tukja ‘time’
This noun literally expresses ‘time’ (4-20), but evhit serves as a head of an NP
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modified by an adnominal clause (4-21), it functidike conjunctive ‘when’ (see §9.2.1

for a true conjunctivekja(a) ‘when’).

(4-20) sjensoo=nu tukja=n=na nausi=ga ffa-mmi=u sudati-tga?
war=GEN  time=DAT=TOP how=FOC child-PL=ACC grow-PSJ=

‘In the time of war, how (did you) grow children?’

(4-21) sjensuu=nu cuukf nar-@ tukja=n=na
war=NOM  strong-AVLZ become-NPST time=DAT=TOP
taiwan=kai=ja ik-ah-a-t-ta-m=mu?
Taiwan=ALL=TOP go-CAUS-THM-NEG-PST-RLS=Q

‘When the war became severe, (did the governmentinake (people) move to

Taiwan?’

4.2.1.2.mai ‘front; before’
This noun literally expresses ‘front’ (4-22), buhen it serves as a head of an NP

modified by an adnominal clause, it functions ldanjunctive ‘before’ (4-23).

(4-22) vva=ga jaa=nu mai=n pzZtu=nu=du u-tar.
2SG=GEN house=GEN front=DAT = man=NOM=FOC exist-PST

‘In front of your house, (there) was a man.’

(4-23) cifi-@ mai=n=du denwa ah-u-di.
arrive-NPST before=DAT=FOC phone do-THM-INT
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‘Before (1) arrive, (1) will make a call.’

4.2.1.3.atu ‘back; after’
This noun literally expresses ‘back; after’ (4-2d)it when it serves as a head of an NP

modified by an adnominal clause, it functions ldanjunctive ‘after’ (4-25).

(4-24) sjensoo=nu atu=n=na haikjuu=ja njaa-t-tar?
war=GEN  after=DAT=TOP rationing=TOP  not.exist-NEGP

‘After the war, wasn't (there) rationing?”’

(4-25) agu=nu pjar-tar atu=n=na sabickar-@d=ruda.
friend=NOM leave-PST after=DAT=TOP lonely-VLZ-NPST=
=AD.ASR

‘After (your) friend has left, (you) feel lonelypd’t you?’

4.2.1.4 kutu ‘thing; fact’
This noun literally expresses ‘thing’ (4-26), buhen it serves as a head of an NP
modified by an adnominal clause, it functions ltke English complementiser ‘(the

fact) that’ (4-27).

(4-26) ai=nu kutu=u=gami=a bassi-i njaa-n.
that.way=GEN thing=ACC=LMT=TOP forget-MED PRF-NPST
‘() have forgot the things like that.’

(4-27) tuz=zu muc-i+ur-@d=kutu=u=mai
wife=ACC have-THM+PROG-NPST=COMP=ACC=even
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bassi-i=du ur-g.
forget-MED=FOC PROG-NPST

‘(He) has forgot even the fact that (he) has a .wife

4.2.1.5.tami ‘purpose; benefit’
This noun literally expresses ‘purpose’ or ‘berig¢fit28), but when it serves as a head
of an NP modified by an adnominal clause, it i®offollowed by dative casen, and

functions like a purposive adverbial clause coajiom ‘in order to’ (4-29).

(4-28) vva=ga tami=n=du patarak-i+ur-@=ca.
2SG=GEN benefit=DAT=FOC work-THM+PROG-NPST=HS

‘(He said he) works for your benefit.’

(4-29) daigaku=nkai gookaku & tami=n
University=ALL pass do-NPST purpose=DAT
jobikoo=tii=mai ik-ag-@. taka+dai=dooi.
prep.school=QT=too go-CAUS-NPST costly+price=EMP

‘In order that (she) will pass (entrance examimataf) the university, (her

parents) make her go to prep-school. (That's) gostl

4.2.1.6jau ‘state’
This noun has the abstract meaning ‘state’, aralémot been able to find an example
in whichjau is used in other constructions than an adnomilaaise. Furthermore, it is

always followed by the dative case, and functiossaasubordinating conjunctive
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encoding ‘so that; in order (for someone) to’.

(4-30) mazimunu=nu par-ri-i kuu-n-@=jau=n

evil.spirit=NOM  go-THM-MED come-NEG-NPST=state=DAT

maasu rri-i zau=n=du nci-r=dara.
salt put-MED gate=DAT=FOC put-NPST=EMP
‘So as not for the evil spirit to come, (we) pult $anto a bucket of water), and

put (the bucket) in front of the gate.’

The fact thajau is not used as a noun nor does it combine witrewdfft case clitics
suggests that the morpheme is becoming more and likera conjunction rather than a

nominal.

4.2.1.7 njaa ‘manner’

njaa has the meaning ‘a way; a manner’, and mostly rscatith the dative clitien.

(4-31) vva=ga njaa=n=na as-irai-n-g=suga.

2SG=GEN manner=DAT=TOP do-POT-NEG-NPST=Dbut

‘() cannot do like you, though.’ [lit. (I) cannd in your way:.]

When njaa heads an NP modified by an adnominal clause, itctfans as a

subordinating conjunctive ‘in the way; as’.
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(4-32) ba=ga asi-@ njaa=n vwva=mai  as-i-d.
1SG=NOM do-NPST manner=DAT 2SG=too do-THM-IMP

‘Do (that) as | do.’

4.2.1.8.su(u)

This noun is a bound word (83.2.3.1), designatimgxreferential or mass entity ‘thing,
man, that which, those which, one who, those wid,*8 As a bound word it must
attach to the preceding element, but it functioke & free word in that it heads an NP.

Note thatsu(u)is realised asu(u) when following /r/ (§2.10.3).

(4-33) taja=nu ar-@ ruu=nu=du masi.
strength=NOM exist-NPST men=NOM=FOC better

‘Those who are strong are better.’

(4-34) sin-i-i par-@ ruu  mmja son=saa=i.
die-THM-MED leave-NPST men INTJ no.profit=R.EMP=CNF

‘Those who died out, you know, get no profit.’
(4-35) saci=n fau-tar ru=kara kama=nkai ik-i-@.
earlier=DAT eat-PST men=ABL that.place=ALL go-THNHP

‘Those who have eaten earlier should go there.’

It is clear from the above examples thafu)is a nominal as it heads the NP. In fact, the

30 su(u)in Irabu has cognates in Northern Ryukyuan arsbme Japanese varieties, with similar
semantic and syntactic characteristics (Shinfmtbcoming
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bound noun can be replaced by another free nomwoatl. Compare, for example,

(4-33) with the following, where the head NP i¢efil by a free worgZztu‘man’:

(4-36) taja=nu ar-@ pztu=nu=du masi.
strength=NOM exist-NPST man=NOM=FOC better

‘A man who is strong is better.’

In addition to the fact thasu(u) cannot stand alone, there is a prosodic
characteristic such that the final grammatical woté&n adnominal clause predicate +
su(u) is treated as a single domain of the alternatihgthm, i.e. as a single
phonological word. Thus there are examples whegdittal foot of the predicate-final
grammatical word is H-toned, as patarak-ai-r=ruu (work-POT-NPST=man) ‘those
who can work’ > (patg) (raka) (ir)y (ruu)., a pattern which would never occur if each
of the two were a separate domain of the altergatinythm (since the alternating
rhythm must end in /L/ in each prosodic domain9822).

su(u) can function as head of an adnominal clause wischo longer seen as
modifying the head, due to a semantic abstractiothe ostensible heasu(u) Here,

su(u)designates ‘fact’ or something like the Englismpéementiser ‘that’.

(4-37) pisir=ru fau-@ SUFU jami-ru.

lunch=ACC  eat-NPST COMP=ACC stop-IMP

‘Stop eating lunch

su(u) also functions as a modal marker. This is a graticalesation process in
which the former NP heasli(u)has been reanalysed as a post-predicate modifier ¢
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Thus in (4-38) belovgu(u)functions as modal clitic meaning ‘seem (that)’.

(4-38) pztu=nu jaa=nu Suija-gama=n iK-i-i

man=GEN house=GEN balcony-DIM=DAT go-THM-MED

mmna par-ri+uk-i+ar-@=ruu.
all leave-THM+PRF-THM+RSL-NPST=seem
‘It seemed that (they) had gone to the balconyaieone’s house, and had all

entered (under the balcony).’

Likewise, the conjunctive clitiesuga ‘but’ (89.2.3) possibly reflectsu(u)and=ga
(archaic conjunctive ‘but’?), butsugais always contiguous and no other element can
intervene. Synchronically, | treatsuga as a single morpheme functioning as a

conjunctive.

(4-39) ffa=nu nak-i+u-tar=ruga=du

child=NOM cry-THM+PROG-PST=but=FOC

cik-ai-n-g firi-as-i-i=du u-tar.
hear-POT-NEG-NPST pretension-VLZ-THM-MED=FOC PROGIP

‘(My) child was crying, but (I) was pretending rtothear.’

4.2.2. Headless structure
There is a headless adnominal clause structureabul A headless adnominal clause
structure is syntactically analysed as a structarevhich the head is omitted (the
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omitted head is indicated by [x] below). The ondtteead can easily be pragmatically
recovered. The predicate verb of the adnominalselaerves as the phonological host

of the case clitic, whose syntactic host is aniidiwever (89.1.1).

(4-40) jaa=ju fici-d[x]=n=na nausi=ga

house=ACC build-NPST=DAT=TOP how=FOC

mimai-asi-tar?
compliment-VLZ-PST
‘In [the time] (when one) built a house, how dicb@y do compliments (i.e.

sending food and money to help the person whoildibg the house)?

(4-41) vva=ga tur-asi-tar[x]=ru=du jum-i+ur-@.
2SG=NOM take-CAUS-PST=ACC=FOC read-THM+PROG-NPST

‘(1) am reading [the book] you let (me) take.’

Note that in (4-41) accusative //=u// is realisedra/ due to Geminate copy insertion
(in which the final C of the predicate verb is capionto the onset of //=u//; §2.9.2),
which never occurs across two phonological words.

Some headless structures are more like clausaha@igations where the adnominal
clause has no clear semantic head. However, thisego the fact that the omitted head
is a formal noun (84.2.1). The omitted formal nasimecoverable as eith&utu ‘fact’

(84.2.1.4) osu(u)(84.2.1.8).
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(4-42) munu=u _ kafi-&fa mudkas-munu.

thing=ACC write-NPST=TOP difficult-thing

‘Writing is a difficult thing.’

(4-43) kanu ubaa=nu f#;-tar=ru=du cifi-tar.

that old.woman=NOM die-PST=ACC=FOC hear-PST

‘(1) heard (that) the old woman died

4.2.3. Appositional structure

When su(u) (cf. 84.2.1.8) fills the head slot of an NP, tiN$® can occur in an

appositional structure as exemplified below, whenaodifier NP and a complex head
(which is itself composed of a [adnominal clayggk: + head) are semantically

appositional:

(4-44) pana=nu ssu-kar-@ ruu=nu=du kagi-kar-@.
flower=GEN  white-VLZ-NPST things=NOM=FOC beautifMLZ-NPST

‘Flowers, white ones, are beautiful.’

In (4-45) below, the surface (highest-order) phrstsecture of (4-44) is shown at ‘NP
layer 1’, whergpanais a minimal NP that fills the modifier slot, cgirig genitive case
as an extension, argsukar ruuis a complex head, and the entire pdtha=nu ssukar
ruu is followed by case=nu as an extension, which is further followed by the
information structure cliticcdu (focus). The complex head at NP layer 1 is reualgi

analysed as the modifier adnominal classagkarand the heacuu at NP layer 2.

186



(4-45) pana=nu  ssukar ruu =nu =du
NP layer 2: [Mod] [Head]

NP layer 1: [Mod] [ Head] Case

The apposition holds between the modifier and thadhat NP Layer 1. As noted in
84.2.1.8, the semantic value sdi(u)is abstract, designating ‘thing’ or ‘man’, so the
head of NP layer 1 designates ‘white thing’. Taferent of ‘thing’ is specified by the

apposite modifiepana=nu‘flower’, so that the entire meaning of the highesler NP

is ‘a flower as a white thing; a white flower".

Similar examples follow, in which the structurahema is as shown in (4-45).

(4-46) bikidum-mi=nu  uu-kar-@ rusnu jaa=nu
male-PL=GEN big-VLZ-NPST men=NOM house=GEN
naugara=nkai un=nu=baa NUUSI-i...

FIL=ALL devil=ACC=TOP lift-MED

‘Men, big oneslift the devil on the thing-you-imagine of theuse, and...’

(4-47) herumetto=nu pzkki+ar-@ FEu muc-i-i

helmet=GEN hollow+RSL-NPST thing=ACC take-THM-MED

avva=nu cik-i+u-i-ba=i,

0il=NOM become.caked-THM+PROG-THM-CVB.CSL=€eh
uri=u sugu guusi=tii arav-@

that=ACC EMP ONM=QT wash-THM-MED
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‘(1) took a helmet, one which is hollowggou know it is caked with oil, so (I)

washed it (with onomatopoeic expression).’

The examples above and other attested exampley thata suggest that the adnominal
clauses in the appositional construction havevaatther than active predicates. Thus
in the examples above the adnominal clause vedn isxistential verb or a property
concept verb (88.3.3), or a verb containing a tasué aspect marker (a suffixed

version of an existential verb).

4.3. Case

A case relation is formally encoded by a casecclitvhich attaches to the final
morpheme of an NP, forming an extended NP structGese marks either clausal
dependency (between the predicate and the arguiénthat is governed by the
predicate) or phrasal dependency (between the dfedB and the modifier).

As defined in 83.5 there are core, extended @é,peripheral arguments. The case
system for core arguments is of the nominative-sative type, in which intransitive
subject NP and transitive subject NP have the sase-marking, while transitive direct
object NP has a different case-marking. Howevenehs frequent case ellipsis in core
arguments (84.3.10), resulting in the neutralisattb core argument cases. | do not
treat ellipted case as a ‘zero case form’ but gmagl ellipsis, since the absence of an
overt case form (either nominative or accusatigenot a regular means of expressing
nominative or accusative case, and it does nofifypmwe and only one case relation (i.e.

ellipsis may indicate nominative or accusative).
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4.3.1. Basic system
There are argument case markers (nhominative, doeeisaative, allative, ablative,
instrumental, associative, limitative, comparatiaey a genitive case marker (84.1.1).
Nominative, accusative, and dative code core aegurNPs, though dative-marked
core arguments are highly constrained (occurringy oim the dative subject
constructions; 83.6.2). The dative may also, aliig the allative, mark an (extended)
core argument. Dative and allative also functiomiark locative and goal peripheral
arguments respectively (84.3.4). The other arguneaste forms mark peripheral

arguments.

TABLE 4-1.Basic case frames (excluding dative subject)

Intransitive Kom

Extended intransitive Nom + Epar

Transitive Avom * Oacc

Extended transitive wom + Oacc + EparaiL

(NP modifier ModNRen + Head)
(4-48) pztu=nu=du fii-@.

man=NOM=FOC come-NPST

‘a man comes over.’ [Intransitive]

(4-49) vva=a sinsii=n nar-i-@.
2SG=TOP teacher=DAT become-THM-IMP=QT

‘You become a teacher.’ [Extended intransitive]
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(4-50) pztu-kiv=nu pztu=nu junaitama=u tu-i+c-ci-i...
one-CLF:HOUSE=GEN man=NOM mermaid=ACC take-THM+ceme
-THM-MED

‘A man of one household caught a mermaid, andrdrsitive]

(4-51) unu pZtu-mmi=n  aagu=u=du nara-asi-tar=ca.

that man-PL=DAT song=ACC=FOC learn-CAUS-PST=HS

‘(She) taught those guys songs.’ [Extended traresitiative indirect object]

(4-52) samsin=mai pZk-i-i, aagu=u=mai __agu+dusi-mmi=nkai

Sanshin=too play-THM-MED song=ACC=too friend+frieRtLl=ALL

cik-as-i-i ai-jas-i-i=du asuv-tar.
listen-CAUS-THM-MED  that.way-VLZ-THM-MED=FOC play-£T
‘Playing the Sanshin guitar, and letting my clasends listen to songs, (we)

would play like that.’ [Extended transitive: alkaiindirect object]

Even though case clitics primarily function asecasarkers, two case forms that
mark peripheral arguments can appatier another case form, functioning as limiter
clitics, whose function is to modify an (case-maktkargument or an adjunct, marking
quantification and qualification (89.4). Thukara (ablative) and=gami (limitative)
can mark either a peripheral argument as a caskem@t-53a, b), or a case-marked

argument NP as a limiter clitic (4-54a, b).
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(4-53) a.vva=a jamatu=kara=ru t-tar?
2SG=TOP Japan.mainland=ABL=FOC come-PST

‘Did you come from Mainland Japan?’

b. uma=gami ik-i-1 kuu-di.
that.place=LIM go-THM-MED come-INT

‘How about going as far as that place (and them)ing back?’

(4-54) a. sigutu=u=kara as-su.
work=ACC=PRM do-INT

‘Let’s do the work first.” Ekara encoding primacy (‘first; primarily’)]

b. banti=n=gami=a asi-rai=du (%)

1PL=DAT=EMP=TOP do-POT=FOC do-NPST

‘We can do (that).’fgami encoding emphasis]

In summary, the interrelationship between the uargnt) case clitics and their

functions can be configured as shown AsEs 4-2 and 4-3 below.
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TABLE 4-2.Case forms and their functions: Sort by form

Name form Function (case) Function (limiter)

NOMinative =ga/=nu  S/A

GENitive =ga/=nu NP modifier
ACCusative =u/=a O

DATive =n S/A, E, locative, etc.
ALLative =nkai (E); goal
INSTrumental =sii instrument
ASsoCiative  =tu associated motion

CoMParative  =jarruu comparative ‘than’
ABLative =kara source; path PRiMacy ‘primarily’

LIMitative =gami limit (‘as far as’) EMPhasis

TABLE 4-3.Case forms and their functions: Sort by function

Form NOM ACC DAT ALL INST ASCCMP ABL LMT

Function
Case

Core argument  * * *

Extended core * *)

Peripheral * * * * % * *
Limiter * *

4.3.2. Nominative and genitive

A single pair of case forms=¢ga and=nu; see below for the choice between these)
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marks both subject NPs and phrasal modifier NEall the=ga/=nu that marks subject
NPs nominative case, and thga/=nu that marks phrasal modifier NPs genitive case
(see 84.1.4 for a more detailed discussion). Thugi55) and (4-56) belowa=ga

(1SG=ga) may be either ‘I’ or ‘my’.

(4-55) ba=ga ffa-gama=u=du Z-Za-di
1SG=GEN child=ACC=FOC scold-THM-INT

‘(1) will scold my little child’ [=ga as genitive] See (2-80) in §2.9.4.

(4-56) ba=ga ffa-gama=u=du Z-Za-di.
1SG=NOM child-DIM=ACC=FOC scold-THM-INT

‘I will scold (my) little child’ [=ga as nominative] See (2-92) in §2.9.4.

As briefly mentioned above, both nominative anditijege have two variant forms,

=ga as noted above, arthu as exemplified below.

(4-57) pztu=nu ffa=u=du jurav-tar.
man=NOM child=ACC=FOC call-PST

‘A man called (his/her) child§nu as nominative]

(4-58) pztu=nu ffa=u=du jurav-tar.
man=GEN child=ACC=FOC call-PST

‘(someone) called a man’s childfiu as genitive]

The alternation ofga and=nu in both nominative and genitive is in accordandgw
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the hierarchy as suggested below.

Pronouns  Nouns (proper, kinship/social status) &hais Others
=ga >>>>>>>>>>55>5>>5S5SSS5555SS5555SSSSSS>>>>>

LLLLL L L L L L L L L L L L L L L L L <<= U

FIGURE 4-1.Nominative-genitive hierarchy

Typologically, this hierarchy is basically analogouo the Animacy hierarchy
(Silverstein 1976) or Topic-worthiness hierarchyyie 1997), in which nominals are
hierarchically arranged: pronouns (1 > 2 > 3), hameoper names, and other nouns
(definite > indefinite). But in Irabu, this hierdmg works primarily in terms of the
opposition pronoun vs. non-pronourthe alternation ofsga and =nu is dependent
primarily on whether a given nominal is integraiatb personal pronominal system.
That is, as will be explained in the following pawraph, there are certain nouns that are
used in place of pronouns in Irabu, such as pro@enes, kinship terms (e.gja
‘father’; ani ‘elder sister’) and social status terms (esgnsii ‘teacher’; soncjoo
‘mayor’), and they are marked byga when they are used in place of
personal/demonstrative pronouns, asimsii=ga ffa=a umukutukam=mi‘(addressing
teacher) youchild is smart, teacher.” Such nouns may be mabyechu when they are
not used pronominally, as ginsii=nu ffa=a umukutukar kutu=nu uu-kar{in general)

a teacher’'shild tends to be smart'.

This integration of certain nouns into the persopeonominal system, or
avoidance of personal or demonstrative pronouriaviaur of kinship terms and social
status terms comes from an Irabu cultural norrthdfspeaker refers to the addressee or
some non-speech participant with a pronoun, therrétationship between the former
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and the latter will be one of equal or higher-toso social relationship, as between
friends, or between a parent and his/her childelaier sibling and his/her younger
sibling, a teacher and his/her pupil, etc. If tpeaker is lower in social status than the
addressee/third person referent, then the latteefesred to by kinship/social status
terms or by proper names with a proper honorif@rssuch asinsii ‘teacher’, as in
Kiigin-sinsii ‘Teacher Keigen’).

This principle of pronominal function in the ahetion betweensga and=nu
implies that indefinite and newly introduced refé@se which cannot be replaced by
pronouns, are always marked byu even if the referents are kinship terms, social
status terms, etc. This is in most cases true, rmit a one-hundred per cent
generalisation. Thus if a speaker introduces éisflwn father into discourse, and the

hearer does not know this father, then this reteieds to be marked Bnu:

(4-59) ba=ga uja=nu pZsara=n u-i-ba.
1SG=GEN father=NOM Hirara=DAT exist-THM-CVB.CSL
‘because my father is in Hirara...’ [in responséVithy are you going to board

ship?’]

Numerals may be marked either bga or by =nu, depending on their syntactic
function. On the one hand, a numeral may modifyealn introduced referent. The

numeral in such a use is marked=mnu.

(4-60) ju-taar=nu pzZtu=nu=du maar-i+u-tar.
four-CLFEHUMAN=GEN man=NOM=FOC wander-THM+PROG-PST
‘(There were) four persons walking around.’
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On the other hand, a numeral can often functiorplamcally, serving as head of an

argument NP. Heresga is employed to mark the numeral.

(4-61) ssibara, maibara, satubzZtu=nu a-tar=ca, fita-kiv.

north  south neighbour=NOM exist-PST=HS two-CLF.H@®US

pZtu-kiv=ga im=nu acca ja-i-ba...
one-CLF.HOUSE=NOM sea=GEN side COP-THM-CVB.CSL
‘There lived two households, north and south. Beeaangwas) near the

sea...’

4.3.3. Accusative and second accusative

There are two case forms that mark direct objdwd: dccusativesu (an unmarked
choice for a direct object NP) and the second attues=a (a marked choice). Since
the second accusative is a marked choice, | festibe the criteria for the choice of
the second accusative, then proceed to describeadbesative, which can appear

environments where the second accusative cannetapp

4.3.3.1. Second accusativea

The second accusative (glossed as ACC2) is highiyteld in frequency, syntactic
environment, and referentiality, in such a way @sndicate that this case form is a
low-transitivity marker, typically found in semianmsitive constructions as in the
so-called Altaic languages (Kuribayashi 1989, Kaaab®997). There are four major
characteristics found in the second accusative.

First, the object marked by the second accusdtlessed ACC2) has a severe
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restriction on its syntactic distribution. It musd adjacent to the predicate verb.

(4-62) kasa=a par-i-i=du niv-vi+u-tar=ca.
mosquito.net=ACC2 hang-THM-MED=FOC sleep-THM+PROSIRHS

O \Y

‘Hanging a mosquito nefthey) were sleeping.’

Thus, if the object NP and the verb are intervemed word or a clitic, the NP must be

marked by accusative rather than second accusative.

(4-63) kari=a tuz=zu=mai tumi-i, nnama=a
3SG=TOP wife=ACC=too search-MED now=TOP
jamatu=n=du ur-@=tii
mainland.Japan=DAT=FOC exist-NPST=QT

‘He has searched (i.e. has got) a wdad done other things he is supposed to

do in his age), and now lives in mainland Japan.’

(4-64) kari=u=ba kurus-i-i, sin-ah-a-@=tti
3SG=ACC=TOP kill-THM-MED die-CAUS-THM-INT=QT
irav=nkai t-tar=ca.

Irabu=ALL come-PST=HS
‘(He thought) “(I'll) kill him, make him die!”, (and he) came to Irabu.’
Second, the object marked by the second accusatostly appears in chained
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dependent clauses in clause chaining constructgiis3).

(4-65) [saz=za kav-vi-i], uma=n=du bi-zi+u-r.

towel=ACC2 wear-THM-MED that.place=DAT=FOC sit-THNROG
-NPST

‘[Wearing a towel(on his head)], (he) is sitting there.’

(4-66) nkjaan=du [nudu+ffu+vcca=tu mii+vcca=tu

old.times=FOC neck+black+squirrel=ASC  female+s@ASC

tunuka-gama=a nas-i-i], uri=u jama=nu mnaka=n

egg-DIM=ACC2 make-THM-MED that=ACC mountain=GEN rdld=DAT

usu-i-i u-tar=jaa=du...
hide-THM-MED PROG-PST=then=FOC
‘Once upon a time, [black-neck-squirrel and a fensajuirrel made eggsgnd

hid them in the middle of the mountain, then...’

Third, those chained clauses in which a secondsative appears tend to encode
descriptive states (they are ‘backgrounded’ in Hwpgnd Thompson’s 1980 terms)
rather than temporally sequential (‘foregroundedients. We will see why this
tendency is observed in §11.3.

Fourth, the object marked by the second accusaivaostly non-referential, as
shown in (4-65), though there are several examplesre this generalisation does not
hold, as shown in (4-66), in whictunuka-gama'small egqg’ is referential though
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indefinite. The last three characteristics arerimtied, and will be further discussed in
811.3.

TABLE 4-4 below illustrates the marked features of secaxulisative as opposed to
accusative. In the column Frequency, | examinedetm long narrative texts from

which the two case forms were extracted.

TABLE 4-4.ACC1 vs. ACC2

ACC1 ACC2
Frequency High (N = 308) Low (N =63)
Syntactic environment No restriction Chaining clause (backgrounded)

O+V constituent

Referentiality Referential preferred Overwhelmingly non-referaehti

Besides the four major features noted in the pres/paragraphs, there is a marginal
but noteworthy feature of the second accusativeart mark the possessor in a ‘X has

Y’ possessive construction (810.2.5).

(4-67) jaa=ja njaa-n pztu=kara=mai
house=ACC2 not.exist-NPST man=from=even
zin=nu=du tur-@=tii.

money=ACC=FOC take-NPST=QT

‘(He) will take money even from people (for whorhgte is no house

As will be discussed in 810.2.5, the possessor INEhé construction shows some
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properties of subject.

Taking these features together, it is clear that 4econd accusative signals low
transitivity. In the terminology of Hopper and Thpson's (1980) transitivity
parameters, the second accusative is LOVWhdividuation of O(referentiality),aspect
(telic or atelic, i.e. forgrounded or backgroundgmirticipant (transitive or intransitive;
cf. second accusative can mark intransitive supjestd negative polarity The low
referentiality manifests itself in the syntactic nstituency of O and V, a
cross-linguistically very common syntactic maniégtn of low transitivity. This
being said, we are still left with a question ofyjwthe second accusative is concentrated
in clause chains. This issue will be taken up agaig®11.3, where | will note that
medial verbs, which head chained clauses, lack gmoetogical aspectual distinction,
especially between perfective (sequential evernid)imperfective (descriptive states).
Thus | argue that the second accusative is emplaydchbu morphosyntax to help
mark this primary aspectual distinction in chaiéglises that are otherwise ambiguous
with regard to this distinction.

Before leaving the discussion of the second at¢mgsat is necessary to note the
fact that second accusativa is homophonous with topic markea. The allomorphy

is identical in these two morphemes.

TABLE 4-5. Topic marker and the second accusative markeallomorphy

CVV_ C_ Cu_ Elsewhere
TOP=a =ja =Ca =u =a
ACC2=a ja =Ca =u =a
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Diachronically speaking, both markers developednftbe proto-Japonic topic marker
*pba (Alexander Vovin, p.c.). Synchronically, howevere cannot say that the second
accusative functions as a topic marker, in viewheffollowing fundamental differences
between the two. The topic marker opts for refeaémMPs par excellence, while the
second accusative shows the opposite tendency, Asthe synchronic grammar of
Irabu, the direct object is topic-marked by a sgletdpic clitic=ba(a) (89.5.1.1). Third,
the topic marker does not appear within a subotdirdause or a chained clause,
whereas the second accusative can, or in fact ialmost restricted to these
environments. In (4-67) above, for example, théccka cannot be taken as the topic
marker, as the topic clitic never appears in aroadnal clause, so it is safe to say that

what we are looking at here is the second accuesativ

4.3.3.2. Accusative

The accusative case clitms occurs much more frequently than the second aticasa
(see Table 4-4 above), and is not restricted tomicy in specific environments like the
second accusative. Thus it may occur whether tiecbblP and the verb is adjacent or
not, whether the object NP occurs in a chainedselaar not, or whether the object is

non-referential or not.

(4-68) a.kari=a tuz=zu tum-i+a-@-m.
3SG=TOP wife=ACC search-THM+RSL-NPST-RLS
‘He has searched (i.e. has got) a w[f@ and V are adjacent]
b. kari=a tuz=zu=du tum-i+ar-@.
3SG=TOP wife=ACC=FOC search-THM+RSL-NPST
‘He has searched (i.e. has got) a wiji® and V are not adjacent]
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(4-69) a. [kari=u=ba kurus-i-i], sin-ah-a-@=tti

3SG=ACC=TOP kilF-THM-MED die-CAUS-THM-INT=QT

irav=nkai t-tar=ca.
Irabu=ALL come-PST=HS
‘(He thought) “(I'll) kill him, make him die!”, (and he) came to Irabu.’

[O in a chained clause]

b. kari=u=ba kurus-a-di=tii

3SG=ACC=TOP kill-THM-INT=QT

irav=nkai t-tar=ca.
Irabu=ALL come-PST=HS
‘(He thought) “(I'll) kill him!”, (and he) came to Irabu.’

[O not in a chained clause]

(4-70) a. ba=a manzjuu=jedu juu fau-@.
1SG=TOP papaya=ACC=FOC very eat-NPST

‘| often eat papayaqO is non-referential]

b. ba=a unu  manjuu=jedu fa-a-di.

1SG=TOP that papaya=ACC=FOC eat-THM-INT

‘I will eat that papaya[O is referential]
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4.3.4. Dative and allative

Dative case and allative case are markedtyand=nkali, respectively. There is good
reason to deal with these two clitics togetherstitheir functional range is similar, in
that both may mark extended core arguments (indiobgect, etc.) and peripheral
arguments (goal, etc.), though dative case is iaddily used to mark subject in the
dative subject construction (83.5.2). Second, thenes extended core argument,
specifically the indirect object, may be marked éther form, with a certain slight

semantic difference.

TABLE 4-6.Dative and allative: functional distribution
DAT ALL

Core (subject) *
Extended core

the argument afiar ‘become’, etc (83.6.3) *

indirect object * ™*
Peripheral argument

locative (spatial and temporal) *

effector *

goal *

4.3.4.1. Dative=n

The dative clitic marks an extended core (E) arqunm a peripheral argument

(locative and effecter), or a core argument (supjache dative subject construction.
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(4-71) vva=a sinsii=n=du nar-kutu=i.
2SG=TOP teacher=DAT=FOC become-OBL=eh

‘You are going (supposed) to become a teacher,[ER&tgument]

(4-72) nausi=ga kari=a sin-tar=ga? tama=n atar-@=ee?
how=FOC 3SG=TOP die-PST=FOC bullet=DAT hit-NPST=Q

‘How did he die? By getting hit by a bulR{E argument]

(4-73) taru=n=ga av-tar=ga?
who=DAT=FOC meet-PST=FOC

‘Whom did (you) meet?’ [E argument]

(4-74) nuuma=n fisa=a fii-ru.
horse=DAT grass=ACC2 give-IMP

‘Give hay to the horse.’ [E argument: indirect altje

(4-75) kari=a nnama=a pzsara=n=du u-r=dara=i.
3SG=TOP now=TOP Hirara=DAT=FOC exist-NPST=EMP=eh

‘He’s now in Hirara, eh?’ [peripheral argument:dtige]

(4-76) jarabi-gama=n=na juu budur=mai asi-tar=ruga.
child-DIM=DAT=TOP very dance=too do-PST=but
‘As a child, (I) did a bit of dancing many timesot’ [peripheral argument:

temporal locative]
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(4-77)

(4-78)

pzztir=n pus-i-i makas-i-i ai-jas-i-i=du

sun=DAT dry-THM-MED roll-THM-MED that.way-VLZ-THM-MED=FOC

jaa=nu pana=nu  naugara=u=mai cifii-@.
house=GEN roof=GEN what.you.imagine=ACC=too makesNP
‘(We would) dry (grass) the suroll it up; by doing that way (we would) make

the doo-dah that is on the roof of the house.’ifjferal argument: effector]

sinsii=n=na nkjagi-rai-n-@=pazi.
teacher=DAT=TOP eat.HON-POT-NEG-NPST=perhaps
‘You would not be able to eat (such a miserabladfob us), Mister.’ [dative

subject]

4.3.4.2. Allative=nkai

The allative clitic marks either an extended corgument (indirect object) or a

peripheral argument (goal).

(4-79)

ucinaa=nkai kabocja=u=mai doragonfiruuc=cu=mai

Okinawa=ALL pumpkin=ACC=too dragon.fruit=ACC=too

ufii=dara. juupakku=kara=ju.
send=EMP express.post=ABL=EMP
‘(You can) send pumpkins and dragon fruits, andoso Via express post.’

[indirect object]
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(4-80)

(4-81)

(4-82)

(4-83)
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ningin=nu=i kama=nu naka=nkai rri-i=du
human=ACC=eh iron.pot=GEN inside=ALL put-MED=FOC
fau-@=ti=nu panasi=nu=du a-taiba.

eat-NPST=QT=GEN story=NOM=FOC exist-CVB.PST.CSL
‘There is a story in which (some devil) puts humams an iron pot and eats,

so..." [indirect object]

ubaa-ta=ga nnuc=car-i-i ur-@=kja

grandmother-PL=NOM life=exist-THM-MED PROG-NPST=wéi

uri=u tu-i+uk-i-ba=du

that=ACC  record-THM+BNF-THM-CVB.CND=FOC

ffatrmmaga-mmi=nkamai batas-ai-r=tii.

child+grandchild-PL=ALL=too pass-POT-NPST=QT
‘If (we) can record that (story) while you are &j\we) can pass (it) to children

and grandchildren.’ [indirect object]

kari=a gakkoo=nkai=du par-tar.
3SG=TOP school=ALL=FOC leave-PST

‘He left for school.’ [peripheral argument: goal]

unu ssakan-gama=nu fisa=nu mii=nkai usum-ta-m.

that k.o.crab-DIM=NOM plant=GEN around=ALL hide-PRLS



‘That ssakarcrab hid into somewhere around the plant.’ [peniphargument:

goal]
(4-84) iravc=cu=baa ffa-gama-mmi=nkai nukusi-kutu=ca.
Irabu=ACC=TOP child-DIM-PL=ALL preserve-NPST.OBLSH

‘(He) says that (he) is going to preserve Irabu(@ar) children.’ [peripheral

argument: goal (recipient)]

In the speech of some speakers it was observédhinaleictic directional verti
‘g0’ may sometimes take dative case (as in 4-8bwhelrather than allative case. This
seems to be systematic rather than exceptionate sive also have a fused form
consisting of the dative clitic and the subsequirgctional verb (in its medial form):

=nkii (<=n ik-i-i), which expresses ‘going to...".

(4-85) gakkoo=n=du ifi-tar.
school=DAT=FOC go-PST

‘(He) went to school.’

(4-86) gakkoo=nkii=du asuv-tar.
school=going.to=FOC play-PST

‘(1) went to school and played.’

4.3.4.3. Dative and allative: semantic analysis
It is possible to give a rough characterisationhaf semantic contrast between allative
case and dative case. This involves the physigalffmdogical nature of the action on
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the one hand and the vector of the action on therofThe explanation below is
tentative, and further refinement is required tigto€uture research.

In the first place, the dative case is more assediwith static/psychological events
than the allative case, which is associated withenttynamic/physical events. In those
extended transitive verbs which designate physitatement of a patient/theme toward
a recipient/goal (e.g. ‘give’, ‘send’, ‘put (somety) into’), the indirect object may be
marked with allative case, even though dative nmarks an unmarked choice (all the
allative-marked indirect object NPs may be restatéti dative, but not vice versa).
Compare (4-87), in which indirect object is markeith allative, with (4-88), in which
indirect object is marked with dative, even tholglth examples involve the same verb
fiir ‘give’. The difference here, as was read from d¢batext from which the examples
were extracted, is that in (4-88) the ‘giving’ acti is not physical, but rather
psychological (the ‘giving’ is actually the decisiby the man from Miyako not to take

debt from the man from Irabu).

(4-87) kai  tavkjaa=nkai=du zin=nu=baa fii-tar.
3SG one.person=ALL=FOC money=ACC=TOP give-PST

‘(1) gave the money to him alone.’

(4-88) unu mjaaku+pztu ukka=u=mai tur-a-da,
that Miyako+man debt=ACC=even take-THM-NEG.MED
unu irav+pztu=n fii-tar=ca.
that I[rabu+man=DAT give-PST=HS
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‘The man from Miyako decided not to take debt (frdra man from Irabu), and

gave (the debt) to the man from Irabu.’

On the other hand, the semantics of allative cas# dative case can also be
described with the vector of an action. As is schigrally shown below, allative case is
the locus to which the action is directed (fromament [x]), while dative case is the
locus from which the action is directed (to a patig]), or simply unmarked for the

vector (in cases where the action is static/pshgchcal).

(4-89) Allative and dative: vector of action
a. [x]>>>>> [y

b. [X] <<<<< |[ybar (e.g. when [y] is the effecter, or the dative sgbpgent)

c. [X]-—---—-- [Vlpar

Another area in which the semantic differencesimis of (4-89) is clearly seen is
causative. The indirect object in causative corsitvas (which encodes the causee role)
opts for dative case in most examples. This istitated in (4-90) below, where the
extended transitive causative clause is underliAsds shown, in an extended transitive
causative, the underlying agent of an underived \m¥comes the causee, which is
encoded as indirect objegai@bi-mmi‘children’), while the underlying patient remains
patient, which is encoded as direct objettaydi=nu mm-gamé&a small potato’). The
semantic relationship between the causee and tlenps that the action of pulling out
is directed from the causee to the patient, thusamstrating the type (4-89b), which is

then naturally encoded by dative case as opposaithtove case.
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(4-90) jarabi-mmi=n akavdi=nu mm-gama=u

child-PL=DAT red.arm=GEN potato-DIM=ACC
pzk-as-i-i=du, nara=a im=nkai ik-i-i,

pull.out-CAUS-THM-MED=FOC oneself=TOP sea=ALL go-WHMED

suu=ju=mai tur-@.
seaweed=ACC=too take-NPST

‘(1) had children pull out red-armed potatoes (small and premature potatoes),

whereas (I) myself go to the sea and take seaweeds.

One of few attested examples in which allative oeles indirect object in a

causative is given below.

(4-91) ba=a mii=nu maada=a mii-n-@=ssiba=du,

1SG=TOP eye=NOM very=TOP see-NEG-NPST=so.that=FOC

kazi=nkai jum-asi-tar.

Kazu=ALL read-CAUS-PST

‘I don’t have good sight, so (I) had Kazu re#ak letter).’

Most examples of allative-marked causees involgguation where there should be a
more appropriate candidate who carries out theomaf the underived verb (e.g. in
(4-91) above it should be the speaker) but for soeason such a role has been passed
to someone else (e.g. in (4-91) ab&ae).
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4.3.5. Instrumental=sii

Instrumental case marks an instrument or a cawsefieral argument).

(4-92) fizi=sii jari+zin=nu=baa sak-i-i=ju,
mouth=INST worn.out+clothes=ACC=TOP split.up-THVER=EMP
ui=sii sazi-nagi=mai cifii-tar=dooi.
that=INST towel-APPR=too make-PST=EMP

‘(We) would split up worn out clothes with mouthe(i teeth), and (one) would

make towels and so on from that (i.e. split claths$trument]

(4-93) umad=sii akaras-i-@.
fire=INST light.up-THM-IMP

‘Light up with fire.” [instrument]

(4-94) kanamar+jam=sii=du niv-vi+ur-@.
head+disease=INST=FOC lie-THM+PROG-NPST

‘(He) is lying with headache.’ [cause]

It is possible forsii to encode a means of transportation when sulgeotaontrol

(e.g. as a driver), but not when subject is natantrol (e.g. as a passenger). In the latter

case, the ablative caskara (84.3.8) is used.
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(4-95) ba=a kuruma=kara=du ifi-tar.
1SG=TOP car=ABL=FOC go-PST

‘I went by car.’ [as a driver]

(4-96) ba=a kuruma=kara=du ifi-tar.
1SG=TOP car=ABL=FOC go-PST

‘I went by car.’ [as a passenger]

4.3.6. Associative-tu

Associative case has two different functions thabive two different structures. First,
it connects two NPs into a single complex heady@8lPNP,), just like ‘and’ in English.
In Irabu=tu is cliticised to the first (head of) NP. The sedd®P may also be marked by

=tu, thus showing the structure NRu NP,=tu, which is then followed by case.

(4-97) banti=tu vvadu=u agu+dusi jar-@=ruda.
1PL=ASC 2PL=TOP friend+friend COP-NPST=AD.ASR

‘We and you are close friends, aren’t us?’

(4-98) naa=ga ffa=tu mama-+ffa=tu=u

oneself=GEN child=ASC step+child=ASC=ACC

im=nkai saar-i-i ifi-tar=ca.

sea=ALL take-THM-MED go-PST=HS

‘(She) took her own child and her stepchild togka.’

212



(4-99) kui=tu kui=tu nzi=nu=ga masi?
this=ASC this=ASC which=NOM=FOC better

‘(Of) this and this, which is better?’

A second function oftu is to mark a peripheral argument encoding an &etHoe

role, analogous to ‘with’ in English.

(4-100) miju+sinsii-ta=tu ucinaa=nkai ifi-tar. banti=a=ju.
Miyo+teacher-PL=ASC Okinawa=ALL go-PST 1PL=TOP=EMP

‘We went to Okinawa with Teacher Miyo and others.’

(4-101)kunu tuz=za sitabutu=tu mmja maar-i-i
this wife=TOP bedfellow=ASC INTJ wander-THM-MED
ur-@=pazi=tii umu-i-i...
PROG-NPST=maybe=QT think-THM-MED

‘This wife (of mine) is probably keeping companythva bedfellow, thought

(the husband)...’

4.3.7. Comparative=jarruu

zjarruu marks a peripheral argument encoding a comparatdlation, roughly

corresponding to ‘than’ in English.
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(4-102)im=nu munu=jarruu  pai=kara=nu munu=nu=du masi
sea=GEN thing=CMP field=ABL=GEN thing=NOM=FOC bette

‘The things from field are better than the thingshe sea.’

(4-103)aca=nu usi=nu mumu=jarruu
tomorrow=GEN cattle=GEN leg=CMP
Kjuu=nu macja=nu  mumu.
today=GEN bird=GEN leg

‘Rather than tomorrow’s cattle’s leg, today’s b&rdég.’ [i.e. immediate small

profit is more valuable than uncertain bigger grpfi

This clitic developed from the copulg@r + suu (84.2.1.8), with /s/-to-/r/ assimilation

unique to the formal nousuu(82.10.3).

4.3.8. Ablative=kara

The clitic =kara functions either as an ablative case marker oérgpperal argument
encoding source, beginning point, or path (‘pla&di, as in (4-104) to (4-107) below,
or as a limiter encoding primacy, i.e. ‘primarilfirst; to begin with’, as will be

described in §9.4.5.

(4-104)guu=nu mii=kara  unu pav=nu idi-i C-Ci-i,

cave=GEN inside=ABL that snake=NOM exit-MED comeMHIED
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kanu midum=mu=du saar-i-i ifi-tar=ca.
that woman=ACC=FOC take-THM-MED go-PST=HS

‘From inside the cave, that snake came out, arkltteet woman away.’

[source]
(4-105) uri=u=baa pztu=kara=du cifi-tar=ri.
that=ACC=TOP man=ABL=FOC hear-PST=eh

‘(You) heard about that from someone, eh?’ [source]

(4-106)kjuu=kara  aca=gami kakar-kutu ja-i-ba,

today=ABL tomorrow=LMT sustain-NPST.OBL COP-THM-CMBSL

ba=a mmja ik-ai-n-@.
1SG=TOP INTJ go-POT-NEG-NPST
‘(The job) will last from today to tomorrow, so &enot go.’

[beginning point]

(4-107)mmi-gama=nu  ir=nu mci=kara sugu kunu
sea-DIM=GEN west=GEN road=ABL now this
mazimunu=nu=du kaju-i+ur-@=pazi.

evil.spirit=NOM=FOC go-THM+PROG-NPST=maybe
‘Maybe through the road (which is) west to the $k, evil spirit is going (to

my house), perhaps.’ [path]
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4.3.9. Limitative =gami
The clitic =gami functions either as a limitative case marker geapheral argument
encoding limitation ‘until; as far as’, as is shown(4-108) and (4-109) below, or as a

limiter encoding emphasis (§9.4.7).

(4-108)icinensjee=kara  cjuugakkoo=gami zazaa=tti
freshman=ABL junior.highschool=LMT ONM=QT
suru-i-i mmja cjokugo=ti asi-ta-m.
gather-THM-MED INTJ Imperial.speech=QT do-PST-RLS

‘From freshmen (of elementary school) to (studeffgunior high school,

people gather and line up, and (the principal) legakerial speech.’

(4-109)ici=gami=mai ganzuunar-ras-i-i nagaiki  as-su=juu.
when=LMT=even good.health-VLZ-THM-MED long.live dMP=COR

‘For all time (lit. Until whenever) keep good hdalnd live long.’

4.3.10. Case ellipsis
Case ellipsis of core argument NPs is motivateddmgplex factors that | have not been
able to identify in full detail. The full identifation of the exact factors which contribute
to case ellipsis is an important future researglictaBelow | note some of the major
contributors to case ellipsis.

First, when core argument NPs are followed byatertimiter clitics or the topic
marker=a, the nominative case must be ellipted. Thus ifilgject NP is marked by a
limiter clitic =mai ‘too; even’,=dumma(emphasis), or topic clitisa, nominative case
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is always ellipted.

(4-110)ba=a uri=u=baa S-Si+u-@-m
1SG=TOP that=ACC=TOP know-THM+PROG-NPST-RLS

‘I know that, too.’

(4-111) barFmai uri=u=baa S-Si+u-@-m
1SG=too that=ACC=TOP know-THM+PROG-NPST-RLS

‘I know that, too.’

(4-112)barrdumma  uri=u=baa S-Si+u-@-m
1SG=EMP that=ACC=TOP know-THM+PROG-NPST-RLS

‘I know that, too.’

Second, a case-marked NP tends to be more emphatica case-ellipted NP. In
other words, case ellipsis tends to occur wherN\dRas not salient in discourse. In the
short dialogue below, the direct object NP in theexh of A is not case-marked, and it
is followed by the limiter clitic=mai ‘even’. However, in the speech of B the same
direct object carries accusative case-marking sl éxample with an overt case is
more emphatic: as is shown, focus marking can owaden case-marked object and
=mai co-occur, but does not occur when case-elliptgdcbland=mai co-occur. Thus,

other things being equal, a case-marked NP is eroghatic than a case-ellipted NP.

(4-113)A. kuri=a nau=mai s-sa-n-@=dara=i.
3SG=TOP what=even know-THM-NEG-NPST=EMP=eh
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‘This (woman) doesn’t know anything, does she?’

B. gui! kuri=a nau=ju=mai=du s-si+u-@-m!
Wow 3SG=TOP what=ACC=even=FOC know-THM+PROG-NP3BR

‘Come on! This (woman) knows everything!’

Thirdly, when a core argument NP is non-referéntias more likely that the case

of the NP will be ellipted. This factor is relatedthe second, i.e. saliency in discourse.

(4-114)kan tur-ga ik-a-di.

crab catch-CVB.PUR go-THM-INT

‘Let’s go to catch crabs

(4-115)unu karrnu tur-ga ik-a-di.

that crab=ACC catch-CVB.PUR go-THM-INT

‘Let’s go to catch that cralfpointing to a crab that is moving]

Finally, there are a couple of important synta¢tictors: subordinate clauses are
more likely to induce case ellipsis than main aodrdinate clauses, and copular subject

is more likely to induce case ellipsis than subjedther constructions.

(4-116)a. ami fii-@ tukja=n=na nau=ju=ga asi-kutu?

rain  fall-NPST time=DAT=TOP what=ACC=FOC do-OBL

‘What should (we) do (in the time) when the raralling?’
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b.

(4-117)a.

b.

ami=nu fit-kutu.

rain=NOM fall-OBL

‘It will rain.’

Zzu  fau-@ tukja=n=na nausi=ga
fish eat-NPST time=DAT=TOP how=FOC

‘What should (we) cook when we eat fish?’

ZZu=u fau-kutu.

fish=ACC eat-OBL

‘(1) am supposed to eat fish (for today’s lunch).’

(4-118) ujakii=ti=nu pztu udnaatpZztu,

rich=QT=GEN man Okinawa+man

kibann=ti=nu pztu  mjaaku+pztu  a-tar=ca.

dskutu?

do-OBL

poor=QT=GEN  man Miyako+man COP-PST=HS

‘The rich manwas a man from Okinawa, (while) the poor mneas a man from

Miyako.’
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Chapter 5

Morphology of nominals and adnominals

This chapter presents the subclassification andohodogy of the nominal word class
and the adnominal word class and their internalcttres. As noted in Chapter 3, a
nominal is a word that only heads an NP, servingtagtically as an argument, a
predicate nominal, or the modifier of an NP in aursive manner. Adnominals are a
very small class. | deal with nominals and adnoisitagether in this chapter because
they are defined in terms of NP structure.

Nominals fall into five subclasses based on tlgmtactic and semantic features.
These are: pronouns, nouns, numerals, interrogatimeefinites, and non-pronominal
(manner and locative) demonstrative nominals. A¢ #tage, one note is necessary
about the fact that numerals and certain demonstégaare classified as nominals. They
can serve as minimal NPs and demonstrate all ofhiie® syntactic functions of NPs
(arguments, predicates, or the modifier of NP)ugin the argument function may be
rarely attested (specifically, in demonstrative mamwords). Even though not criterial
for the nominal word class, unlike typical nominaigh as nouns, it is not common for

these nominals to be modified by another NP ordanomninal (clause).

5.1. Nominals and adnominals: overview

5.1.1. The distribution in terms of NP structure

Both nominals and adnominals occur in NP structdsawas noted in §3.3.1, a nominal
is defined as a word that exclusively heads anNNPstructure is recursive, and so an
NP may be the modifier of another NP. Thus, thenel& filling the modifier slot of an
NP in (5-1) is actually an NP itself. This is ewided in the fact that it also carries the
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NP extension, i.e. case.

(5-1) agu=nu jaa=n=du asuv-tar.
friend=GEN child=DAT play-PST

‘(1) played at (my) friend’s house.’

Thus,aguin (5-1) is an NP, in the same sense #tai=nu jaain (5-2) below is an NP.

The difference is thaaguin (5-1) is a minimal NP, whereagu=nu jaain (5-2) is a

complex NP.

(5-2) agu=nu j[aa=nu mai=n=du asuv-tar.

friend=GEN house=GEN front=DAT=FOC play-PST

‘(1) played in front of (my) friend’s house.’

On the other hand, adnominals, likeu in (5-3), only fill the modifier slot of an
NP. They cannot be considered minimal NPs, sineg tlo notheadan NP. They do not

carry case, the NP extension.

(5-3) unu jaa=n=du asuv-tar.
that house=DAT=FOC play-PST

‘(1) played at that house.’

5.1.2. Demonstratives
Demonstrative is a functional category, not a wolaks, as some demonstratives are
nominals and some are adnominals.
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Demonstrative roots are bound morphemes from wrach derived either
pronouns or non-pronominal demonstratives, by hitgcderivational affixes such as
-(Ni  (pronominaliser), -ma (locative), -i (manner), and-nu (adnominal). The
demonstrative root formally distinguishes betwessxpnate (close to both the speaker

and the hearer), medial (close to the hearer)dastdl (distant from both).

TABLE 5-1. Demonstrative root and derived forms

PROXIMATE MEDIAL DISTAL
Pronoun Singular  ku-(n)i u-(ni ka-(n)i
Plural ku-nukja/ku-ntja  u-nukja/u-ntja  ka-nukja/ka-ntja
Locative ku-ma u-ma ka-ma
Manner word ku-i a-i ka-i
Adnominal ku-nu u-nu ka-nu

Demonstrative adnominals belong to the adnominatdwadass, whereas all other
demonstratives belong to the nominal word classm@estrative pronouns are
composed of a demonstrative rokt{for proximate,u- for medial, andka- for distal)
and a demonstrative pronominaliser which furthstiniguishes singular and plural (see
85.2.2.1 for more detail). The parenthesised /neisined when the following /i/ is
followed by a vowel, as iku(r)i ‘this’ + =a (topic) > kuria [kuda], or ku(r)i + =u
(accusative) >kuri=u [kucdu:]. Otherwise /r/ is often deleted, askn(r)i > kui ‘this’,
ku(r)i + =n (dative) >kui=n, especially in fast speech.

In addition to these frequently used demonstratimewhich a demonstrative root
is followed by a derivational affix to form a nomainor adnominal stem, there is a
compounding strategy in which a demonstrative redatirectly followed by a nominal

root to form a nominal word:
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(5-4) a. kutpagi b. u+pagi c. katpagi

this+bigness that+bigness that+bigness
‘this size’ ‘that size’ ‘that size’

(5-5) a. ku+daki b. u+daki c. ka+daki
this+state that+state that+state
‘like this’ ‘like that’ ‘like that’

Also, there are a few nominals (especially timens)uvhich contain one of the three
demonstrative roots, as kunur ‘these days’ (which apparently contains the proxena
demonstrative rooku-) and un ‘those days’ (which apparently contains the medial
demonstrative rootu-). However, as these examples show, such forms nate
systematically combinable with the full set of derstative roots, bur rather are

lexicalised.

5.2. Subclassification of nominals

5.2.1. Nouns

A noun functions as an NP of any kind (i.e. argutmpredicate, and modifier of a larger
NP). A noun may consist of a root alone, asjarmabi ‘child’, but may also be
morphologically complex with various derivationdfixations (as injarabi-gama-mmi
‘child-DIM-PL.: little children”) and/or compoundingr reduplication (as ibiki+jarabi

‘male+child: boy’). The derivational morphology wbminals is described in 85.3.
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(5-6)

(5-7)

(5-8)

(5-9)

|arabi=nu=du nak-i+ur-@.
child=NOM=FOC cry-THM+PROG-NPST

‘A child is crying.’ [subject argument NP]

jJarabi=u=du jurav-tar.
child=ACC=FOC call-PST

‘(x) called a child’ [direct object argument NP]

uri=a jarabi=dara
3SG=TOP child=CRTN

‘It's a child’ [predicate NP]

jarabi=nu cin
child=GEN clothes

‘A child’s clothes’ [the modifier of an NP]

Time nouns such aaca ‘tomorrow’, cinu ‘yesterday’, situmuti ‘morning’, and

mainici ‘everyday’ can additionally function adverbially. h@y directly modify

predicates without carrying case.

(5-10) a. cinu=du ag-tar

yesterday=FOC do-PST

‘(1) did (the job) yesterday.dnuis a nominal]
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b. juu=du ag-tar.
very=FOC  do-PST

‘() did (the job) much.’juu is an adverb]

(5-11) a.situmuti=du  par-tar=ca.
morning=FOC leave-PST=HS

‘(He) left (in the) morning, they saysifumutiis a nominal]

b.sigu=du par-tar=ca.
shortly=FOC leave-PST=HS

‘(He) left shortly.” [sigu is an adverb]

5.2.2. Pronouns
Pronouns are words that have little intrinsic megnireferring to entities in the
immediate physical or discourse context, and whictmally functions as NPs without
modifiers. They include personal pronouns, dematisex pronouns, and reflexive
pronouns. As was noted in 84.3.2, one systemaheaweur shared by pronouns is that
they require=ga rather thar=nu for nominative and genitive cases. Also, pronouns
formally distinguish number for human referents.

When a pronoun heads an NP, a modifier does nohaity occur, though it is

possible for an adnominal clause to modify a pron@s in:

(5-12) [vva=ga az-zZi+u-tar] karrFa=da?
2SG=NOM say-THM+PROG-PST 3SG=TOP=how.about
‘What happened to that (qujvho you were talking about]?’
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5.2.2.1. Personal pronouns and demonstrative pronos

Irabu is a language where personal pronouns eristfor first and second persons,
exemplifying Bhat's (2004: 134) ‘two person’ typEunctionally speaking, person
reference in lIrabu is a system where first and rs@cperson reference (speech
participant reference) is marked by distinct forthat are used exclusively for person
reference, or personal pronouns, while third pensfarence (speech non-participant
reference) is obligatorily combined with demonswatreference, formally coded by

demonstrative pronouns.

TABLE 5-2. Personal and demonstrative pronouns in termsf dunction

Person reference Demonstrative reference Form

1* person + - Personal pronoun
2" person + - Personal pronoun
3 person + + Demonstrative pronoun

TABLE 5-3. Personal pronouns and demonstrative pronouns iterms of form

Singular Plural (root-PL)
1 person ba(n) ban-ti
2" person wa wa-du
3 proximate ku-(n)i ku-nukja/ku-ntja
person .
medial u-(r)i u-nukja/u-ntja
distal ka-(r)i . ka-nukja/ka-ntja

As can be seen, personal and demonstrative prordistisguish number (singular vs.
plural) for human referents. Thus the plural forofsthe third person are used for

human referents only, which is indicated by thekbrolines {nukja and -ntja are
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allomorphs with no semantic difference; probabiyukja> -ntja diachronically).

The first person forms deserve special attentiotwp respects. First, the singular
form is irregularly boundh@a-) when followed by=ga (nominative or genitive) ora
(topic). When followed byu (accusative), the first person singular form slised as
another bound sterbanu- Nakama (1992) reports thah (dative) also requires this
latter type of stem, giving rise toanu=n which is also wide-spread across Miyako
varieties, but | could not elicit the form or fintdin the text data. Rather, dative is

realised as simplean (nasal + nasal > nasal: sequential nasal deletion; §2.10.2).

(5-13) ba=ga ffa cf. ban=kara tur-tar
1SG=GEN child 1SG=ABL take-PST
‘My child’ ‘(x) took (something) from me’
(5-14) ba=a par-a-di.

1SG=TOP leave-THM-INT
‘I will leave.’

[irregular]

(5-15) banu=u mii-ru.
1SG=ACC look-IMP
‘Look at me’

[irregular]

(5-16) ban=@ munu=u fii-ru.
1SG=DAT thing=ACC give-IMP
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‘Give me something to me.’ [sequential nasal defdti

Second, the first person plural form is often use@ncode ‘us but not you’ (i.e.
exclusive implication). If one wants to express fuseand you’ (inclusive) explicitly,
the nounduu ‘body’ is used instead. Thatuu is a noun rather than a pronoun is
indicated by the fact that it carries nominativeigee =nu, and does not contain a

plural morpheme.

(5-17) a. kuma=a banti=ga sim-i+ur-@ sima.
this.place=TOP 1PL=NOM live-THM+PROG-NPST island

‘This is the land we live in’ (e.g. speaking ttraveller)

b. kuma=a duu=nu sim-i+ur-& sima.
this.place=TOP body=NOM live-THM+PROG-NPST island

‘This is the land we live’ (e.g. speaking to aumie in the local congress)

(5-18) a. banti=ga ffa
1PL=GEN child

‘Our child’ (e.g. when introducing the child toraseone)

b.duu=nu ffa

body=GEN child

‘Our child’ (e.g. when speaking to the partner)
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5.2.2.2. Reflexive pronouns

Reflexive pronouns area(r)a ‘oneself’ (singular) anchaa-du ‘selves’ (plural). The
parenthesised /r/ is deleted wheei(r)a is followed by nominative/genitivega, as in
na(r)a + =ga > naa=ga or by the plural morphemelu as shown above. If an NP is a
subject and if another NP in the same clause igf@yential with it, a reflexive pronoun
is substituted for the latter. This rule is oblmyatin the case of third person pronouns
but is optional in first and second persons (beedhe use of the first/second person

pronouns for the co-referential NPs would not resuany ambiguity).

(5-19) 1% person subject > the same referent as a direetbbj
ba=a kagami=n nara=u=du mii-tar.
1SG=TOP mirror=DAT RFL=ACC=FOC see-PST

‘I saw myself in a mirror.’

Or ba=a kagami=n banu=u=du mii-tar.

1SG=TOP mirror=DAT 1SG-ACC=FOC see-PST

(5-20) 2" person subject > the same referent as a direetbbj
vva=a kagami=n nara=u=ru mii-tar?
2SG=TOP mirror=DAT RFL=ACC=FOC see-PST

‘Did you see yourself in a mirror.’

Or vva=a kagami=n vva=u=ru mii-tar.

1SG=TOP mirror=DAT 2SGACC=FOC see-PST
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(5-21) 3 person subject > the same referent as a direetbbj
kari=a kagami=n nara=u=du mii-tar.
that.persoi=TOP  mirror=DAT RFL=ACC=FOC look-PST

‘S/he looked at himself/herself in the mirror.’

cf. kari=a kagami=n  kari=u=du mii-tar.
that.persoFrTOP mirror=DAT that.persgpRrACC=FOC |ook-PST

‘S/he looked at him/her in the mirror.’

na(r)a and naadu have one characteristic apparently not typical efiexive
pronouns cross-linguistically, i.e. as pronoungeferential with subject ‘in the same
clause’(Schachter and Shopen 2007: 26). In quoted spégpltdlly in narratives),
they can occur sentence-initially with no obviowslaxive controller (i.e. subject)
present in the clause, as in (5-22) and (5-23) vibeBuch examples are typically
accompanied by the hearsay marketa (89.3.3) or the quotative markertii=

(811.4.4.1) after the quoted portion.

(5-22) nara=a ik-a-di=ca.

RFL=TOP go-THM-INT=HS

‘(X says) “I'll go”.’
(5-23) nara=u=ba pus-i-i nci+a-r=tii
RFL=ACC=TOP dry-THM-MED put+RSL-NPST=QT

‘(Mermaid said) “(they) dried meon (the roof)™
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This ‘sentence-initial reflexive’ suggests that tieflexive controller is not necessarily
an overt subject in the clause in which the reflexpronoun appears, but the subject of
a quotative expression that can be contextuallgpwered. For example, as is shown in
the free translation of (5-22) and (5-23), it ispible to recover the clause ‘X said’, and
the third person ‘subject’ X controls the reflexive
Functionally speaking, the appearance of the &w-initial reflexive’ in quoted

speech indicates the commencement of a quotatiuh,tlsis is a helpful indicator
especially because Irabu is an OV language wheradtual quotation markers such as

=tii come only after the quoted speech section.

5.2.3. Numerals

Numerals are made up of a numeral root and a @ixssuffix. They can function as
NPs, but most of their uses are adverbial, i.e. ifyiod) predicates with no case (in
generative grammar this would be called ‘quantifleat’). The adverbial function is

illustrated in (5-24) to (5-26):

(5-24) pztu=nu=du mz-taar kuma=n ur-@.
man=NOM=FOC three-CLF.HUMAN this.place=DAT exist-8P

‘Persons, (with) three members, are here.’

(5-25) pztu=nu=du kuma=n mz-taar ur-@.

man=NOM=FOC this.place=DAT three-CLF.HUMAN exist-8P

‘Persons are here (with) three members’
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(5-26) mz-taar ur-@.
three-CLF.HUMAN exist-NPST

‘(Persons) are here (with) three members’

Note in (5-26) that it is not possible to analybe humeral as floating, as the head
nominal from which the numeral should float (as &gy, mztaar=nu pztu‘three
persony is missing here. Rather, the examples abovéatier analysed as being used
adverbially, one very common characteristic of nwais in Irabu.

When used as an NP, a numeral either functiortheasnodifier of an NP (as in
(5-27) below), or as an argument NP (as in (5-88pbt32) below) or a predicate NP (as
in (5-33) below)** It is very common for a numeral to be modifieddnother NP, as
shown in (5-31), or by an adnominal (clause), aswshin (5-29) and (5-30). In (5-28),
mz-taar ‘three persons’ andi-taar ‘two persons’ function anaphorically just like
pronouns. As was noted in 84.3.2, whereas in thenN@fier function numerals opt for
genitive =nu rather than=ga, in the subject function they take the nominathga

rather tharFnu.

(5-27) mz-taarnu pZtu
three-CLF.HUMAN=GEN man

‘Three persons’

31 An anonymous reviewer argued that a numeral doekead an NP but serves as a modifier without a
head noun, i.e. it demonstrates a headless steyetsiin the case of English (d.gaw thrego mearl

saw three persofsHowever, unlike English, a numeral in Irabu iw@rd consisting of a numeral root
and a classifier suffix, thus it is impossible tmpare numerals in Irabu with those in other laggsa

like English directly. Sayinggsaw three (personsh English (where the head in brackets is omitted)
different from saying this in Irabu, since the keted head must be stated in the form of classifieus,

the numeraimz-taar(three-CLF.HUMAN) can be used either independemttyin (5-26), or as a modifier
of an NP, as in (5-27).
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(5-28)

(5-29)

(5-30)

(5-31)

(5-32)

234

mz-taarga kuma=n,

three-CLF.HUMAN=NOM this.place=DAT

fitaar=ga kama=n u-ta-m.
two-CLF.HUMAN=NOM that.place=DAT exist -PST-RLS

‘Three (of them) were here, and two were therebjsct argument NP]

unu mz-taaeru saar-i-i kuu-@.
that three-CLF.HUMAN=ACC take-THM-MED come-IMP

‘Bring those three persons.’ [Direct object argutnéR]

ifisa=n sn-tar mz-taarnu paka
war=DAT die-PST three-CLF.HUMAN=GEN grave

‘The grave of three persons who died in the waif¢Ex object argument NP]

kama=nu mz-taankai munu=u fii-ru.
that.place=GEN  three-CLF.HUMAN thing=ACC give-IMP

‘Give things to the three persons there.’ [Indirelofect argument NP]

ju-taar=kara mz-taarFn=du nar-tar.
four-CLF.HUMAN=ABL three-CLF.HUMAN=DAT=FOC become%$T
‘(The number of people) became three from (theimai) four.’ [peripheral

argument NP and extended core argument NP]



(5-33) kuma=n t-tar=ra mz-taardu a-tar.
this.place=DAT come-PST=TOP three-CLF.HUMAN=FOC CP®&T

‘(The people who) came here was three (persomdedicate NP]

Depending on what is being counted, both numeraisrand classifier suffixes
may take on different forms. For example, as itaistd in the examples above, humans
are counted by the HUMAN classifietaa(r) (‘persons’), whereas, as in (5-34) and
(5-35) below, inanimate nouns are counted by varidassifiers such as the HOUSE
classifier -kjuu or the GENERAL classifierci. Also, numeral roots are variable
depending on the classifier suffix they carry. Thihsee houses’ in (5-34) and ‘three

things’ in (5-35) differ both in the numeral roatcathe classifier suffix.

(5-34) mz-kjuu=nu jaa.
three-CLF.HOUSE=GEN house

‘Three houses (or households)’

(5-35) mii-ci=nu macigai
three-CLF.GENERAL=GEN error

‘Three errors’

As is shown in the examples above, the numeral falso differs depending on the
classifier attached to it. In the case of a numkenaithree’, the basic form is mz-, which
may be mii- when followed by the general classifigi See Tables 5-4 and 5-5 for
more examples of classifiers and numerals.

In information questions, the numeral root is agpld byifi- ‘how many’, as in:
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(5-36)

(5-37)

(5-38)

ifi-taar=nu pztu=ga?
how.many-CLF.HUMAN=GEN man=FOC

‘How many persons (are there)?’

ifi-kjuu=nu jaa=ga?
how.many-CLF.HOUSE=GEN house=FOC

‘How many houses (or households) (are there)?’

ifi-ci=nu macigai=ga?
how.many=CLF.GENERAL=GEN error=FOC

‘How many errors (are there)?’

Below are two major sets of numerals. The numesalfar general inanimate nouns

(TABLE 5-4) is morphologically most transparent, and nobshe numeral roots here are

also used in cardinal counting in isolation.

TABLE 5-4. Numerals for counting general inanimate nouns

Numbers word form morphological structure

© 00 N O Ol WDN P

10

piti-ci NUM -CLF:GENERAL
fitaa-ci

mii-ci

juu-ci

iCci-Ci

mm-ci

nana-ci

jaa-ci

kukunu-ci

tuu NUM

11to 19 tuu+piti-ci, etc. NUM (‘10'+'1’, etc.) -CLF:GENERAL
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20+ (loans) nizjuu non-native number system (< Japanese)
How many ifi-ci NUM.WH-CLF.GENERAL

The basic numeral roots in the table above alsticgzate in other numeral + classifier
combinations as iMABLE 5-5, though the numeral roots of lower numberpdemlly
‘1) tend to be irregular and suppletive. Note thmTABLE 5-5 the numeral root for ‘1’

is not the basipztu-but an irregulatavkjaa

TABLE 5-5. Numeral word set for counting humans

Numbers human morphological structure

1 tavkjaa suppletive form

2 fi-taar’ NUM -CLF:HUMAN

3 mz-taar

4 ju-taar

5 IcT=nu pZtu NUM + =GEN +pztu

6 muju=nu pztu (with the minor exception for ‘six’)
7 nana=nu pztu

8 jaa=nu pztu

9 kukunu=nu pztu

10 tuu=nu pztu

11to 19 tuu-pitici=nu pZztu NUM -CLF:GENERAL + =GEN +pztu
20 (loans) nizjuu Non-native system (< Japanese)
How many ifi-taar NUM.WH-CLF.HUMAN

5.2.4. Interrogatives

Interrogatives fall into six basic forms which axts, and just two complex forms
which are composed of a basic form plus other mamg(s). The basic forms may
function as NPs, and are thus nominals. On therdthad, complex forms are not

straightforwardly classified as nominals.

%2 Here, the numeral is underlyindiya-, with the second syllable deleted when followedtagr
(fita-taar > fi-taar) by hapalogy. This analysis was suggested by anyanous examiner of the thesis.
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5.2.4.1. Basic forms
The basic forms, as listed imALE 5-6 below, can all serve as NPs in any of theethre

functions.

TABLE 5-6. Basic forms of Interrogative

Form Meaning

nau what

taru who

nza where

nzi which

ici when

iccja how much; to what extent

Unlike typical nominals such as nouns, it is notmawon for interrogatives to be

modified by another NP or an adnominal (clause),itoig possible, as shown in (5-42)

and (5-43).
(5-39) nau=ju=ga fau-tar=ga?
what=ACC=FOC eat-PST=Q

‘What (did you) eat?’ [Argument NP]

(5-40) iccja=ga a-tar=ga?
how.much=FOC COP-PST=Q

‘How much was (it)?’ [Predicate NP]

(5-41) nza=nu pztu=du a-tar?

where=GEN man=FOC COP-PST
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‘Which place’s person was (he)?’ [Modifier of NP]

(5-42) vva=a nza=nu taru=ga?
2SG=TOP where=GEN who=Q

‘Who are you from whose family?’ [modified by NP]

(5-43) wva=a iravg=nu nau=ju=ga nara-i+ur-@g=ga?
2SG=TOP Irabu.language=GEN what=ACC=FOC learn-THR®E-
-NPST=Q

‘What (element) in the Irabu language are you sthugfy/ [modified by NP]

The interrogativesci ‘when’ and iccja ‘how much; to what extent’ can also be

used adverbially.

(5-44) asii mmja ici=ga fii-kutu?
then INTJ when=FOC come-OBL

‘Then, when will (you) come?’

(5-45) vva=a iccja=ga kav-tar=ga?
2SG=TOP how.much=FOC buy-PST=Q

‘How much (did) you buy?’

It is not a straightforward matter to subclassifg numeral foifici ‘how many’, as
it exhibits characteristics of both numerals antermogatives. On the one hand, it
carries a classifier suffix just as numerals dotl@other hand, it marks an information
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guestion just as interrogatives do. Also, the majgrtactic criteria for distinguishing
nominal subclasses, i.e. in terms of the syntdatictions, do not work here. However,
there is a subtle but consistent difference betweenerals (including ‘how many’) and
interrogatives: when used as subject, numeralksladi nominative casega rather than
=nu, while interrogatives takenu rather than=ga. Thus in (5-47)jfitaar ‘how many
(people)’ takessga. However, it is much more common to use the nuhseheerbially,

as in (5-48), than as subject, as in (5-47).

(5-46) taru=nu=ga sin-tar=ga?
who=NOM=FOC die-PST=Q

‘Who died?’

(5-47) ui=kara=a ifi-taar=ga=ga sin-tar=ga?
that=ABL=TOP how.many-CLF.HUMAN=NOM=FOC die-PST=Q

‘Out of them, how many persons died?’

(5-48) ui=kara=a ifi-taar(=ga) sin-tar=ga?
that=ABL=TOP  how.many-CLF.HUMAN(=FOC) die-PST=Q

‘Out of them, how many persons died?’

5.2.4.2. Complex form: ‘how’
‘how’ is expressed witmau ‘what’ followed by instrumental casesii. However,
nau=sii is in most cases reduced mau=si, and unlike an instrumental argument,

nau=sican serve as head of a phrasal modifier NP, meanimat kind of’ (5-50):
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(5-49) sjensoo uwar-i-i=kara nausi=ga nbjav-tar?
war finish-THM-MED=ABL how=FOC  survive-PST

‘After the war finished, how did (you) survive?’

(5-50) nausi=nu munu=u=ga kav-tar=ga?
how=GEN thing=ACC=FOC buy-PST=Q

‘What kind of thing did (you) buy?’

Sincenau=si(i) has a conventional meaning ‘how?’ or ‘what kind?describe it as a

morphemenausi(i) Syntactically,nausi(i) directly modifies a predicate (i.e. adverbial)
or is the modifier of an NP. The latter charactariat first appears to justify treating
nausias an adnominal, but given that it carries the ktersion when functioning as

the modifier of an NP, it is actually a minimal N8, a nominal word.

5.2.4.3. Complex form: ‘why/how’

The interrogative ‘why’ (or ‘how’) is expressed Wwita morphologically complex
construction centring onau ‘what’: nau=si=tii (what=do=QT ‘(lit.) by doing what).
This construction functions adverbially. It is ofteealised as a fused fornautti or
nauttee.Based on this morphological unity and the converdisemantics | describe
nau=si=tii and its variants as a single morphemagisitii (~nauttii) meaning ‘why’ or
‘how’. They do not function as NPs. Rather theyyohinction adverbially, directly

modifying predicates. Thus they are exceptiondklirogative adverbs’.

(5-51) nautti=ga par-tar=ga?
why=FOC leave-PST=Q
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‘Why did (you) leave?’ or ‘In what way did (you)dee?’

5.2.5. Indefinites

An indefinite functions as an argument NP, a pra@idNP, or the modifier of an NP. As
shown in RBLE 5-7 below, indefinites all contain, at least higtally, an interrogative.
Indefinites derived from an interrogative + dubitat clitic =gagara ‘I wonder
(how/what/why)’ (89.3.2). Thusjau=gagara‘something’ is literally ‘I wonder what'.
The historically complex form is synchronically ity united and often exhibits the
deletion of the syllablgain the middle faugagara> naugarg. Also, the indefinite for
‘something’ undergoes irregular phonological recuctwvhereby the interrogativiaru
‘who’ is realised agau. | treat each indefinite form as a single morphdrased on its

morphological unity, phonological irregularity, aadigh degree of lexicalisation.

TABLE 5-7.Indefinites (a comparison with interrogative forms)

Interrogatives Indefinites

Form  Meaning Form Meaning

nau what naugagara something

taru who taugagara someone

nza where nzagagara somewhere

nzi which nzigagara either

ict when icigagara sometime

iccja how much; to what extenf  iccjagagara some; some extent

Unlike nouns, it is uncommon for these to be medifby another NP or an

adnominal (clause), but it is possible as show(®i65) and (5-56).
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(5-52) taugagara=nu=du sin-tar=ca
someone=NOM=FOC die-PST=HS

‘Someone has died, they say.’ [Argument NP]

(5-53) taru?  s-sa-n-@. taugagara=dara!
who know-THM-NEG-NPST someone=CRTN

‘(You said) who? | don’t know. (That's) someoneyaay.’ [Predicate NP]

(5-54) taugagara=nu ffa.
someone=GEN child

‘Someone’s child’ [Modifier of NP]

(5-55) uma=nu naugara=u muc-i+kuu-@.
that.place=GEN  something=ACC carry-THM+come-IMP

‘Bring the thing there.’ [modified by NP]

(5-56) ik-i-i=ja mii-n-@ nzagagara=nkai ik-a-di.
go-THM-MED=TOP EXP-NEG-NPST somewhere=ALL go-THM-N

‘(1) will go to somewhere | have never been to.gdified by adnominal clause]

5.2.6. Non-pronominal demonstrative nominals

5.2.6.1. Demonstrative locatives

Demonstrative locatives £BLE 5-1) serve as an argument or a predicate NP, and th
modifier of an NP. Unlike nouns, it is not comman & demonstrative locative to be
modified by another NP or an adnominal (clause), such examples occur, as in
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(5-60).

(5-57)

(5-58)

(5-59)

(5-60)

kuman=du ur-@=dooi, uja.
this.place=DAT=FOC exist-NPST=EMP father

‘(We’'re) in this placedaddy.’ [Argument NP]

sin-tar=ra kumeeru a-tar=ru?
die-PST=TOP this.place=FOC COP-PST=FOC

‘(The place) (x) died was this place?’ [Predicate] N

kumarnu nii=u tur-i-@.
this.place=GEN root=ACC take-THM-IMP

‘Take (out) the root of this parfModifier of NP]

ba=ga ur-@ kumakara massugu ifkutu.
1SG=NOM exist-NPST this.place=ABL straight go-OBL

‘(You) should go straight from this place (whergn.’

5.2.6.2. Demonstrative manner words

Demonstrative manner words are the least typicalinals, in that their typical function

is adverbial and their function as argument NRsghly limited. According to my text

database, where a demonstrative manner word funscie an argument NP, this NP is

an instrumental NP, i.e. a peripheral argumenshasvn in (5-64a). | found only one

exception where a demonstrative manner word funstas direct object NP (5-64b). It

is relatively common for demonstrative manner waadinction as predicate NPs or as
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modifiers of NPs. | could not elicit or find in tesxexamples where a demonstrative

manner word is modified by another NP or an adnah{ciause).

(5-61) ai=du ag-tar kai=du ag-tar=tii

thatway=FOC do-PST that.way=FOC do-PST=QT

ba=a ubui+u-@-m=mu.
1SG=TOP remember+PROG-NPST-RLS=FOC
‘I cannot remember (things), (saying) “(I) did tivedy or did that way (i.e. did

such and such things in such and such manneryiVedial]

(5-62) ai=nu kutu=u=baa s-sa-n-@.
that.way=GEN thing=ACC=TOP know-THM-NEG-NPST

‘I don’t know things like that.” [modifier of an NP

(5-63) ai=du a-tar=rju.
that.way=FOC COP-PST=EMP

‘(It) was like that.’ [predicate NP]

(5-64) a.kui=sii nbja-i-@ t-ta-m=dara.
that.way=INST endure-THM-MED come-PST-RLS=CRTN
‘By that way, (I) have endured (i.e. have livecdsevere life).” [peripheral

argument NP]

b.mmja nau=ju=ga fau-tar=gagara _&@mai
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INTJ what=ACC=FOC eat-PST=l.wonder thay.way=even

S-si+u-@-m=mu.
know-THM+PROG-NPST-RLS=FOC
‘Well, what would (they) eat, could | know everetivay (they ate)?’ [direct

object argument NP]

5.3. The internal structure of the nominal word

The internal structure of the nominal word is schgoally shown in (5-65):

(5-65) Stem (-DIMinutive)(-PLural)(-APPRoximative)

The stem slot may be filled by a nominal root whigln itself a free form, a compound
stem, or a class-changed stem (e.g. agent non§Bd;1). The three affixes are all
derivational: diminutive, plural, and approximativin principle, the restriction on
derivational morphology depends not so much on rntbminal subclass as on the
semantic content of a stem. For example, the ditiwawsuffix -gamacan mark either a
noun or a demonstrative as long as it makes sensecbde ‘tininess’ or ‘modesty’, but
cannot mark any nominal whose semantic contentdasmpatible with these notions.
However, there does exist some interdependencyeleetthe subclass of nominals and
derivational morphology. For example, the plurdixahas different allomorphs for

different nominal subclasses, as shown in §5.3.2.

5.3.1. Diminutive -gama
The diminutive suffix is-gama As is illustrated in the following examples, the
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diminutive suffix encodes a tiny entity (5-66), @dest degree (5-67), and so on, all of
which concern the idea of ‘a little bit of’. In eg¢lon to this semantic entailment, it can
express a modest attitude on the part of the sp€ake), which is appropriate when

one asks something to the hearer with politeness derogative meaning, as in (5-69).

(5-66) ba=ga ffa-gama=a kanasi+munu.
1SG=GEN child-DIM=TOP lovely+thing

‘My little child is lovely’

(5-67) saki-gama=u=du num-tar.
saki-DIM=ACC=FOC  drink -PST

‘() drank a bit of sake.’

(5-68) saki-gama=u tur-as-i-@.
saki-DIM=ACC take-CAUS-THM-IMP

‘Could you please pass me the sake?’

(5-69) uma=nu junsja-gama
that.place=GEN policeman-DIM

‘The bluddy policeman (standing) there.’

5.3.2. Plural-mmi/-ta, etc.

There are several suffixes that mark plurality,etefping on the lexical class of the root
to which it is attached. For nouns, it is eithermi or -ta. For pronouns it isti (first
person),-du (second person; reflexive), emukja (third person; alternativelyntja), as
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listed in 85.2.2.1.

The plural affix-mmiis a grammaticalised form of a common noomi ‘crowd’,
and encodes plurality of animate referents. For-meman animate referents, the
suffixing of -mmiis somewhat disfavoured and an analytic expressigking use of the

common nourmmiis more preferred, as illustrated in (5-71b-c).

(5-70) uma=n pZtu-mmi=nu=du ur-@.
that.place=DAT man-PL=NOM=FOC exist-NPST

‘There are people.’

(5-71) a. uma=n tur-mmi=nu=du ur-g.
that.place=DAT  bird-PL=NOM=FOC exist-NPST

‘There are birds.’

b. uma=n tur=nu mmi=nu=du ur-g.
that.place=DAT  bird=GEN crowd=NOM=FOC  exist-NPST

‘There are a flock of birds in that place.’

C. uma=n tur=nu mmi-as-i-i=du

that.place=DAT  bird=NOM crowd-VLZ-THM-MED=FOC

ur-@.

PROG-NPST

‘In that place birds are making a crowd.’ [lit.timat place birds are
doing crowd.]
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-ta encodes associative plurality, translated as i) dis/her company’. Thusa

can mark proper nouns, as in (5-72), whitenicannot (5-73).

(5-72) uma=n zjunzi-ta=nu=du ur-@.
that.place=DAT Junji-PL=NOM=FOC exist-NPST

‘There are Junji and his company.’

(5-73) *uma=n zjunzi-mmi=nu=du ur-@.
that.place=DAT man-PL=NOM=FOC exist-NPST

[Lit.] ‘There are several Junji's.’

In old-fashioned speech such as traditional songslyit is not uncommon to find cases

where-ta is followed by-mmt

(5-74) mutui kagi=nu agu-ta-mmi
very beautiful=GEN friend-PL-PL

‘Very beautiful friends.’

The relative order is always$a followed by-mmias above, and there seems to be no
difference in meaning betweeagu-ta ‘friends; (specific) friend and his/her company’

andagu-ta-mmj or between other pairs in attested examples.

5.3.3. Approximative-nagi
The approximative suffix isnagi. This suffix marks approximation, translated as
‘something like; or else; or like’, or ‘and so omhich allows speaker to avoid an exact
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identification of the referent.

(5-75) pztu-nagi=nu u-tar.
man-APPR=NOM exist-PST
‘There was a man or suchlike.’

(5-76) uma-nagi=u sauc-cas-i-@.

that.place-APPR=ACC cleaning-VLZ-THM-IMP

‘Clean around there.’

as-irai-t-tar.

(5-77) un-nagi=n=na nau=mai

that.time-APPR=DAT=TOP what=even do-POT-NEG-PST

‘(1) couldn’t do anything in those days.’

5.4. Adnominals

Adnominals are distinct from nominals in that tbenfier are restricted to functioning as

the modifier of an NP. Also, they do not carry ¢ashkich is obligatory for nominals

unless an NP functions as a predicate. The adnérmdiass is very small and closed.

Adnominals never carry derivational affixes suclmamiinal derivational affixes (85.3).

TABLE 5-8. Adnominals

SUBCLASS FoOrM

GLoSsS

Demonstratives ku-nu
u-nu
ka-nu

Others daizina

‘this’ (proximate)
‘that’ (medial)
‘that’ (distal)
‘great; awful’
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5.4.1. Demonstrative adnominals

There is a class of demonstrative adnominals, fomictg only as the modifier of NPs.

(5-78) kunu pztu=u sinsii=tim=dooi.
this man=TOP teacher=HS=EMP

‘This man is a teacher, they say.’

The derivational suffixnu, which derives an adnominal stem from a demonggrabot,
may have developed from the genitive case dhitin. Synchronically, however, it is not

a clitic, in that it attaches to a bound stem nathan to a free word.

5.4.2. Other adnominals

| could identify only one adnominal that is not enbnstrative. This is a recent loan
from Japanese adjectidiji=na (=na is an adnominal marker of Japanese, which has
become part of the stem in Iraloiaizna). It functions as an intensifier, with either

meaning of ‘great’ or ‘awful’.

(5-79) uri=a daizina s-sja=dooi.
3SG=TOP great know-NLZ=EMP

‘That (guy) is such a knowledgeable person.’

(5-80) uri=a daizina jana+pztu=dooi

3SG=TOP great evil+man=EMP

‘That (guy) is such an evil person.’
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Chapter 6
Verb morphology

This chapter sets out to describe the internattira of verbs, focusing on both their
inflectional and derivational morphology. The vestass is the only word class that
shows inflection. The verb is thus unambiguousifingel by inflection. In this respect,
the copula is a verb, but it differs from other rampula verbs in that it cannot head a
verb phrase. It appears in a nominal predicatesgh{®7.2). A verb inflects word-finally.
| call the portion of the verb word other than thiéection a stem. | call a minimal stem
a root. However, a stem may be a compound and/grbwaderived by affixation. A
verb stem may be derived from another verb or farmroperty concept stem. The

former process is described in this chapter, whielatter is described in Chapter 8.

6.1. Functional overview

6.1.1. Verb inflection and finiteness

A primary distinction is made between finite infien, i.e. inflection that specifies

tense and/or mood, and non-finite inflection, tlee inflection that specifies neither.

Negative polarity is an inflectional category cortiple with both inflection types.
Syntactically, finite verb forms can terminate entence, while non-finite verbs

cannot terminate a sentence, always occurring dutsied, coordinated, or chained to

a matrix clause (Chapter 11).

6.1.2. Tense, mood, negation, voice, and aspect
Typologically common predicate categories sucheasd, mood-modality, negation,
voice, and aspect, are encoded in various waysrahu)] not necessarily in verb
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morphology®® Since these encodings often show complex intertey and/or
involve larger structures (phrases and clauses) thll be discussed more fully in
Chapter 10 (the simple sentence). In what followsitline the categories thus encoded

as a basis for the subsequent description of veripmology.

6.1.2.1. Tense, mood-modality, and negation

Tense, mood, and negation are expressed by vddatioh. Two mood categories are
grammaticalised as verb inflection: realis andaliee A fuller discussion of mood
occurs in 810.5.1, and it suffices here to noté tealis mood expresses the speaker’s
perceived certainty (e.g. on the basis of actuadityd high information value (i.e. new
information to the hearer), whereas irrealis moagdresses future intention or wish.
There are also forms that are unmarked for mood.

There are of course other kinds of non-grammasiedlmodality (e.g. uncertainty,
guess, potentiality, necessity, hearsay evidetytiaic.), which are expressed by various
non-inflectional strategies, e.g. through modaladisuch aspazi‘maybe’ (§9.3).

The tense system involves a two-way distinctiotwbken past and non-past.
Whereas all non-finite verbs are not tense-markeahy finite verbs are marked with
tense. There are a few finite verb forms that atetense-marked: these are intentional,
optative, and imperative forms, which have no fdrmpposition between past and
non-past, simply carrying a mood suffix attachethwsstem.

Mood is also crucially implicated in encoding timeference. Thus a non-past
realis form implies immediate future time referent&hich an action or state of affairs

is imminent (e.g. a situation obviously about ta@wcin front of speaker, as iHai!

% Jrabu verbs do not have agreement morphologyaignot inflected for person, number, etc., of
subject.
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uti-r-m=dooi! ‘Hey! The base is about to drp whereas the non-tense-marked finite

forms, i.e. irrealis forms such adi (intentional) usually imply non-immediate future
time reference, though this is not an inherent tioncof -di. Also, modal possibilities
are dependent on tense in crucial ways. As is ShoOwAGURE 6-1, the realis mood
form is only found in past tense (eilgi-ta-m ‘plant-PST-RLS: (certainly) planted’) and
non-past tense that designates present or immfname time reference (e.gi-r-m
‘plant-NPST-RLS: be going to plant’). This asymnyetn the distribution of realis
mood is a formal manifestation of the semantic fhat past time reference and future
time reference are asymmetrical with regard to m¢@dmrie 1985a; Chung and
Timberlake 1985). Making a realis assertion wittufa time reference is much more

difficult than making one with past or present/imemt future time reference.

Time reference Past >>>>>>> Present to imminent future >>  Futtse>>

TENSE Past Non-past N/A
MOOD Realis { Realis
Unmarked Unmarked Irrealis

FIGURE 6-1. Tense system and mood system: overview

Negative polarity is also inflectional, and is agantertwined with the tense/mood
systems. In particular, negation is incompatibléhvine non-past realis. Thius-r-m ‘is
going to plant’ cannot be negated, wherdas (non-past unmarked) has a negative
counterpartibi-n. This can be seen as an instantiation of a typcddly recurrent
restriction on the compatibility of negation witkatis (in fact, there are languages

which treat all negative clauses as irrealis; Pay@t/: 245).
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6.1.2.2. Voice

Three types of non-active voice (causative, passimalefactive) are marked by
derivational morphology on verbs (86.4; §10.4).Jepanese linguistics, malefactive
would alternatively be called ‘adversative passi{@hibatani 1990 for a review).
However, if we restrict the term passive voice wabkencydecreasingoperation (Dixon
and Aikhenvald 2000), it should not be treated aype of passive in Irabu or in

Japanese (see 8§10.4.3 for a fuller discussion).

6.1.2.3. Aspect

Aspect is marked by three different coding stragsg(1l) aspectual auxiliary verb, as in
ibi-i=du ur-@ ‘be planting’ (plant-MED=FOC PROG-NPST), (2) fi@itunmarked
inflection, as inibi-r ‘(habitually) plant’, and (3) full reduplicationf @ verb root, as in
ibi+ibi ‘(iteratively) plant; (habitually) plant’. Aspedilicategories that are productively
coded by one or more of these strategies are @siges resultative, prospective
‘complete something for some benefit’, perfectrateve, and habitual. Since aspect
marking requires reference to a range of structuiresn verb morphology to VP
structure, it will be dealt with more extensively B10.5.2 after all the relevant

structures have been introduced.

6.1.3. Inflection and clause combining
Irabu verb inflection also encodes clausal subatibn and clause chaining. These
structures are described in Chapter 11. In whabvia | only note their basic
characteristics in relation to verb inflection.

A non-finite verb form called a converb is usedimhato mark adverbial or
adsentential subordination. That is, a converbstitsiclause into an adjunct constituent
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(adverbial or adsentential), retaining verbal fesguin its clause-internal syntax, as
illustrated in the examples below (the comma ontaphically indicates a clause

boundary).

(6-1) aagu=u gci-ccjaakFdu, niniv-vas-i+u-tar.

song=ACC hear-CVB.SIM=FOC sleepiness-VLZ-THM+PROG&TP

‘While listening to a songhe) got sleepy.’ [adverbial adjunct]

(6-2) uku+kazi=nu fi-tigaa, mmna  jaa=nu naka=n
bigtwind=NOM come-CVB.CND all house=GEN inside=DAT
ur-kutu.
exist-OBL

‘If a big wind blows everyone should be at home.’ [adsentential adjunc

A non-finite verb form called a medial verb is dge construct clause chaining.
The term ‘medial verb’ is employed here followirigetliterature on clause chaining in
Papuan languages, especially Thompson and Longd®&&5), Foley (1986), and
Haiman (1987). In the following example, the fitao clauses are medial clauses that
are chained to the matrix predicabgi-tigaa, which is itself an adsentential adjunct of

the matrix that follows (whose predicateatar=dara).

(6-3) utu=u ak-i-i, puka=nkai idi-i,

sound=ACC hear-THM-MED outside=ALL go.out-MED
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mii-tigaa, mmja, uma=nu=i,

look-CVB.CND  INTJ that.place=GEN=CNF
niwaa=nu pitid kugani=nu
garden=GEN full gold=NOM

unusjuku a-tar=ca.

that.much exist-PST=HS

‘(He) heard the sound, went outside, and lookedttsaye) was gold, that much,

filling the whole garden.’

6.2. The structure of the verb word

The verb template is schematisedStsm (THEMATIC)-INFLECTION , where the
‘Stem’ slot may be occupied by a simple root oreasiveed stem extended by various
derivational processes such as verb-verb compogradid derivational affixation (86.4).
The inflection part may be internally complex, imay consist of two or three
inflectional affixes. Certain subclasses of stenryca thematic vowel before certain
inflectional affixes. The presence or absence efmidttic vowels is dependent on the

stem class, and these are discussed in what follows

6.2.1. Stem class

To describe inflection accurately, it is first nssary to introduce the major
morphological classes of stem. These stem claggeseamed Class 1 and Class 2.
There are also certain irregular verb stems (9®eET6-1 below), which are dealt with

in 86.3.5.
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The two major stem classes are largely phonoltlgidetermined. Class 1 stems
are minimally bimoraic, and end in /i/ (eii- ‘plant’; idi- ‘exit; come out’; tumi-
‘search’;nkai- ‘welcome’; rri- ‘put’; kui- ‘exceed’;mii- ‘look’; fii- ‘give’, etc.). Class 2
roots may be monomoraic, and all end in /C/ extaptertain cases that end in a vowel

(e.g.fa- ‘eat’; see 86.3.4.3).

TABLE 6-1. Irabu verb classes
Class 1: minimally bimoraic, ending in /i/
Class 2: may be monomoraic, largely C-final
Irregular: Deictic directional roots ‘come’ (suppl/e)
Light verb root ‘do’ (Class 2-like)
Negative verb root (Class 1-like)
Existential verb root (Class 2-like)

Copula verb root (Class 2-like)
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TABLE 6-2. Frequently used class 1 stems and class 2 stem

Class 1 Class 2

idi- ‘go out; exit’ asb- ‘play’
ibi- ‘plant’ kat- ‘win’
mii- ‘look’ kak- ‘write’
nii- ‘boil’ kug- ‘paddle’
fii- ‘give’ nas- ‘give birth’
pazmi- ‘begin’ muc- lift’
nkai- ‘welcome; bring’ jum- ‘read’
tumi- ‘search’ sin- ‘die’
pani- ‘jlump’ niv- ‘sleep’
kui- ‘exceed’ az- ‘say’
bassi- ‘forget’ tur- ‘take’
karagi- ‘turn over’ fa- ‘eat’
kai- ‘change’ f- ‘bite’
kangai- ‘think’ S- ‘know’
tati- ‘stand (sth)’ c- ‘put on’
katami- ‘carry’ mm- ‘ripe’
mutagi- lift’ V- ‘sell’
sidi- ‘hatch’ z- ‘scold’
rri- ‘put into’ r- ‘enter’

Certain Class 1 stems consisting of a single phenéeng. f- ‘bite’) are moraic
consonants, and induce the geminate copy insertlen(82.7.1) when a vowel-initial

affix follows (e.g.f- + -ai (passive) ¥-fai).

6.2.2. Thematic vowel (stem extension)

In order to carry certain inflectional affixes, €$a2 stems carry a thematic vowelor

-u in certain lexical items; see 86.3.4.4)oto form a thematic stem. Otherwise they do
not carry thematic vowels, so remain athematic sfénClass 1 stems are inherently

athematic. The thematic vowels are stem-extendBisk¢l and Nichols 2007),

3 1 will explain (in 6.2.3) the validity of the anais where a thematic vowel belongs to the stem, as
opposed to the analysis where the segment beloruat of the inflectional affix that follows théesn.
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analogous to thematic segments in Indo-Europeann@@r1978), Caucasian (Kibrik
1991), and certain Oceanic languages (Lichtenb888), occurring stem finally and
marking conjugational classes.

As an illustration of thematic stem formation, et look at the Class 2 stemm-
‘write’ and some of its inflection. Like all memlseof Class 2 membertyr- has three
inflectional possibilities, depending on the infieaal affix that follows: (1) to remain
an athematic stem, (2) to form a thematic stem vetland (3) to form a thematic stem
with -i. The stemtur- remains an athematic stem when carrying such feciional

affix as the conditional converligaa, irrealis prohibitive-na, and past unmarketar.

(6-4) a. tur-tigaa b. tur-na C. tur-tar
take-CVB.CND take-PRH take-NPST
‘if (x) take’ ‘(you) don't take’ ‘took’

The stemtur- carries thematica when it further carries such inflectional affixas
negative medial verb suffixda, negative conditional converb suffidakag and finite

irrealis intentional suffixdi.

(6-5) a. tur-a-da b.tur-a-dakaa c. tur-a-di
take-THM-NEG.MED  take-THM-NEG.CVB.CND take-THM-
-INT

‘not taking...’ ‘if (x) do not take’ ‘will take

The stemtur- carries thematiei before it further carries such inflectional affixas
medial verb suffix-i, causal converb suffixba, and finite non-past imperative suffix
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(6-6) a. tur-i-i b. tur-i-ba C. tur-i-@
take-THM-MED take-THM-CVB.CSL take-THM-IMP
‘(x) take, and’ ‘(x) take, so that’ ‘(you) take’

See §6.3.1 and §6.3.2 for an exhaustive list deatbnal affixes that do or do not

require thematic stems.
On the other hand, a Class 1 stem like ‘exit’ is always athematic, i.e. does not

carry a thematic vowel in any of these morpholdgecevironments:

(6-7) a. idi-tigaa b. idi-rna c. idi-tar
exit-CVB.CND exit-IMP exit-NPST
if (x) exit’ ‘(you) don'’t exit’ ‘exited’

(6-8) a. idi-da b.idi-dakaa c. idi-di
exit-MED.NEG exit-NEG.CVB.CND exit-INT
‘not exiting...’ ‘if (x) do not put’ ‘will exit’

(6-9) a. idi-i b. idi-ba C. idi-ru
exit-MED exit-CVB.CSL exit-IMP
‘(x) exit, and’ ‘(x) exit, so that’ ‘(you) exit’

In summary, whether or not a thematic vowel capeap depends on the class of
the verb stem, i.e. Class 1 (always athematic)lassC2 (athematic or thematic), and in
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the latter class, whether thematic affix or -i is required is dependent on which

inflectional affix follows.

6.2.3. Some notes on the thematic vowel analysis

Thematic vowels are stem extender affixes in theeod description. However, there

may be at least two alternatives in the treatménthat | regard as thematic vowels.

Anaalysis 1: to treat them as part of Class 2 st@nthe lexical level)

Analysis 2: to treat them as part of the suffiattfollows.

This issue is worth discussing at some length is grammar given that linguists
working on Japonic languages often raise this iggla@ama 1992), and often suggest
the solution (2f°> Such an analysis would make sense in Japanede, itvsi definitely
not in Irabu, as is shown in what follows.

To begin with, Analysis 1 immediately turns outo® an ill analysis. According to
this analysis, a Class 2 minimal stem farite’, for example, should have three

allomorphskafi, kakg andkaki. Thus there should not be a stem fdxak-

(6-8)Class 2 sterkak- ‘write’ [Analysis 1]

a. kaka-di b. kaki-i c. kafi-tar
write-INT write-MED write-PST
‘will write’ ‘write, and...’ ‘wrote’

% This issue also seems to be cross-linguisticatcarrent topic. See, for example, Lichtenberl8@)9
for his argument for thematic ‘consonants’ in Manasrstem extenders and not as part of the subgequen
affix or of the preceding root.
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Here, it is noted that affixation of agent nominati suffix -ja to the stem produces
kak-ja It is straightforward to consider that the stesrunderlyinglykak rather than
one ofkaka kaki, or kafi. Thus thematic vowels should not be included asqieClass
2 stems at the lexical level.

Turning to Analysis 2, it would be more advantagethan Analysis 1, since we
can dispense with the thematic-athematic stem ndisdn altogether from the

grammatical description. Ccompare (6-9) and (64E)pw.

(6-9)Class 2 sterkak ‘write’ [Analysis 2]
a. kak-adi b. kak-ii

write-INT write-MED

(6-10) Class 1 stenbi- ‘plant’ [either Analysis 1 or 2]
a. ibi-di b. ibi-i

plant-INT plant-MED

However, we now have to postulate a host of allgigron the part of inflectional
affixes. For example, even though Analysis 2 in9)6€an dispense with the
thematic-athematic stem distinction, we have allgrhg on the part of the inflectional
affix depending on whether it is attached to a €lasstem (6-9) or a Class 1 stem
(6-10).

The current thematic analysis resolves this abignhy by analysing the initial
vowel of an inflectional affixe in Analysis 2 (e-@ of -adi) as part of the stem, i.e. as a

thematic vowel, as illustrated in (6-11):
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(6-11) Class 2 stem kak- ‘write’ [the current ‘themationed’ analysis]
a. kak-a-di b. kak-i-i

write-THM-INT write-THM-MED

However, in this analysis, we have to admit twoeypf stem, i.e. thematic stems and
athematic stems. So, in terms of descriptive ecgnove cannot really judge whether
Analysis 2 or the thematic analysis is better.

The substantial reason for abandoning Analyssn@ taking the current analysis
concerns agglutinative Auxiliary Verb Constructiavhere a lexical verb stem and an
auxiliary verb stem is serialised to form a singéeb stem (86.4.2.3). As will be noted
in 86.4.2.3, there are three aspect markéns (progressive)a(r)- (resultative), andk-
(benefactive perfect) that are used as an auxileagp stem. They appear as an
independent auxiliary verb word in a verb phragedpal AVC, §7.1.4), as illustrated in

(6-12a), or as the second stem in a single verld \faglutinative AVC), as in (6-12b).

(6-12) Class 1 stenibi- ‘plant’

a. ibi-i u-tar. b. ibi+u-tar.
plant-MED PROG-PST plant-PROG-PST
LexicalV  AuxV [Lexical stem + Aux ster]

‘(x) was planting (something)’

As is clear from the above pair, the inflectionffixa: i of the lexical verb in (a) example

is deleted, and the lexical stem and the auxil&gm is agglutinatively serialised to

form (b) example.
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Now, let us look at what happens in the same &inslord-phrase alternation when

the lexical verb stem is a Class 2 stem.

(6-13) a.kak-i-i u-tar. b. kak-i+u-tar.
write-THM-MED PROG-PST write-THM+PROG-PST
Lexical V Aux V [Lexical stem+Aux stem]

‘(X) was writing’

If we follow the current analysis, as is shown &1@) above, the alternation between
(6-13a) and (6-13b) can be explained by the saneeasifor (6-12a) and (6-12b): the
inflectional affix-i of the lexical verlkakii is deleted, and the lexical verb stkaki and
the auxiliary verb stem form a single stem.

This demonstrates that the thematic vowehnnot be attributed to the property of
inflectional affix. Here, if we maintained that ttleematic voweli belonged to the

progressive aspect root, then the overall structures above would be devil:

(6-14) a.kak-ii u-tar. b. kak+iu-tar.
write-MED PROG-PST write+PROG-PST
Lexical V Aux V [Lexical stem+Aux stem]

‘(X) was writing’

This analysis claims that the progressive aspeckendas two allomorph&y(r)- in an
agglutinative AVC in which the first stem is Claa$as in (6-14b)), and(r)- elsewhere,
as in (6-14a). However, such an analysis is cdytaid-hoc with a multiple duplication
of allomorphy both in inflectional affixes and inetthree root aspect markers.
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In sum, even though Analysis 2 and the thematatyais are equally plausible in
terms of descriptive economy (i.e. the former dptsallomorphy on the part of the
inflectional affix whereas the latter on the pdrthe stem), the best way to describe the
alternation between an agglutinative AVC and a gdirédVC is to adopt the thematic

analysis.

6.3. Inflectional morphology

In this section | describe the formal aspects woitdi and non-finite inflections,
presenting a full list of inflectional paradigmstiwitwo representative stems: Class 1
ibi- ‘plant’ and Class 2ur- ‘take’. Following the basic description of inflem, | note

morphophonemic processes applicable to certainasges of Class 2 stems.

6.3.1. Finite inflection

Finite inflection is the type of inflection whicloffms finite verbs, which may terminate
a sentence. Finite inflection marks tense and/oodnand, in certain forms, negative
polarity.

TABLE 6-3sets out the inflectional paradigm of finite vedorhs (unmarked, realis,
and irrealis forms). In the row for ‘Structure’,tf®n] is an athematic stem, whereas
[Stem(-a)] and [Stem(-i)] are a thematic stem wighand a thematic stem with
respectively, if the stem is a Class 2 stem. Ifdteen is a Class 1 stem, which is always

athematic, the bracketed (-a) or (-i) is irrelevant
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TABLE 6-3. Finite inflection

(a) Unmarked form (inflected for tense)

Class 1 Class 2
Structure NPST PST NPST PST
Affirmative  [Stem]-tense -r -tar -0 -tar
Negative [Stem(-a)]-neg-tense -n-@ -t-tar -n -t-tar

Note: the negative suffixh assimilates tot-when followed bytar.

(b) Realis form (inflected for tense and mood)

Class 1 Class 2
Structure NPST  PST NPST PST
Affirmative  [Stem]-tense-mood -r-m -ta-m -@-m -ta-m
Negative [Stem(-a)]-neg-tense-mood -t-ta-m -t-ta-m

Note: (1)-ta-mis formd by the past tense sufftar + the realis mood suffixm with /r/
deleted by rule.
(2) there is no negative form for non-pastisea

(c) Irrealis form (inflected for mood)

Structure Class 1 Class 2
optative [Stem(-a)]-mood -baa -baa
intentional [Stem(-a)]-mood -di/-ju -di/-@
negative intentional [Stem(-a)]-mood -djaan -djaan
imperative [Stem(-i)]-mood -ru -0
prohibitive [Stem]-mood -rna -na

Note: the intentional suffix has two variants irtleatem class (see below for detail)

TABLE 6-4 and RBLE 6-5 illustrate each type of inflection with Classtemibi-
‘plant’ and Class 2 stertur- ‘take’. In addition to the paradigm below there @wo

‘secondary inflectional endings’, described in §3.2

268



TABLE 6-4. Finite inflection of Class libi- ‘plant’ (stem is indicated by [ ])
(a) Unmarked form

Structure Non-past Past
Affirmative  [Stem]-tense ibi-r ‘plant’ ibi-tar ‘planted’
Negative [Stem]-neg-tense  -n-@‘not plant’ ibi-t-tar ‘did not plant’
(b) Realis form

Structure Non-past Past
Affirmative  [Stem]-tense-mood ibi-r-m ‘plant’  ibi-ta-m ‘planted’
Negative [Stem]-neg-tense-mood ibi-t-ta-m ‘did not plant’
(c) Irrealis form

Structure

optative [Stem]-mood ibi-baa ‘want to plant’
intentional [Stem]-mood ibi-di or ib-ju ‘will plant’
negative intentional [Stem]-mood ibi-djaan ‘won’t plant’
imperative [Stem]-mood ibi-ru ‘you plant’
prohibitive [Stem]-mood ibi-rna ‘you do not plant’

Note: when the intentional suffix is -ju, the stémal /i/ is deleted.

TABLE 6-5. Finite inflection of Class 2ur- ‘take’ (stem is indicated by [ ])
(a) Unmarked form

Structure Non-past Past
Affirmative  [Stem]-tense tur-@ ‘take’ tur-tar ‘took’
Negative [Stem-a]-neg-tense tura-n-@‘not take’  tura-t-tar ‘did not take’
(b) Realis form

Structure Non-past Past
Affirmative  [Stem]-tense-mood tur-g-m‘take’ tura-ta-m‘took’
Negative [Stem-a]-neg-tense-mood tura-t-ta-m‘did not take’
(c) Irrealis form

Structure

optative [Stem-a]-mood tura-baa ‘want to take’
intentional [Stem-a]-mood tura-di ‘will take’
negative intentional [Stem-a]-mood tura-djaan  ‘won’t take’
imperative [Stem-i]-mood turi-@ ‘you take’
prohibitive [Stem]-mood tur-na ‘you do not take’
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There is a gap in the inflectional paradigm abdkie:non-past realis form lacks a
negative counterpart. This was noted in 86.1.2.1.

The irrealis intentional suffix for Class 1 stemseither-ju (only with a Class 1
stem) or-di, whereas that for Class 2 stem is eitliiior -@ (or the absence ofli). The
suffix -ju causes truncation of the stem-final /i/, as shawmable 6-4 (c)ipi- + -ju >
ib-ju). Other examples areautagi-‘lift’ > mutag-ju‘will lift, mii- ‘look’ > mi-ju ‘will
look’, nkai- ‘welcome’ >nka-ju ‘will welcome'.

Below I list examples of affirmative finite verbrins. A full functional account is
given in 810.5.1. In particular, unmarked forms énaarious uses, of which the major

ones are listed below.

(6-15) Past realis (PST-RLS)
nkjaan=na pav=mai juu u-ta-m.
old.times=TOP snake=too very exist-PST-RLS
‘In those days (there) were a lot of snakes.’ [direxperience; speaker is

certain and is asserting that his/her statemeniés]

(6-16) Past unmarked (PST)

a. nkjaan=na pav=mai juu u-tar?
old.times=TOP  snake=too very exist-PST
‘In old times (there) were a lot of snakes, wetrghere?’ [speaker is not
certain that his/her statement is true.]

b. pav=nu=du juu u-tar.
snake=NOM=FOC very exist-PST
‘(It was) snakes (that) were plentiful.’ [the statent is presupposed]
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(6-17) Non-past realis (NPST-RLS)
hai! uti-r-m=dooi!
INTJ drop-NPST-RLS=EMP
‘Watch out! (the base) is going to drop! [immingnture event that is certain

to occur in speaker’s presence]

(6-18) Non-past unmarked (NPST)
a. atutfini=a sad nar-@.
late+boat=TOP early become-NPST
‘The boat departing late will arrive early.” [prenb: general truth

atemporally applicable]

b. kunur=ra maz=mai mm=mai fau-@.
these.days=TOP rice=too potato=ACC=too eat-NPST

‘Nowadays (one) eats both rice and potatoes.’ifhal)

C. upujuu=ja pzsara=kara it-@.
The Upujuu=TOP Hirara=ABL come-NPST
‘The Upujuu (ship) comes from Hirara.” [schedulehd regularly

occurring future event]

(6-19) Irrealis optative (OPT)
ba=ga mmaga=u mii-baa=i=ti,

1SG=GEN grand.child=ACC see-OPT=CNF=QT
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denwa attar=ca.
phone do-PST=HS

‘(She) is said to have made a call and said “| viarsiee my grandchild.

(6-20) Irrealis intentional (INT)
ba=a aca ik-a-di.
1SG=TOP tomorrow go-THM-INT

‘I will go tomorrow.’

(6-21) Irrealis imperative (IMP)
pucci fa-i-@!
in.haste eat-THM-NPST.IMP

‘Eat in haste!’

6.3.2. Non-finite inflection

Non-finite inflection marks coordination or adveabsubordination, with no tense or
mood marking. The only exception to this is padeador -tarjaa ‘did X, and then...’
which can be considered to have derived from thigefunmarked inflectional affixtar.
Negative polarity is systematically marked on mederbs, but only restrictively on

converbs.

6.3.2.1. Converbs

TABLE 6-6 sets out the inflectional paradigm of convarffixes.

272



TABLE 6-6.Converb inflection: Comparison of Class 1 and Clas2

Class 1 Class 2

ibi- ‘plant’ tur- ‘take’
conditional 1 (unproductive) ‘if’ [ibi]-ba [tur-a]-ba
negative conditional 1 ‘if not; unless’ [ibi]-dakaa [tur-a]-dakaa

aversive ‘lest’

negative intentional conditional ‘if will not’
causal ‘because; when; if’
circumstantial ‘while’

conditional 2 (productive) ‘if; when’
negative conditional 2 ‘if not... (it's OK)’
simultaneous ‘while’

purposive ‘in order that’

continuous ‘whenever’

immediate anterior ‘as soon as’

past anterior ‘did X, and then...’

[ibi]-z im(=ti(i))
[ibi]-djaadakaa
[ibi]-(ri)-ba
[ibi]-utui
[ibi]-tigaa
[ibi]-gurai
[ibi]-ccjaaki
[ibi]-ga
[ibi]-gakaaz
[ibi]-tuu
[ibi]-tarjaa

[tur-a]-zim(=ti(i))
[tur-a]-djaadakaa
[tur-i]-ba
[tur-i]-utui
[tur]-tigaa
[tur]-gurai
[tur]-ccjaaki
[tur]-ga
[tur]-gakaaz’
[tur]-tuu
[tur]-tarjaa

In Class 1, the inflectional affixes of causal azmhditional 1 are bothba, but there

may appeari for causal converkba, securing the relevant distinction. Thismay be a

structural analogue to the themadistem of Class 2. The aversive convedin may be

followed by quotative clitictii (§11.4.4.1).

Below | list examples of converbs. A fuller accowf converbs as head of

subordinate clauses will be given in §11.4.1 ari42.

(6-22) Conditional 1 (CVB.CND)

kuma=n nci-badu,

this.place=DAT

‘(It's) fine if you put (it) here’

zau-kar-@

put-CVB.CND=FOC good-VLZ-NPST
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(6-23)

(6-24)

(6-25)

(6-26)

(6-27)

274

Negative conditional 1 (CVB.NEG.CND)

nnama par-a-dakaa junai=n nar-@=dara.

now leave-THM-CVB.NEG.CND night=DAT become-NPST=

=CRTN
‘If you don’t go (back home) now(it) will get dark.’
Aversive (CVB.AVR)
kazam=nu _ par-ra-im, tuu=ju simi-ru.

fly=NOM  enter-THM-CVB.AVR window=ACC shut-IMP

‘Lest flies come inshut the window.’

Negative intentional conditional (CVB.NEG.INT.CND)

vva=ga ik-a-djaadakaa, ban=mai ik-a-djaan.

2SG=NOM go-THM-CVB.NEG.INT.CND 1SG=too go-THM-
-NPST.NEG.INT

‘If you will not go, I will not go either.’

Causal (CVB.CSL)

ffa=nu nak-i-badu, niv-vai-n-@.

child=NOM cry-THM-CVB.CSL=FOC  sleep-POT-NEG-NPST

‘Because my child cries cannot sleep.’

Circumstantial (CVB.CRCM)
kunu tugi=u=ba tur-i-i #i-i,

this spike=ACC=TOP take-THM-MED do.away.with-MED



(6-28)

(6-29)

uri=u uju=u fikas-i-uturjaa,

3SG=ACC hot.water=ACC boil-THM-CVB.CRCM=ATN
ui=ga naka=nkai sa=tti rri-ri-ba,
3SG=GEN inside=ALL ONM=QT put-THM-CVB.CSL
japa-fi nar-@=dara.

soft-AVLZ become-NPST=CRTN

‘You do away with these spikes, and, while boilingter, you see, put it (the

leaf whose spikes have been stripped off ) into wlager; then it becomes

softened.’

Conditional 2 (CVB.CND)

nkif=fu tur-tigaa,

Caulerpa.lentillifera=ACC  take-CVB.CND

ukusu=nkai iK-i-i ara-i-@.
marine.water=ALL  put-THM-MED wash-THM-IMP

‘If you get a Caulerpa lentillifergut it into marine water and wash (it).’

Negative conditional 2 (CVB.NEG.CND)

nnama _asqurai, Zjaubu=ju.

now do-CVB.NEG.CND fine=EMP

‘If (you) don’t do (it) now (that’s) fine.’
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(6-30) Simultaneous (CVB.SIM)

sigutu=u as-ccjaakrdu, ffa+tmurja=mai as-ad.

work=ACC do-CVB.SIM=FOC child+sitting=too do-NPST

‘While (1) am working (I) do baby-sitting as well.’

(6-31) Purposive (CVB.PUR)

77U @-ga, ik-a-di.

fish catch-CVB.PUR  go-THM-INT

‘Let’s go to catch fish.’

(6-32) Continuous (CVB.CNT)

ba=ga mii-gakaaz sauz=zu=bakaar=du

1SG=NOM look-CVB.CNT cleaning=ACC=always=FOC

as-i+ur-g@.

do-THM+PROG-NPST

‘Every time | see (her), (she) is always doing ledeganing.’

(6-33) Immediate anterior (CVB.ANT)

kunu ffa=a, mma=n katami-rai-twrdu,

this child=TOP mother=DAT carry-PASS-CVB.ANT=FOC
nafi-& su=u jami-r.

cry-NPST CMP=ACC stop-NPST

“This child stops crying as soon as it is carrigdtb mother
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(6-34) Past anterior (CVB.PST.ANT)
mii-tarjaa=du, mmja, haa=ga tiz a-tar=ca.
look-CVB.PST.ANT=FOC INTJ RFL=GEN wife  COP-PST=HS

‘(He) looked at (her), the(he found that it) was his wife.’

6.3.2.2. Medial verbs
TABLE 6-7 sets out the inflectional paradigm of mediabge Although medial verbs are

non-finite, i.e. lacking tense and mood markingytktill mark polarity.

TABLE 6-7. Medial verb inflection of Class Iibi- ‘plant’ and Class 2tur- ‘take’

Class 1 Class 2
Stem-INFL Stem(-THM)-INFL
medial ‘do (sth), and...’ [ibi]-i [tur-i]-i
negative medial ‘not doing’| [ibi]-da [tur-a]-da

The suffix-i has a variantd, which often occurs when the stem ends in /iladr as in
mii-@ (look-MED) ‘look:MED’ rather than mii-i and fa-i-@d (eat-THM-MED)
‘eat:MED’ rather tharfa-i-i. However, this variation is not obligatory, and efeen find
mii-i andfa-i-i in careful speech.

Below 1 list examples of medial verbs. As illused in (a) examples and (b)
examples below, a medial verb may be used as adieadhained clause (see §811.3 for

a fuller account of clause chaining) or as a ldxieab of a complex VP (87.1).

(6-35) Medial (MED)

a. pisir=ru fa-i-i, sigutu=u as-i-i,

lunch=ACC eat-THM-MED work=ACC do-THM-MED
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ffa=u nkai-i=du, jaa=n ngi-tar.
child=ACC bring-MED=FOC house=DAT  return-PST

‘(1) ate lunch, worked, brought a child, and reted home.’ [clause

chaining]
b. buuz=zu nag-i-i=du ur-@.
sugar.cane=GEN break.down-THM-MED=FOC PROG-NPST

‘(He) is harvesting sugarcane.’ [within VP struefu

(6-36) Negative medial (NEG.MED)
a. suba=u=mai misi-da, kjoaki a-smi-tar.
side=ACC=even let.see-NEG.MED standing.still dotCAPST
‘Not allowing (students) to look away, (the teaghmade (them) stand

still.’ [clause chaining]

b. uri=u=baa az-za-da u-tar.
that=ACC=TOP say-THM-NEG.MED PROG-PST

‘(1) kept unstating it.’ [within VP structure]

6.3.3. Internal structure of inflectional endings

Some notes are necessary to justify the morphabgitalyses presented above.

6.3.3.1. Finite realis inflection as -(NEG)-TENSE-NDOD
A close look at the non-past realis'unmarked pair€lasses 1 and 2 reveals that a
realis form is formed by suffixing the mood suffix/ to an unmarked form. Thus, the
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Class 1libi-r-m ‘plant-NPST-RLS’ is analysable as the unmarieda + -m, and Class 2
tur-@-m ‘take-NPST-RLS’ is analysable as the unmarked@d + -m. From this
observation, | have analysed that the ptsim can be analysed atar + -m (-PST +
-m) with deletion of /r/. This synchronic analysisdischronically supported, as tha

was once a cliticZmo or *=mu, attached to the unmarked form (Karimata 1999).

TABLE 6-8. Morpheme boundaries in (non-) past realis andnmarked

Past: unmarked -tar
realis -tar + -m > -ta-m

Non-past unmarked -r (Class 1) -@ (Class 2)
realis -r+-m>-rrm -@+-m>-@-m

6.3.3.2. Finite inflection as -TENSE-MOOIQeg)
It is impossible to extract a negative morphememfrthe forms-rna (Class 1
prohibitive) or-na (Class 2 prohibitive) anedjaan (negative intentional). Clearly, in
-rna and -na negative polarity is fused with mood, sing®& (prohibitive) expresses
negation by itself.

The form-djaancould be analysed adjaa + -n, i.e. containing negative suffix,
but these appears to be no justification for tmalgsis synchronically. | encountered
just one attestation in my text corpus which sutg#sat-djaa and-n were originally

separate morphemes.

(6-37) vva=ga nkai-djaadakaa, nau=h-u-di=ga?
2SG=NOM bring-CVB.NEG.INT.CND what=do-THM-NPST.INFOC
‘If you don’t bring (him), what (would you) do?’
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Here,-djaadakaacould be analysed intaljaa + -dakaa(negative conditional converb).

In contemporary Irabu this is a completely fosstlisxpression, however, and | do not
know whether any other combination efljpa + another morpheme] is ever possible.
As shown inTABLE 6-6, | analyse-djaadakaa as a single negative intentional

conditional converb suffix.

6.3.4. Morphophonemics of Class 2 athematic stems

The underlying forms of Class 2 stems (i.e. Clasods) end in stops, fricatives,
resonants, or in exceptional cases, vowels. They omergo (morpho-)phonemic
processes in the formation of the athematic stefmclwhas the same phonotactic
constraint as holds for phonological words, i.eaittematic stem must end in a vowel

or a resonant.

6.3.4.1. Stem-final stop lenition

As illustrated in RBLES 6-9, when appearing as athematic stems, Classnas dteat
underlyingly end in a stop undergo a morphophoneadistment, or what | call
stem-final stop lenitionk(> v, t> ¢, k> f, g > v). For examplefub- ‘fly’ forms an
athematic stem fornuv- when followed by conditional converb suffiigaa, yielding
tuv-tigaa ‘if fly’; in the same environmentat- ‘win’ and kak- ‘write’ form athematic
stemskac- andkaf-, but they additionally undergo the predictableingertion, which
occurs to break up a non-geminate cluster of ativie G + C,(82.7.2). Thus, we get
kacrtigaa ‘if win’ and kafi-tigaa‘if write’ as a surface output. For stems endingkihor
/g/, a variant athematic stem form is observednéat by turning /k/ and /g/ into /c/ and
/zl respectively. However, this is not common, asdprimarily used to mark a
class-changing derivation (verb stem > nominal s&#3.4.5 below). For example, the
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underlying stem //kak-// ‘write’ is turned into twathematic stem form&afi or kad.
The former is noted above. The latter occurkad-tar ‘wrote’ (write-PST),kad-tigaa
‘if write’ (write-CVB.CND), and so on, bukad' is mainly used in forming a compound

stem, especially of a compound noun (86.3.4.5).

TABLE 6-9. Stem-final stop lenition of Class 2 stems

a. Stem-final /b/

Example tub- ‘fly’ jurab- ‘call’ asb- ‘play’
thematic-a tub-a jurab-a aib-a
thematic-i tub-i jurab-i asb-i
athematic tuv jurav asv

b. Stem-final /t/
Example kat- ‘win’ ut- ‘smash’ mat- ‘wait’
thematic-a kat-a ut-a mat-a
thematic-i*° kac-i uc-i mac-i
athematic kac() uc() macy)

c. Stem-final /k/
Example kak-‘write’ nk- ‘pull out’ fik- ‘wipe’
thematic-a kak-a nk-a ik-a
thematic-i kak-i nk-i fik-i
athematic kaf()/kac() nf@)/nc() fif())/fic(i)

d. Stem-final /g/
Example tug- ‘burnish’ | kug-‘paddle’ nag-‘bring down’
thematic-a tug-a kug-a nag-a
thematic-i tug-i kug-i nag-i
athematic tuv kuv nav

% Here, when the stem-final /t/ is followed by ili/alternates with /c/. /ci/ is phoneticallyfi[t but note

that in Irabu [fi] cannot be analysed as /ti/, as is the casepankse, since there is [ti], which is

phonemically analysed as /ti/. It is also noted Hune speakers prefer to use /c/ throughout, kadra
andkac-i, uc-aanduc-i, mac-aandmac-i,and so on.’
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6.3.4.2. Class 2 stems ending in fricative and rasant
A Class 2 athematic stem ending in a fricative alesonant does not undergo any
peculiar morphophonemic processes. A Class 2 stedng in a fricative simply
undergoes predictablé insertion to avoid fricative-final C. For examples- ‘bear;
do’ forms a thematic stenmds-a/nas) or an athematic stemmds-, with predictablei/
insertion:nas-@ (non-past unmarkedpas-tam (past realis), etc.).

Some stems are underlyingly monomoraic, and dsgsuto the lengthening rule
(82.6.2) in order to form an athematic stem, simcethematic stem must have at least
two morae. Since the stems end in a moraic /@& &also induce the geminate copy

insertion rule (82.7.1) when forming thematic ori thematic stem.

Table 6-10. Monomoraic stem and stem extension

Example f- ‘bite’ | s-‘know’ | c-‘wear’ | v-‘sell' | z-‘scold’ | r- ‘enter’
thematic-a | f-fa s-sa c-ca v-va z-7a r-ra
thematic-i f-fi S-Si Cc-Ci V-Vi Z-Zi r-ri
athematic fii St Cit Y 77 re

6.3.4.3. Class 2 stems that ended imv*

There are Class 2 stems that historically endetminwhich is reflected as /v/ or in
some cases as /u/ in athematic stem in presentalay, and is absent in thematic stems.
Thus these Class 2 stems are in synchronic terrospgéznal in that their thematic
stems do not end in a consonant. Examplepa(®- ‘creep’,fa(u)- ‘eat’, na(v)- ‘bind’,

and ka(v)- ‘buy’. The stemfau- ‘eat’ is exceptional in that the athematic stenafi

phoneme is a vowel rather than a consonant.
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Table 6-11 Class 2 stems ending in historical &nd their stem extension

Example fa(u)- ‘eat’ na(v)-‘bind’ | ka(v)-‘buy’
thematic-a fa-a na-a ka-a
thematic-i fa-i na-i ka-i
athematic fau nav kav

6.3.4.4. Class 2 stems witlu thematic vowel

Certain Class 2 stems that endedwnhave-u thematic stems rather thaa thematic
stems. RBLE 6-12 comparesur- ‘take’, a typical Class 2 stem that takes thematjc
with other three stems that take thematicThese stems have the stem-final syllable
structure /u(v)/. Thus, a thematic stemurcan be regarded as a regressive assimilation

on the part of the thematic vowel.

TABLE 6-12. Class 2 stem with -u thematic vowel

Example tur- ‘take’ | umu(v)-‘think’ juku(v)-‘rest’ | su(v)-‘follow’
thematic-a/-u | tur-a umu-u juku-u Su-u
thematic-i tur-i umu-i juku-i Su-i
athematic tur umuv jukuv suv

6.3.4.5. Morphophonemic nominalisation

As noted in 83.4.2.2, in a compound nominal, thebweot (as a modifier) must be
converted into a nominal stem. This nominalisednsterm is identical with the
athematic stem form as noted above, except ifabefmal phoneme is /k/ or /g/, where
the nominalised stem and the athematic stem ddfeshown in ABLE 6-13. Thuskad’
as opposed tkafi is used as a nominal stem ‘writing’ which then tames with another
nominal stem to form a compound nomindag+kata ‘the way of writing’

(writing+way); munu+kag ‘(the act of) writing’ (thing+writing)).
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TABLE 6-13. Nominalised stems and athematic stems

Root kak- kug-
‘write’ ‘paddle’
Nominalised stem kad’ kuz
Athematic stem kafi kuv
(6-38) a.kadg+kata (*kafi+kata) b.kuz+kata (*kuv+kata)
writing+way paddling+way
‘writing method’ ‘paddling method’

A nominalised stem is also used as a V1 of a verb-compound (86.4.2.1), as in
kadg+kai-r ‘rewrite (write+change-NPST)'. Unlike in compoumduns, however, the
V1 here may alternatively be an athematic stems(Kadi+kai-r is possible). Thus in
Irabu, a first stem of a compound shows deveradisdoth in compound verbs and in

compound nouns, even though it is more pervasivempound nouns.

6.3.5. Irregular verbs

6.3.5.1. Deictic directional verb ‘come’

In Japonic in general, the deictic directional verpressing ‘come’ shows irregular
inflection par excellencewith a number of stem forms. This also holdslfabu, where

the suppletive verb stems are Kal-, (b) c-, (c)f-, (d)t-, and (e)ii-.
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TABLE 6-14. Deictic directional verb ‘come’ and its infletion

Class 2 ‘come’
tur- ‘take’

(a) | finite negative past realis tur-a-t-ta-m kuu-t-ta-m
finite negative past unmarked tur-a-t-tar kuu-t-tar
finite negative non-past unmarked tur-a-n-@ kuu-n-@
finite irrealis intentional tur-a-di kuu-di
finite irrealis negative intentional tur-a-djaan kuu-djaan
finite irrealis optative tur-a-baa kuu-baa
conditional converb 1 tur-a-ba kuu-ba
negative conditional converb 1 tur-a-dakaa kuu-dakaa
aversive converb tur-a-zm(=tii)  kuu-Zm(=tii)
negative medial tur-a-da kuu-da
finite irrealis imperative tur-i-@ kuu-@

(b) | medial tur-i-i C-Ci-i

(c) | causal converb tur-i-ba f-fi-ba

(d) | finite past realis tur-ta-m t-ta-m
finite past unmarked tur-tar t-tar

(e) | finite non-past realis tur-@-m ii-@-m
finite non-past unmarked tur-@ fii-@
finite irrealis negative imperative tur-na fii-na
conditional converb 2 tur-tigaa fii-tigaa
negative conditional converb 2 tur-gurai fi--gurai
simultaneous converb tur-ccjaaki fi-ccjaaki
continuous converb tur-gakaaz fi-gakaaz
purpose converb tur-ga fi-ga
immediate anterior converb tur-tuu fir-tuu

As shown in RBLE 6-14 above, these stems are parallel to Classn2sstwhere all
finite and non-finite inflectional affixes are kst alongside those of the regular stem
‘take’. Clearly, (a)kuu-exactly corresponds to tha thematic stem, with one exception,

shown in bold-face, i.e. the imperative, whktei- corresponds to the thematic stem
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of Class 2. We see that (b)corresponds to the thematic stem of Class 2 that carries
the medial verb suffix, (d} corresponds to the thematic stem of Class 2 that carries
the causal converb suffix, () corresponds to the athematic stem of Class Z#raes

a finite past realis or unmarked suffix, and f{&) corresponds to the athematic stem of
Class 2 that carries all other inflectional affixB®te that in (b) and (c) geminate copy

insertion (82.7.1) occurs, as the stems here hneashic consonants.

6.3.5.2. Light verb(a)s-‘do’

The light verb ‘do’ is another major irregular venb Japonic languages. In Irabu,
however, it is not really irregular, but can be swhed under Class 2. The only
differences between a typical Class 2 and the hghb stem(a)s- (where /a/ may be
dropped in the light verb constructions; see 831).are that the latter has a thematic
stem in-uin place of a thematic stem4a, and that the finite irrealis imperative form is
either the irregulaassuor the expecteds-i-& even though the latter is not common.
The -u thematic stermas-u is alternativelyah-u in free variation (the latter is more

common).

TABLE 6-15 Inflection of the light verl§a)si

Example tur- ‘take’ (@)s-'do’
thematic-a tur-a (a)s-u/(a)h-u
thematic-i tur-i (@)s-i
athematic tur (@)s0)

finite irrealis imperative tur-i-g (a)ssu/as-i-@

6.3.5.3. Negative verlmjaa- ‘not exist’
The negative verb stemaa- ‘not exist’ is like a Class 1 stem in that it lacthematic

stems, but shows a peculiar characteristic imiledtion. That is, even though the stem
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is already negative in meaning, it is morpholodicakgated in its inflected forms (I do
not gloss the negative suffixes attachedhfaa- as NEG henceforthnjaa-n-@ ‘not
exist’ (not.exist-NPST)njaa-t-tar ‘did not exist’ (not.exist-PSThjaa-da‘not existing’
(not.exist-MED). The inflectional possibilities ofaa- are also much more restricted

than those of other regular verbs, since it onlyies the negative inflectiorfs.

TABLE 6-16. Negative verb inflection

Class 1ibi- ‘plant’ Negative verlnjaa-

finite negative past realis ibi-t-ta-m njaa-t-ta-m
finite negative past unmarked ibi-t-tar njaa-t-tar
finite negative non-past unmarked ibi-n-@ njaa-n-@J
negative conditional converb 1 ibi-dakaa njaa-dakaa
negative conditional converb 2 ibi-gurai njaa-gurai
aversive converb ibi-zim(=tii) njaa-zm(=tii)
negative medial ibi-da njaa-da

6.3.6. Existential verb, state verb, and copula ver
There are three etymologically related verb forth& existential verlar ‘exist’, the
state verbar ‘be (in a state)’ and the copula vesb. These can be distinguished in

several respects as summarised below.

TABLE 6-17. Existential verb, state verb, and copula verb

Existential verb  State verb Copula verb
Animacy-sensitive + - -
Suppletive negation + + -
VP internal + + -
No allomorphy + + -

" The negative intentional conditional suffix canbetcarried byjaa- for another reason: the suffix
only attaches to volitional verb stems.
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6.3.6.1. Existential verb

An existential verb stem form varies dependingleanimacy of the subject NP, i.e. an
animate formur- or an inanimate fornar-.>® In terms of inflectional morphology, both
stems are in most respects like a Class 2 stenshmw some diachronically induced
peculiarities. In ABLE 6-18 below, the stem form of the finite past realisite past
unmarked, and conditional converb 2 irregularlykiastem-final /r/ in contrast with
other athematic environments such as the finitepast negative imperative inflection
and simultaneous converb inflection where the atiiemstem carries /r/. It thus
diverges from typical Class 2 stems where the gteah-consonant is retained in all
environments. Also, in the finite non-past realsni, there is fluctuating variation
betweenu-@-m/a-@-mand ur-@-m/ar-@-m This suggests that in earlier Irabu /r/ was
regularly present in other athematic stems as (ivellin finite past realis). | analyse that
the underlying synchronic stem form s, where /r/ is deleted by rule when followed

by finite past realis, finite past unmarked, anddibonal converb 2 suffixes.

TABLE 6-18. Existential verbs and their inflections

Existential tur- ‘take’
thematic-a ur-a ar-a tur-a
thematic-i ur-i ar-i tur-i
athematic u(r) a(r) tur

finite non-past realis u(r)-g-m | a(r)-@-m tur-g@-m
finite non-past unmarked ur-@ ar-@ tur-@
finite non-past negative imperative | ur-na ar-na tur-na
finite past realis u-ta-m a-tam tur-ta-m
finite past unmarked u-tar a-tar tur-tar
conditional converb 2 u-tigaa a-tigaa tur-tigaa

3 An anonymous reviewer pointed out an interestingnmmenon found in some Ryukyuan varieties,
where the choice of the existential verb form ipatelent on perceived self-control mobility ratheart
animacy. So, according to the reviewer, in theaguages a typhoon, a ferry, a taxi, and so onfalen
the form usually associated with animate subjddis is not the case in Irabu, however.
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The inanimate existential verb stem is suppletively negated, with the negative
verb stermjaa-. Thus the negative forms of the inanimate exisdémerb are as shown

in TABLE 6-16 (except for the negative imperative (prolweit, which isar-na).

(6-39) A: manzjuu=g=ja a-d-m=mu?
papaya=Z=TOP exist-NPST-RLS=Q

‘Is there any papaya?’

B: njaa-n-@.
not.exist-NPST

‘No, (there) isn't.’

6.3.6.2. Copula verb

The copula verb stem is identical in form to thanimate existential verb stear-
(86.3.6.1), but differs from existentiat- in all four of the features listed imBLE 6-17.
First, it is not animacy-sensitive. Thus as illaged in (6-40) below, the copula verb

remainsar- whether the subject NP is animate or inanimate.
(6-40) a.kari=a sinsii=du a-tar.
3SG=TOP teacher=FOC COP-PST

‘He was a teacher.’ [animate subject NP]

b.banti=ga jaesja imi+jaa=du a-tar.

1PL=GEN house=TOP small+house=FOC  COP-PST
‘Our house was a small house.’ [inanimate subj#tt

289



Second, the copula verb is negated by the reguteiphological strategy using

(finite non-past negative unmarkeejam (finite past negative realis), and so on.

(6-41) kari=a sinsii=ja ar-a-n-@.
3SG=TOP teacher=TOP COP-THM-NEG-NPST

‘He is not a teacher.’

(6-42) sinsii ar-a-dakaa, vva=a nau=ga?
teacher COP-THM-CVB.NEG.CND 2SG=TOP what=Q

‘If (you) are not a teacher, what (do) you (do)?’

(6-43) kari=a sinsii=ja ar-a-da, siitu=dooi.
3SG=TOP teacher=TOP COP-NEG.MED student=EMP

‘He is not a teacher, but a student.’

Third, unlike any other verbs including the exisi@nverb, the copula verb
appears after an NP in a nominal predicate ph&&é.[1.2).

Fourth, the copula verb stem has an allomgaph which is found either in main
clauses with emphatic semantics, or in certain kiodnon-main clause. In the former
case, a clause wifhr- often contains the emphatic argument modifigami (6-44). In
the latter casgar- is found in two converb inflections, the condi@brzonverb 2 (6-45)
and the causal converb (6-46), and in a coordinktese with the ‘but’ conjunctive

=suga(which may besruga as a result of assimilation) (6-47).
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(6-44)

(6-45)

(6-46)

(6-47)

kari=a minku=gami=du jar-@.
3SG=TOP  deaf=EMP=FOC COP-NPST

‘He’s a damn deaf (guy)”

midum ja-tigaa, kaami=ti as-i-d.
female COP-CVB.CND Kaami=QT do-THM-IMP

‘If (the baby) is a girl, name hé&aami’

kiban+pztu ja-i-ba, nau=mai njaa-n-dJ.
poor+man COP-THM-CVB.CSL  what=even not.exist-NPST

‘Because (I) am a poor man, | have nothing.’

kari=a zau+midum jar-@d=ruga=du,

3SG=TOP good+woman COP-NPST=but=FOC

apavé+midum=dooi.
talkative+woman=EMP

‘She’s a good woman, but also a talkative woman.’

Compare (6-45) to (6-47) with the examples in whilch inanimate existential verb

appears in the same types of non-main clause, witgeg- allomorph is observed:

(6-48)

zin=nu a-tigaa, Zjautuu+jasi=nkai as-@.
money=NOM exist-CVB.CND  great+house=ALL do-NPST
‘If (there) were money, (1) would make (my housd)adter one.’
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(6-49) kari=a taja=nu a-i-ba,

3SG=TOP strength=NOM exist-THM-CVB.CSL
nuuma=u=mai pzk-ai-r.
horse=ACC=even pull-POT-NPST

‘Because he has (great) physical strength, (hegean pull a horse.’

(6-50) nkjaan=na bannja=mai  a-tar=ruga,

old.times=TOP field.hut=too exist-PST=but

nnama=gami=a mii-n-@=ni.
now=EMP=TOP see-NEG-NPST=CNF

‘In older times (there) were field huts, but nowejvdon’t see them, eh?’

6.3.6.3. State verb

The state verlar- ‘be’ differs from the existential verér- only in that the former is not
animacy-sensitive, as in the case of the copulb aer This is shown in the example
below, where the verb stear- does not alternate withr- as would be expected in the

existential verb.

(6-51) a.kari=a taka-f=du ar-@.

3SG=TOP high-AVLZ=FOC be-NPST

‘He is (in a) tall (state).’ [animate subject NP]
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b.kanu jamaa taka-f=du ar-J.

that mountain=TOP high-AVLZ=FOC be-NPST

‘That mountainis (in a) high (state).’ [inanimate subject NP]

The state verlar- and the existential verdr- as opposed to the copula verb shares
the morphological characteristic whereby thesenagated by suppletion (see 86.3.6.1
for the existential verb), whereas the copula varbis negated by using the regular

negative suffixn (see §86.3.6.2).

(6-52) kari=a taka-i=fa njaa-n-d.
3SG=TOP high-AVLZ=FOC NEG-NPST

‘He is (in a) tall (state).’ [the negative coungart of (6-46a)]

Syntactically, the state verr-@ ‘be’ takes the PC adverb (88.312ka-fi ‘in a high

state’ as its complement, forming the state verstraction (§83.3.5.2).

6.4. Derivational morphology
In this section | describe the internal structuréhe stem. As is shown schematically in
(6-53) below, there are three major portions ofeans the primary stem ('Stgrslot

below), the derivational affix chain, and a thematwel.

(6-53) Primary stem Derivational affix chain  Thematic vowel

Stem (-CAUS)(-PASS)(HON)  (-THM)

A primary stem may be derived by compounding orabglass-changing derivation
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(property concept stem > verb primary stem). Theedgrocess is described in Chapter
8. A primary stem optionally carries a derivatioradfix chain that consists of voice
affixes and honorific affixes in the order spedifia (6-53). After all these derivations a
thematic vowel optionally appears depending ondlass of the entire stem and the
inflectional affix that follows, as was described36.2.

In what follows | first describe derivational afis, then primary stem formation

for presentational purposes.

6.4.1. Derivational affixes

As shown in (6-53) above, derivational affixes &mce and honorific affixes. The
‘PASS’ slot is filled by the affix-(r)ai, which has a range of functions in addition to
passive marking, i.e. malefactive marking and pmaémarking. | henceforth refer to
this single form that fills the PASS slot as thegee affix, but | indicate its specific
function in the interlinear gloss: passive (PAS@plefactive (MAL), and potential
(POT).

It is not common for a verb to carry all threepad, but elicitation confirmed that
each affix shows the above ordering when they aatodNhen a derivational affix
extends a stem, the class of the whole stem isrdeted by the final segment of the
stem: as is illustrated in (6-54) and (6-55) beltlrere are two causative affixeas
(which only attaches to a Class 2 stem) asiohi (which only attaches to a Class 1
stem). Since a Class 1 is categorised as a stemgeimd/i/ and a Class 2 is as a stem
ending in a segment other than /i/, the stem vattis a Class 2 stem, whereas the stem
with -simiis a Class 1 stem. Thus in (6-54) below the st@m‘look’ and the extended
stemmii-simi both carry the non-past unmarked suffixwhich demonstrates that both
are Class 1 stems. Likewise, in (6-55) below tleenstak- ‘cry’ and the extended stem
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nak-asboth show non-past unmarked zero affixation, whielmonstrates that both are

Class 2 stems.

(6-54) Class 1 stemmii- ‘look’ + causative-simi > Class 1 steribi-simi-

a.mii-r b. mii-simi-r
look-NPST look-CAUS-NPST
‘look’ ‘make (someone) look’

(6-55) Class 2 stemak-‘cry’ + causative-as> Class 2 stemak-as-

a.nafi-@ b.nak-as-@
cry-NPST write-CAUS-NPST
‘cry’ ‘make (someone) cry.’

Likewise, the passive-malefactive-potential aff(x)ai creates a Class 1 stem.
However, the honorific affix(s)ama which does not end in /i/ so is expected to ereat
Class 2 stem, is exceptional in that it createdas<C1 stem rather than an expected

Class 2 stem.

(6-56) Class 2 stemak-‘cry’ + malefactive-(r)ai > Class 1 stemak-ai-

a.naf-@ b. nak-ai-r
cry-NPST cry-MAL-NPST
‘cry.’ ‘is cried’

(6-57) Class 2 stemmak-‘cry’ + honorific -(s)ama> Class 1 stemak-ama-
a. naf-@ b.nak-ama-r
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cry-NPST cry-HON-NPST

‘cry’ ‘cry:HON’

6.4.1.1. Causativesimi, -as

The light verb(a)s- is a Class 2 stem, but the causative suffix thatiries is-simi

Also, when it occurs with the causative suffix, #féx-initial sis deleted (@)s- + -smi

> (a)simi).

(6-58) uu-fi-@ nar-i-i daizna buuciri=jarruga
big-VLZ-MED become-THM-MED very mighty.one=but
vva=n=mai mii-smi-baa=i=ti.

(6-59)

(6-60)
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2SG=DAT=too see-CAUS-NPST.OPT=CNF=QT
‘(He) has become a big boy, though (he’s) a midday, (I) want to let you see

(him), you know.’ nii- is a Class 1 stem]

taru=nu=ga nak-agtar=ga?
who=NOM=FOC cry-CAUS-NPST=FOC

‘Who has made (you) crymfk-is a Class 2 stem]

nau=mai a-$mi-da
what=even do-CAUS-NEG.MED
taigaku sémi-tar.

withdrawal.of.school do-CAUS-PST



‘(My parents) did not allow me to do anything, améde me withdraw from

school.’ [a)s-is a Class 2 stem]

6.4.1.2. Passive-malefactive-potentiafr)ai

The passive suffix is(r)ai. The bracketed /r/ is inserted when attaching ©lass 1
stem. As illustrated in (6-61)ai attaching to Class 2 stems further undergoes the
geminate copy insertion rule (§2.7.1) if the hastiein moraic /C¥ The examples

below illustrate typical functions of the affix 6s€10.4 for more detail).

(6-61) ba=a sinsii=n=du Z-Zai-tar.
1SG=TOP teacher=DAT=FOC scold-PASS-PST

‘I was scolded by the teacher.’ [passive]

(6-62) ba=a jumunu=n mm=mu=baa fa-ai-tar.
1SG=TOP rat=DAT  potato=ACC=TOP eat-MAL-PST

‘I had my potatoes eaten by rats’ [malefactive]

(6-63) ba=a saki=u=baa num-ai-r-m=dooi.
1SG=TOP sake=ACC=TOP  drink-POT-NPST-RLS=EMP

‘| can drink sake.’ [potential]

% The analysis that /r/ is inserted is not withoosstc as it cannot explain why /t/ is inserted. & other
hand, another analysis where /r/ is deleted whenuiderlying rai attaches to a Class 2 stem is
explainable in terms of cluster reduction. Howe¥is latter analysis is problematic when dealirithw
such an example as (6-61), where a moraic C isvi@ltl by-rai. In the latter analysis, z- -tai turns into
Z-Zaias a result of an ad-hoc assimilation process. clineent analysis (with underlyingi) can deal
with this consistently by referring to predictaljeminate copy insertion, as suggested above. Thus |
adopt the current analysis. Similarly, in §6.4.1.8dopt the ‘insertion’ analysis foefs)ama(e.g.bz- ‘sit’

+ -ama> geminate copy insertionbZ-Zamaas in (6-68) below).
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6.4.1.3. Honorific-(s)ama
The honorific affix-(s)amaappears after a voice affix when they co-occue iitial
/sl is inserted when it is attached to a ClasemsiAlso, when(s)amais attached to a
Class 1 stem, the initial /s/ is frequently repthd®y /h/ (nii-sama-r ~ mii-hama-r
‘look:HON’ (look-HON-NPST)). The final /a/ of(s)amais not a thematic vowel but an
inherent part of the affix: we do not have(sjam-i in any environment. A stem
containing-(s)amathus belongs to Class 1, and does not carry aatiewowel. It is
followed by the non-past unmarked suffixrather thand.

The honorific affix is losing productivity. Mosf the attested examples -¢§)ama

are in fixed greeting expressions or in traditios@hg lyrics.

(6-64) ganzuunar=ra S-i-i ur-ama-r-m=mu?
being.healthy=ACC2 do-THM-MED PROG-HON-NPST-RLS=FOC

‘(Are) you healthy?’ [a fixed greeting expression]

(6-65) duju-ta=ga Kjuu=nu ugunaar=ra

1PL.INCL-PL=GEN today=GEN gathering=TOP

kan+ganas=nu jurus-i-i uk-ama-r.
god+beloved=NOM allow-THM-MED PRF-HON-NPST

‘Today’s gathering of ours, the god has allowed. d traditional song]

Honorific -(s)amahas an irregular form for the irrealis imperative: rather than
expectedru. Furthermore, this imperative form is by far thesnwell attested use of
honorific -(s)ama Most younger speakers (in their 40’s and youngan) only construct
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honorific forms with the fixed form STENs)amaci

(6-66) jurus-i-i fii-sama-ci.
forgive-THM-MED BEN-HON-IMP

‘Please forgive me.’

(6-67) zuu nkjagi-sama-ci.
INTJ eat. HON-HON-IMP
‘Now, please eat™®

(6-68) kuma=n bz-zama-ci.
this.place=DAT sit-HON-IMP

‘Please be seated here.’

6.4.2. Primary stem

In this section | describe primary stem formatiowl aelated constructions. Three major
construction types are described here: (1) compoy®d agglutinative serial verb

construction (SVC) and auxiliary verb constructid®dvC), and (3) phrasal SVC and

AVC. These are distinguished in terms of whethesegquence of verb stems (V1 and
V2) form a single primary stem (whose boundaryadsesnatically shown as [ ]), and

whether the sequence may occur as a complex stamvofd (indicated by ‘+’) or as a

phrase (i.e. each stem appears as a word; a wardlhaoy is indicated by # below).

4% nkjagi- ‘eat’ (Class 1) is a lexical (suppletive) honariform corresponding to non-honorifaw- ‘eat’
(thusnkjagi-samacis double-marked for honorificatiomkjagi- is the only form that | identified as a
lexical honorific form in Irabu.
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TABLE 6-19. verb-verb compound, agglutinative SVC, and AZ
Compounding [V1+V2]
Agglutinative SVC/AVC [V1]+[V2]

Phrasal SVC/AVC [V1)#[V2]

Thus, a compound forms a single complex primarystehereas an agglutinative
SVC/AVC forms a complex stem consisting of two pm stems. A complex phrase
consists of two (or more) words. As will be desedbin what follows, some
agglutinative AVCs are rearranged as phrasal AVCs.

In this section, our focus is on compounding agdl@inative SVC/AVC, as they

constitute a stem within a verb. Phrase structulidoe taken up in Chapter 7.

6.4.2.1. Compounds

Compounding two verb stems (V1 + V2) forms a singtanary stem. As a single
primary stem, the entire compound carries derivatioaffix(es) (if any) and an
inflectional affix, and it is impossible for eaclbraponent stem to carry these affixes
independently. Although verb-verb compounds argelgrcompositional in meaning, it
is collocational (i.e. the combination of V1 and Mot productive), and it is necessary
for each V1+V2 to be listed as lexical items. Ex&m(i6-69) illustrates a semantically
non-compositional compound, whereas (6-70) illdsgasemantically compositional

compounds.

(6-69) panki+naur-@(split+grow-NPST) ‘bloom’

(6-70) a.karagi+ukus-@ (turn.over+get.up-NPST) ‘turn up (window, etc.)’
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b. kag+kai-r (write+change-NPST) ‘rewrite’

c. tur+kai-r (take+change-NPST) ‘replace’

d. sici+bzzi-@ (lay+crush-NPST) ‘crush something by laying it’
e.us+cii-@ (push+crush-NPST) ‘crush’

f. ug+taus-@ (push+get.down-NPST) ‘push down’

g. pzk-i+rri-r (pull-THM+let.into) ‘pull in’

h. pzt+mudus-@ (pull+return-NPST) ‘draw back’

I. kurugi+uti-r (turn.round+drop-NPST) ‘tumble down’

J. tuv+uri-r (jJump+go.down-NPST) ‘drop down’

From the examples above, it is possible to makeraégeneralisations. First, if V1 is a
Class 2 stem, the stem form must be an athematic &6.3.4) rather than a bare root.
Morphophonemic nominalisation is also common (865, as seen in (6-70b) and
(6-70d), wherekak- ‘write’ and sik- ‘lay’ appear akad- andsici- (nominalised form)
rather tharkafi- and sfi- (athematic stem) respectively. In very limitedesgsVl is a
thematic-i, as in (6-70g). This synchronically exceptionahianay have been common
in earlier Irabu, as there are many fossilised cmumps where a previous V1 stem can
be considered to have beeniahematic stemmucjagar‘pop up’ (muc-i‘carry’ + agar
‘go up’), tacjagar ‘stand up’ fac-i ‘stand’ + agar ‘go up’)pzkjagir ‘pull up’ (pzk-i‘pull’

+ agir ‘lift’), etc. Here, */Ci+a/ (2 morae) is now redgsed as /Cja/ (1 mora).

Second, there are some stems that often occheiivl slot and others that often
occur in the V2 slot. For examplag- ‘push’ andpzt- ‘pull’ are well attested in the
above examples as a V1 stem. Likewis®; ‘change’ andagar- ‘go up’ are common as
a V2 stem. Howeveys- andpzt- do not freely combine with a large number of V2's;
kai- and agar- do not freely combine with a large number of VIIis is in sharp
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contrast to agglutinative SVCs and AVCs descrilvethe following sections, where V2
can combine with almost any V1.

Third, most verbal compound stems form separate@lgical words in terms of
(1) phonotactics and (2) the applicability of phlmgacal rules. The prosodic evidence
is irrelevant here, since in each example abovés\éhe foot, which means that V1+V2
is treated as a single domain for rhythmic alteoma82.9.4). With respect to (1) and
(2), however, we see a phonological word boundatywéeen V1 and V2. For example,
in (6-70a) /ia/ occurs across the stem boundagy,itais pronounced as [i.a] rather than
[ja:], the latter of which would be obtained if /ia/coered in a phonological word
(82.5.2). The same holds for (6-70i), where /iupisnounced as [i.u] rather than:Jju
In (6-70j), V1 ends in a coda /v/, and V2 beginsairvowel. There is thus a /C.V/
sequence, which would induce the geminate copyrtioserule (82.7.1) to produce
/C.CV/ if this sequence occurs in a phonologicatdvdiowever, it is not the case in

(6-70)), indicating that each stem is treated asparate phonological word.

6.4.2.2. Serial verb construction (SVC)
Irabu SVCs fall into two types. First, there areglagnative SVCs, where the
component stems occur within a word rather thamiiog separate grammatical words.
They can be called ‘one word constructions’ in Agkkiald’s (2006) typology of SVCs.
Second, there are phrasal SVCs, where the compostents occur as separate
grammatical words (87.1.3). In either case, IrabUC$S are largely restricted to
two-verb constructions.

There are two major differences between compowndsvand agglutinative SVCs
in Irabu. First, V2 in an SVC never undergoes sagakvoicing (82.10.4), while V2 in
a compound may do so (see, for example, (6-&@iHbzzi ‘crush something by laying
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it where V2 is underlyinglypzzk-'crush’). Second, unlike compounds, V1 and V2nn a
SVC constitute separate primary stems. Since eth s a primary stem, each can
carry its own derivational affix as long as it isnsantically appropriate. As a single
word, however, the serialised stems carry a simjlectional affix** Thus, as is shown
in (6-71) below, whereas it is possible for V1+\&awhole to carry a causative suffix
(6-71b), it is also possible for Vibi- ‘plant’ and V2pazmi- ‘begin’ to each carry the
causative suffix-simi. These stems form a larger stem, which carriespts suffix

-tar.*?

(6-71) a.ibi+pazimi-tar b. ibi+pazimi-smi-tar
plant+begin-PST plant+begin-CAUS-PST

‘began planting’ ‘ordered someone to begin phayit

c.ibi-simi+pazmi-gmi-tar
plant-CAUS+begin-PASS-PST

‘(e.g. a owner) ordered (a servant leader) to nfa&evants) plant.’

While V1 is almost unrestricted, V2 is chosen framestricted set of verb stems

that encode phases of actions (e.g. ‘begin’, ‘stégep’, etc.).

“1 In Irabu, inflection is per word, so the fact tisftection occurs after the series indicates that
whole SVC constitutes one word. However, even thahg situation where inflection occurs after an
entire series is typical of SVCs in a number ofjlaages, it does not necessarily indicate thate¢hes
constitutes a single word, as in Kalam (Andrew Rgyb.c.).

2 |n the case of a sequence of two primary stenes'stem’ here would be called a ‘verb theme’, a
higher-level unit consisting of primary stems (5etey’s 1991 description of Yimas for the notiontve
theme).
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TABLE 6-20. V2 in agglutinative SVC

Form Class Gloss Example

pati-r 1 finish (or use up)| ibi+pati-r ‘finish planting’
num-+pati-r ‘finish drinking’
tur+pati-r ‘finish taking’
kafi+pati-r ‘finish writing’

uwar-gJ 2 finish ibi+uwar-@ ‘finish planting’
num+uwar-@ | ‘finish drinking’
tur+uwar-@ ‘finish taking’
kafi+tuwar-@ | ‘finish writing’

pazmi-r 1 begin ibi+pazimi-r ‘begin planting’
num-+pazmi-r | ‘begin drinking’
tur+pazimi-r | ‘begin taking’
kafi+pazimi-r | ‘begin writing’

ciziki-r 1 keep ibi+ciziki-r ‘keep planting’
num+dzki-r | ‘keep drinking’
tur+ciziki-r ‘keep taking’
kafi+ciziki-r ‘keep writing’

maar-J 2 wander ibi+maar-@ ‘plant here and there’

num+maar-J

‘drink here and there

tur+maar-@

‘take here and there’

kafi+maar-&

‘write here and there’

The verbpati- finish’ and the vertuwar- ‘finish’ have different meanings. The former
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encodes exhaustivity, or a ‘use up’ situation, ehsrthe latter encodes completion of
an action. Thuspum-+pati-r means ‘drink up’, whereasum+uwar-@ means ‘finish
drinking’ with no entailment of an exhaustive usé what is drunk. Likewise,
kafi+pati-r means ‘write and use up paper’, and so on, wkdituwar-@ means
‘finish writing’, with no entailment of an exhausti use of what is written on.

The last example, i.enaar- ‘wander’, is exceptional in that it may alternadiy
appear as an independent word, as shown in (8#)aspectual auxiliary verbs (to be
discussed below). Semantically, too, it is like @spectual auxiliary verb in that it

encodes iterative aspect rather than a phase iohaaitial phase, medial phase, and

final phase).
(6-72) ibi+maar-@ > ibi-i maar-J
plant+wander-NPST plant-MED  wander-NPST

‘plant here and there’

6.4.2.3. Auxiliary verb construction
The auxiliary verb construction (AVC) is defined as ‘mono-clausal structure
minimally consisting of a lexical verb element tlzaintributes lexical content to the
construction and an auxiliary verb element thattgontes some grammatical or
functional content to the construction’ (Anders@®@: 7). In Irabu, there are two kinds
of AVCs: agglutinative AVCs and phrasal AVCs (84)1.As shown schematically in
TABLE 6-19, an agglutinative AVC is a one-word constiargtwhere V1 (lexical verb)
and V2 (auxiliary verb) form a single grammaticadrd;, carrying a single inflectional
affix. A phrasal AVC consists of two words, and le&aeord is inflected (see §7.1.4).
Three aspectual auxiliary verbs, progressive resultativear-, and prospective
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ufi- (810.5.2), may form either an agglutinative AVCaophrasal AVC. Other auxiliary
verbs only form a phrasal AVC. In (6-73) below, flregressive auxiliaryr- can form

an agglutinative AVC with the lexical verbi- ‘plant’ (6-73a) or it can stand as an
independent word, forming a phrasal AVC with thedal verb which is inflected for a
medial verb form (the obligatory form for the leaiozerb in a complex VP). In (6-74),
on the other hand, the perfect auxiliary veraa- never forms an agglutinative AVC

with the lexical verb. The two verbs always forrmphaasal AVC.

(6-73) Auxiliary 1 a. ibi+ur-@ (plant+PROG-NPST) ‘be planting’

b. ibi-i ur-@ (plant-MED PROG-NPST) ‘be planting’

(6-74) Auxiliary 2 ibi-i njaa-n (plant-MED PRF-NPST) ‘have planted’

The alternation between an agglutinative AVC amheasal AVC will henceforth
be called ‘word-phrase alternation’. This alteroatis in most cases motivated by the
focus marking on the lexical verb (V1 in agglutimatAVCs). Since the phonological
host of a focus marker must be a word(-plus) rathan a stem within a word, the
lexical verb stem and the auxiliary stem in an S¥@st be kept separate syntactically.
This requires an agglutinative AVC to be turneaiatphrasal AVC. However, when a
focus is on another element (an argument, a VP mgnt, or an adjunct), the lexical
verb and the aspectual auxiliary are very oftenedusnto a single verb, as an

agglutinative AVC.

(6-75) a.ba=a tigami=u kak-i-i=du u-tar.
1SG=TOP letter=ACC  write-THM-MED=FOC PROG-PST

306



‘I was writing a letter’ [phrasal AVC]
b.ba=a tigami=u=du kak-i+u-tar
1SG=TOP letter=ACC=FOC write-THM+PROG-PST

‘I was writing a letter.’ [agglutinative AVC]

(6-76) a.ba=a tigami=u kak-i-i=du ar-@

1SG=TOP letter=ACC  write-THM-MED=FOC RSL-NPST

‘I have written a letter.’ [phrasal AVC]
b.ba=a tigami=u=du kak-i+ar-@.
1SG=TOP letter=ACC=FOC write-THM+RSL-NPST

‘I have written a letter.’ [agglutinative AVC]

(6-77) a.ba=a tigami=u kak-i-i=du uf-kutu

1SG=TOP letter=ACC  write-THM-MED=FOC PROS-OBL

‘I am supposed to write a letter.’ [phrasal AVC]

b.ba=a tigami=u=du kak-i+ufi-kutu.

1SG=TOP letter=ACC=FOC write-THM+PRQOS-OBL

‘I am supposed to write a letter.’ [agglutinat®éC]

6.5. Citation form

In the rest of this grammar, | use a finite unmdrk@m for the citation form of a verb.

Thus when we are talking of a verb designatingKleathout respect to its morphology,
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| represent the form byniir (mii-r: look-NPST), and when we are talking of arly

designating ‘write’, | represent the form kgfi' (kafi-@: write-NPST).
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Chapter 7

The predicate phrase

The predicate phrase is either verbal or nominaledval predicate phrase consists of a
verb phrase (VP) and its complement (if require®i18L.1; 83.3.5.2). A VP consists of a
verb word other than the copula. A nominal predicphrase consists of a nominal
phrase (NP) and a copula verb which is omitted umeetain conditions (83.1.1.2).

Clause-level clitics (89.1.2) may be attached tpredicate, sometimes intervening
between elements of the phrase, as shown in (nrd)X&2) below, and/or sometimes

after an entire predicate, as shown in (7-3) and)) [@elow.

(7-1) ba=a hon=nu jum-i-if =du ur-@.

1SG=TOP book=ACC  read-THM-MED=FOC PROG-NPST

‘I am reading a book.’

(7-2) kari=a sinsii [=du |a-tar.

3SG=TOP teacher=FOC COP-PST

‘He was a teacher.’

(7-3) kari=a mudur-i-i t-tar|=paz

3SG=Z=TOP return-THM-MED come-PST=maybe

‘He may have come back.’

(7-4) kari=a sinsiiFpad.

3SG=TOP teacher=maybe
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‘He may be a teacher.’

7.1. The structure of verbal predicate phrase
In this section | describe the internal structuréhe verbal predicate phrase, which is

schematically shown below:

(7-5)(VP complement+) [lexical verb 1 (+auxiliary verb/exical verb 2)],p

Our focus in what follows is VP structure. See 8§81l and §3.3.5.2 for the description

of VP complements.

7.1.1. Verb inflection within a VP

When a VP is internally complex, the first verb {\M& a non-finite, medial verb form.
The second verb (V2) is either a finite or a nanté verb form, depending on whether
the clause headed by the VP is independent or deper-or example, the \fRurii ttar

in (7-6) has the structure Ybgiag + VZiinie, Since the VP heads an independent clause.
The VP purii ccii in (7-7), on the other hand, has the structur@.Mi; + V2mediai,
since the VP heads a dependent clause that occaipies-final slot in a clause chain
(811.3). The VRpurii ffiba in (7-8) has the structure Wbdiay + V2converby Since the VP

heads a dependent clause that functions as a @issitential clause (811.4.1.3).

(7-6) pai=kara mm=mu=du pur-i-i t-tar.
field=ABL potato=ACC=FOC dig-THM-MED come-PST

‘From the field (I) dug potatoes and came.’ [hefadte verb]
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(7-7) mm=mu pur-it C-Ci-i, fa-I-@.
potato=ACC dig-THM-MED come-THM-MED eat-THM-IMP

‘(You) dig potatoes and come, then eat (them).afhenedial verb]

(7-8) mm=mu pur-i-i f-fi-ba, mac-i+ur-i-J.
potato=ACC dig-THM-MED come-THM-CVB.CSL wait-THM+RBRG-
-THM-IMP

‘Because (I) will dig potatoes and come, keep wgiti[head: converb]

7.1.2. Lexical verb and auxiliary verb

In a VP the structural head and the semantic headotl necessarily coincide. Let us
examine this mismatch step by step. To begin with,headship of a VP that lacks a
structural dependent is uncontroversial, sincestiectural head is filled by a lexical
verb, which is also a semantic head, i.e. the ‘anyminformation-bearing unit’ (Croft

2003).

(7-9) ba=a pisir=ru=baa fau-ta-nrsuga=du...
1SG=TOP lunch=ACC=TOP eat-PST-RLS=but=FOC

‘| ate lunch, but..*®

On the other hand, in a complex VP where bothhised slot and the dependent
slot are filled, it is the verb filling the depemdesiot that is morphologically marked for
the dependency relation. Thus in (7-10) below,dinectural dependent is marked by a

special inflection, the medial verb form. Howeuéis structurally dependent verb may

3 The clitics=sugaand=du are clause-level constituents and belong only plogically to the VP.
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be the semantic head, i.e. the primary informakearing unit. Thus the structural
dependenfaii ‘eat’ is fully lexical in meaning, whereas the sed verbar encodes
resultative aspect. On the other hand, it is tec®rd verkar which has finite inflection,

and functions as the structural head.

(7-10) ba=a pisir=ru=baa fa-i-i=du ar-@.
2SG=TOP lunch=ACC=TOP eat-THM-MED=FOC RSL-NPST
a. Structural headship:  Dependent Head
b. Semantic headship: Head Dependent

‘I have eaten lunch.’

In this grammar an auxiliary verb defined as a verb within an internally complex
VP that fills the structural head slot but servesaaemantic dependent. In the example
above, the auxiliary is the resultative aspectuatkerar. Thus ‘auxiliary verb’ labels
the mismatch between structural and semantic hgadstexical verb is defined as the
verb that serves as semantic head, which may bereitstructural head (efgutamin

(7-9)) or a structural dependent (daji in (7-10)).

7.1.3. Phrasal serial verb constructions

7.1.3.1. Definition

Those VPs in which V2 is also a lexical verb, watdouble semantic head structure, are
phrasal serial verb constructions (see 86.4.2. afgglutinative SVCs that constitute a
verb stem). A phrasal SVC has structural asymmaetingre the first verb is non-finite
(medial verb form) and the second verb is finiter(on-finite, 87.1.1). An example of a
phrasal SVC is:
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(7-11) agu=u jurab-i-i t-tar.

friend=ACC call-THM-MED come-PST

‘I brought my friends’ [lit. (1) called (my) friersland came back; motion]

(7-12) tur-i-i, mmja, _nak-i-i fau-ta-mdara.

take-THM-MED  INTJ cry-THM-MED eat-PST-RLS=CRTN

‘(1) took (the dish), and ate (it) crying.’

(7-13) suu=ju makas-i-i tur-i-@.

vegetable=ACC  pull-THM-MED take-THM-IMP

‘Pull the vegetable out.’ [lit. Pull the vegetalaled take (it).]

By contrast, a phrasal auxiliary verb construct{gh’C), as illustrated in (7-10)
above, has both semantic and structural asymmeeg §6.4.2.1 for agglutinative
AVCs). That is, V1 is the semantic head and Vhegemantic dependent, whereas V1

is the structural dependent and V2 is the struthead.

TABLE 7-1. AVCs and SVCs

AVC SvC

V1 V2 V1 V2
Semantic head * * *
Structural head * *

Since semantic headship is a notion of more/latiser than either/or kind, the
double semantic heads in an SVC are not given afedplequal status: V1 of an SVC

may be more semantically prominent than V2, or vieesa, even though both verbs can
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still be seen as lexical verbs. For example, (7dldgve is a motion SVC, where the
motion verb (V2) is less semantically prominentycel the argument structure is
primarily determined by V1 (transitive). On the ethhand, in (7-12) V2 is more
semantically prominent than V1, since it is thetlat determines the transitivity of the
SVC as a whole, and V1 modifies V2 as a mannerraile In (7-13), it is difficult to
judge whether V1 or V2 is semantically more prominas both A and O arguments are
shared, and no modificational relationship is dsthbd between the two verbs. At any
rate, in each of the examples, both verbs retaim kaxical meaning.

On the other hand, V2 of an AVC is clearly a setwcadependent with much
semantic bleaching. For example, the resultatipecsal auxiliaryar adds aspectual
information to the event described by the lexioalby and it does not retain its lexical
meaning &r ‘(inanimate subject) exist’). Cross-linguisticallgn SVC is a typical
diachronic source for AVCs (Payne 1997: 310; Ander2006: 11), and if either of the
double semantic heads in an SVC has undergonendicagt semantic bleaching or
abstraction, the construction begins to be likeddg. In Irabu, AVCs have V2 as an

auxiliary verb expressing aspectual and benefactiegories (§7.1.4).

7.1.3.2. Typological characteristics of phrasal SVE&
The definition of an SVC given in the precedingtsetdiffers from that suggested in
Aikhenvald's (2006: 1), where she states that faabkeerb construction is a sequence of
verbs which act together as a single prediaaitdout any overt marker of coordination,
subordination, or syntactic dependency of any ofoet (emphasis mine).

This definition certainly excludes the Irabu Vihdaother complex predicates in
Japanese, Korean, and so-called Altaic languages)e the first verb shows syntactic
dependency (non-finite inflection). However, then® enough functional-typological
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similarities for us to use the same term for tlabir casé* In general, SVCs often (but
by no means must) exhibit the following characters(Foley and Olson 1985; Givon
1990; Durie 1997; Pawley and Lane 1998; Aikhen4l@6;inter alia), all of which are

shared by Irabu SVCs, as briefly noted in whaiofoH:

(1) monoclausality

(2) argument sharing

(3) encoding of sequential events, manner, motietts

(4) shared predicate categories (‘operators’ ileyand Van Valin’s 1984
terms) such as tense and mood

(5) single intonational unit

(1) Monoclausality

A phrasal SVC is monoclausal, serving as a singkdipate. If it occurs in an
independent clause, it consists of a medial vetbaafinite verb. This analysis requires
careful justification, as medial verbs occur in tgtauctural contexts: as V1 within a VP,

e.g. (7-14), and as the head of a non-final clausechain (7-15).

(7-14) agu=u jurab-i-i t-tar.
friend=ACC call-THM-MED come-PST

‘(1) brought my friends’ [lit. (I) called (my) frieds and came back.]

4 See also Payne (1997: 311) and Shibatani and Hi2808§) for a similar claim that non-finite marking
on a verb within a series does not necessarilyueecthe possibility to call the construction an S\&€
such exclusion would entail a loss of generalisatio
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(7-15) agu=u jurab-i-i, t-tar.
friend=ACC call-THM-MED come-PST

‘(1) called (my) friends, and (I) came back.’

There is a criterion for distinguishing betweer tiwvo structures. A VP is a tight
syntactic knit, while two verbs in a clause chaie aot. This is easily tested by seeing
whether it is possible to insert a word between the verbs in each case. The
following example can only be interpreted as twobsein a clause chain, since the

adverbsugu(=du)‘right away’ intervenes between the first verb &mel second verb.

(7-16) agu=u jurab-i-i, sugu=du t-tar.
friend=ACC call-THM-MED rightaway=FOC  come-PST

‘(1) called (my) friends, and (I) came back rightasy.’

By contrast, if a VP is to be modified by an advetlmust be placed before the whole

VP (7-17).

(7-17) agu=u sugu=du jurab-i-i t-tar.
friend=ACC right.away=FOC call-THM-MED come-PST

‘| brought my friends right away.’

There is a significant difference in semanticssMeen (7-14) and (7-15) above. In
the monoclausal SVC (7-14), the act of callingiand and the act of coming (back) are
directly related, thus the speaker actually brodbatfriend, coming together with him.
In Lord’s (1974) terms, the second verb is ‘alwaysome sense a further development,
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result, or goal’ of the first verb. On the othemtain the biclausal (7-15), it may be

possible that the speaker alone came back.

(2) Argument sharing
Both verbs in a VP (either an SVC or an AVC) musire a subject, whereas two verbs
in a chain may not. In (7-18) below the subjecthaf VP isba=a ‘I', which is shared by

both V1 and V2.

(7-18) ba=a agu=u jurab-i-i t-tar.
1SG=TOP friend=ACC call-THM-MED come-PST

‘I brought my friends’ [lit. | called (my) friendand came back]

In a clause chain like (7-19) below, a medial vertection usually signals
same-subject reference. Thus in (7-19) the seclause lacks an overt subject, but the

subject in the second clause is interpreted asahe as that in the first.

(7-19) ba=a agu=u jurab-i-i, t-tar.
1SG=TOP friend=ACC call-THM-MED come-PST

‘| called (my) friends, and came.’

45 |t is importantnotto confuse semantic subject and grammatical stififee latter of which is what |
mean by ‘subject’). Of course, subject sharing &ant for the latter concept. (7-18) ‘I brought my
friends’ has the meaning ‘I called my friends dmohd my friends€ame back’. Here, one might argue that
the semantic subject isand my friendsand call into question the generalisation thajestt sharing is
obligatory. However, in terms of syntax, the subjaast be ‘I'. For example, if one says (7-18) witle
reflexive pronoun, as innagaduu=sii(RFL=INST) ‘by oneself’, the reflexive pronoun ntusfer to ‘I,

not ‘I and my friends’. See §3.4.1 for reflexiventml of subject.

317



However, this same subject entailment is not aolabsrule. As is illustrated in (7-20)

below, it is possible for each clause to have feiht subject.

(7-20) ba=ga agu=u jurab-i-i, kai=ga=du t-tar.
1SG=NOM friend=ACC call-THM-MED 3SG=NOM=FOC come-PS

‘(1) called (my) friends, and (among them) he came.

(3) Encoding of sequential events, manner, motionstc.
Phrasal SVCs encode sequential subevents (iconicadered) that constitute a larger
single event. The subevents are often iterativeshasvn in (7-22) and (7-23), but may

be manner (7-24) to (7-28), motion (7-29) and (J-a@d so on.

(7-21) vvadu=ga #n-i-i par-tigaa=dumma,

2PL=NOM  die-THM-MED leave-CVB.CND=EMP

iravci=mai njaa-n-3J.
Irabu.language=too not.exist-NPST
‘If your generation dies outhe Irabu language will also disappear.’ [seqaént

events]

(7-22) ami fi-@ atu=n=na ssudur=nkai ik-i-1,

rain  fall-NPST after=DAT=TOP  ssudur=ALL go-THM-MED

nuur+zuu=ju=mai tur-i-i fau-@

nuur+plant=ACC=too pick-THM-MED eat-NPST
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(7-23)

(7-24)

(7-25)

(7-26)

(7-27)

‘After it rains (I) go to Ssudur (place name), guidk and eanuurzuuplant.’

[sequential events: iterative]

kai bazakar-i-i, f-fa-d=tti as-i-i,
like.that show.claw-THM-MED bite-THM-INT=QT do-THMVED
uri=a tur-i-i rri-i ...

3SG=TOP take-THM-MED  put.in-MED

‘(The crab) showed its claw, moving menacingly,ddntook it and put it into

(the basket).” [sequential events: iterative]

nuuma=n nuur-i-i par-tarca.

horse=DAT ride-THM-MED leave-PST=HS

‘(He) left riding on a horse.’ [manner]

kata+bata=u=baa jak-i-i fau-@

half+body=ACC=TOP burn-THM-MED eat-NPST

‘(They) (would) burn and eat the half of the bodsnanner]

uri=u nak-i-i=du fau-tar

3SG=ACC cry-THM-MED=FOC eat-PST

‘(She) ate it crying.” [manner]

mma=a naa=ga ffa=u=baa takara=ti=du

mother=TOP oneself=GEN child=ACC=TOP treasure=QTEFO
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(7-28)

(7-29)

(7-30)

320

umu-i+u-i-ba=i,

think-THM+PROG-THM-CVB.CSL=CNF

ffa=nu pana+dar=ru=mai jub-i-i tur-@

child=GEN nose+snot=ACC=even suck-THM-MED take-NPST
‘A mother thinks that her baby is a treasure, yoow (she) can suck otite

snot of baby’s snot.” [manner]

icu=u=baa, mmija, izi=sii Kir-&.
thread=ACC=TOP INTJ mouth=INST cut-NPST
mata, umais=sii jak-i-i kir-g .

and fire=INST burn-THM-MED cut-NPST

‘(One) cuts threads with his mouth; also (one cau) (threads) by burning

(them)with fire.” [manner]

uttussu=mai saar-i-i ifta-n~=dara.

younger.brother=too accompany-THM-MED go-PST-RLSFER

‘(1) took my younger brother, too (to some place).’ [motion]

mm-+pur-ja-gama=a Muc-i-i ik-i5i

potato+dig-NLZ-DIM=ACC2 carry-THM-MED go-THM-MED

pzk-i-i C-Ci-i..

pul-THM-MED come-THM-MED



‘(people would)_take (lit. carry ga potato digger (to the field), and pull and

bring (potatoes)...” [motion]

(4) Shared predicate categories
Since V1 of a phrasal SVC is a non-finite form, #pecification of tense and mood
(finite inflectional categories) is dependent on, Which can be inflected for these

categories. The scope of interrogation is also anegntire SVC.:

(7-31) vva=a unu panas=su=baa _ik-as-i-i maar-tarru?

2SG=TOP that story=ACC=TOP hear-CAUS-THM-MED wanB&T=
=Q

‘Did you visit hear and there exposititat talk?’

(7-32) aatgara=u=ru tur-i-i siti-r?

foxtail.millet+hull=ACC=FOC take-THM-MED do.away.Wi-NPST

‘Do (I have to) take and do away withe hulls of foxtail millet?’

On the other hand, the second verb in a clause daa be independently interrogated,

with the truth value of the first clause being pigsosed.

(7-33) vva=a uja=nu $n-i-i,

2SG=TOP father=NOM die-THM-MED

mjaaku=nkai=ja kuu-t-ta-mamu?
Miyako=ALL=TOP come-NEG-PST-RLS=Q
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‘Didn’t you come bacl; to Miyako even when your father dig@’

Negation is more complicated. First, a medial vsrinflected for negative polarity,

choosing either an affirmative formi or a negative formda. Thus V1 can be

independently negated within an SVC. This is alge for an AVC.

(7-34)  munu=u=mai az-za-da par-tar

thing=ACC=even speak-THM-NEG.MED leave-PST

‘(He) left without speakingnything.’

(7-35) maasu=u=baa maadaa fa-a-da=du ur-@

salt=ACC=TOP not.much eat-THM-NEG.MED=FOC PROG-NPS

‘Il am taking care not to e&o much salt.’

When V2 is negated with a finite inflection, eitlibe scope is over an entire SVC,
as illustrated in (7-36) below, or V1 is negatedwiontrastive meaning, as illustrated
in (7-37) below. In the latter case, V1 is topicrkeal, as the topic marking designates

contrastive meaning.

(7-36) banti=a kiban-ka-ta=iba, waa-nagi=a
1PL=TOP poor-VLZ-PST=s0 pig-APPR=TOP
kurus-i-i fa-a-t-ta-m.

kill-THM-MED eat-THM-NEG-PST-RLS
‘We were poor, so did not kill and eat pigs.’
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(7-37) waa-nagi=a, Kuris-i-i=ja fa-a-t-tarruga,

pig-APPR=TOP kill-THM-MED=TOP  eat-THM-NEG-NPST=but

Siis=su ka-i-i=du fau-tar.
meat=ACC buy-THM-MED=FOC eat-PST

‘(I) did not eat a pig by killingone), but (I) bought and ate one.’ [i.e. | al@@

not by killing but by buying its meat.]

(5) Single intonational unit

The verbs in a phrasal SVC or AVC undergo phrasgppmg of rhythmic alternation
(82.9.4), whereas two verbs in a clause chain doTius in (7-38) below, the V1 of the
SVC has one foot and therefore is treated as pgattteophonological word (i.e. the

entire SVC) for the purpose of the rhythmic altéiora

(7-38) agu=u jurab-i-i t-tar.
friend=ACC call-THM-MED  come-PST
‘(1) brought (my) friends.’ [lit. (I) called (my)rfends and came back]
(aguu) (jura)(bii) (ttar)
(H) H) @) (2)

By contrast, if these same verbs are used in &elabain, as illustrated in (7-39) below,
phrasal mapping does not occur, and each verkasetl as a phonological word. There
is also a clear intonational break (pause) betvieeriirst verb and the second verb in a

chain in (7-39).
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(7-39) agu=u jurab-i-i, t-tar.
friend=ACC call-THM-MED  come-PST
‘(1) brought (my) friends.’ [lit. (I) called (my)rfends and came back]
(aguu) (jura)(bii) (ttar)

(H)

7.1.4. Phrasal auxiliary verb constructions

A phrasal AVC consists of a lexical verb (mediatbvenflection) and an auxiliary verb
(see also 86.4.2.3 for a summary of Irabu AVCshdtonally, phrasal AVCs fall into
two major types: aspectual AVCs (87.1.4.1) and fsstwe AVCs (87.1.4.2). The
difference in function is carried by the auxiliaverb. It is also reflected in certain
syntactic differences, as will be noted in whaldek. As noted in 86.4.2.3, there is
word-phrase alternation, where three aspectualiaugs (progressiver, resultativear,
and prospectivaifi) may alternatively form an agglutinative AVC whevd and V2

constitute a single verb stem.

7.1.4.1. Aspectual AVCs
Aspectual AVCs express the basic aspectual digtimetof progressive, resultative,
prospective (‘do something for future benefit/puee9, perfect, and experiential (‘have
ever done; try doing’), by selecting an appropradpect auxiliary verb (glossed PROG,
RSL, PROS, PRF, and EXP respectively). A fullerclional account of aspect is
provided in 810.5.2. Here it is sufficient to notkee following three structural
characteristics.

First, all aspect auxiliary verbs represent graticabsations of their lexical verb
counterparts: progressive (< existential (for animata)r), resultativear (< existential
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(for inanimate)ar), prospectivaufi (< ufi ‘put; place’), perfechjaan (< negative stative
njaan ‘be non-existent’), andniir (< miir ‘look’). These auxiliary verbs are illustrated

in the examples below.

(7-40) Progressive
ffa=nu nak-i-i=du ur-@a.
child=NOM cry-THM-MED=FOC PROG-NPST

‘(My) child is crying.’

(7-41) Resultative
kuri=a nak-i-i=du ar-J.
35G=TOP cry-THM-MED=FOC RSL-NPST

‘This (one) has cried (to the effect that he hasdarimmed eyes)’

(7-42) Prospective

mm=mu=baa piicja-gama nukus-i-i=du
potato=ACC=TOP little.amount-DIM  leave-THM-MED=FOC
ufi-kutu.

PROS-OBL

‘(We) have to keep a bit of potato (for dad whalisent).’

‘Tomorrow (I) have to catch fish’
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(7-43) Perfect
kari=a Sn-i-i njaa-n.
3SG=TOP die-THM-MED PRF-NPST

‘He has died.’ [lit. He died, and is non-existent]

(7-44) Experiential
ku=nu harigani=u umai=sii nbas-i-i mii-ru.
this=GEN wire=ACC fire=INST stretch-THM-MED EXP-IMP

“Try stretching this wire with fire.’

Second, the auxiliary verbs that cannot form aglumpative AVC, i.e. perfect
njaanand experientiamiir, are always contiguous with the lexical verb witan AVC,
as illustrated in (7-43) and (7-44). That is, nou® marker or topic marker appears on
the lexical verb.

Third, the perfect auxiliary is identical in formith the negative existential verb
njaan.This can be seen in (7-43), where perfect aspeéwi@lis literally ‘died, and is
non-existent’. However, the degree of semanticrabson is such that the original
semantic force does not necessarily hold. Thug-#5) below the auxiliary verb simply
encodes a perfect event, and does not allow alliteterpretation ‘() read and that

book is non-existent'.
(7-45) hon=nu=baa jum-i-i njaa-n.
book=ACC=TOP read-THM-MED PRF-NPST

‘As for the book, (1) have read (it).’
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7.1.4.2. Benefactive AVCs

Benefactive AVCs express actions that are diretdedperson for his/her benefit.

(7-46) a. ba=a maccja=nkai=du iftar.
1SG=TOP shop=ALL=FOC go-PST

‘I went to a shop.’

b. ba=a ui=ga kaari=n

1SG=TOP 3SG=GEN stead=DAT

maccja=nkai=du ik-i-i fii-tar.
shop=ALL=FOC go-THM-MED BEN-PST

‘I went to a shop instead of him.’

c. kari=a ba=ga kaari=n

3SG=TOP 1SG=GEN stead=DAT

maccja=nkai=du IK-i-1 fii-tar.
shop=ALL=FOC go-THM-MED BEN-PST

‘He went to a shop instead of me.’

The benefactive AVC is also observed in Japanesart(iv 1975). One interesting
difference between Irabu and Japanese is thataioulthe benefactive auxiliary is
invariablyfiir, whereas in Japanese the choice of auxiliary dipen the deictic centre,
i.e. on who is the beneficiary of the action: @geru ‘(speaker) do for someone’s
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benefit (from speaker’s point of view)’, (Xureru ‘(non-speaker subject) do for

speaker’s benefit’, and (B)orau‘(speaker) have something done for speaker’s ltenef

Note that (1) and (2) are encodedflayin (7-46b) and (7-46c¢) respectively. Also, (3) is

expressed by (7-46¢), where the deictic centreasstibject and not the speaker.

7.1.4.3. Auxiliary ellipsis

A past-tense progressive auxiliary verb may undeiyjpsis. This phenomenon is in

most cases an avoidance of repetition of a previttiesance that contains the auxiliary,

as illustrated in (7-47), though some examples caha seen as avoidance of repetition,

as illustrated in (7-48) where auxiliary ellipsiscars without a previous mention of the

auxiliary.

(7-47) A.

(7-48) A.
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manjuu=gami=a ar-i-i=ru u-tar?
papaya=LMT=TOP exist-THM-MED=FOC PROG-PST

‘Were (there) papayas (in those days)?’

ar-i-i=du.
exist-THM-MED=FOC

‘(There) were.’

ka=nu buuciri+jarabi=a=da?
that=GEN mighty+child=TOP=how.about

‘What has become of that mighty boy?’



B. kari=a mmja nak-i-i=du.
3SG=TOP INTJ cry-THM-MED=FOC

‘(He) was crying.’

In other Miyako Ryukyuan varieties such as Oganogéi Daigaku Okinawa Bunka
Kenkyujo 1977; Thomas Pellard p.c.) auxiliary el is so common that such
non-finite termination is now seen as a form ofteece-final verb. This may be a
further diachronic development from the auxiliatjypsis seen in Irabu: with a more
and more productive use of ellipsis, the non-fimtedial verb form (as a lexical verb)
will more and more be felt to be a kind of ‘nonHenpast form’. In Irabu, however,
ellipsis is not at all frequent, so we can safekgiipret it as ellipsis and regard the full

VP as the unmarked option.

7.2. The structure of nominal predicate phrase
Thise section describes the structure of a preslibaaded by an NP, or a nominal

predicate. See §10.2.1 and §10.2.2 for the funcfarominal predicates.

7.2.1. Basic structure

As mentioned in 83.1.1.2, a nominal predicate mhi@msists of an NP as a predicate
head, which may be focus-marked by the focus clitee 89.1.2.4 for syntactic
distribution of this clitic), followed by a copulgerb, which is obligatorily absent when
certain conditions are met, i.e. in affirmative,non-past tense, in absence of the focus
clitic on the NP, and in a main clause (see 831fdr. detail). Thus, in the following
pair of examples, (7-49a) contains the copula aab as it is in past tense, whereas in

(7-49) it is absent, as the above-mentioned canditare all met.
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(7-49) a.

ba=a sinsii=du a-tar.
1SG=TOP teacher=FOC COP-PST

‘| was a teacher’

ba=a sinsii.
1SG=TOP teacher

‘l am a teacher.’

A predicate NP may be headed by a nominal worcdyp@r 5) or an adjective word

(Chapter 8), even though it is less common for djedcive to fill this syntactic slot

(TABLE 8-8 of 88.3.4.1). The nominal word that heads edigate NP may be any

subclass of nominal, i.e. a noun, a pronoun, a nalma&n interrogative, an indefinite, a

compound derived from a PC stem (88.3.4).

(7-50) a.

kanu pztu=mai irav+pztadooi.

that man=too I[rabu+man=EMP

‘That man (is) also a man from Irabu.’ [nominalteead]

kama=nu ngjamasii+ngjamasilu a-ta=iba.
that.place=NOM  RED+noisy=FOC COP-PST=so

‘For that place was noisy.’ [adjective as head]

In very limited cases, however, a predicate NP @alag be headed by a verb that was

historically composed of a verb followed by a foimaun, and this will be described in

§7.2.2 below.
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7.2.2. Secondary inflection
There are two bound formisytu ‘thing’ and gumata‘?’,*® which can be used either as a
bound nominal word or a finite inflectional affixn the latter case, | call these
‘secondary inflectional affixes’.

When used as a bound noun they head an NP modhfiexh adnominal clause,

just like formal nouns (84.2.1). In (7-51) and (2)below, the NPs take a copula verb.

(7-51) vva=ga nkai-r kutu=du a-tar.
2SG=NOM  pick.up-NPST thing=FOC COP-PST

‘(It) was a you-pick-up (-your-child) case.’ [i.¥ou should have picked up your

child.]
(7-52) vva=ga nkai-r gumata=du a-tar.
2SG=NOM  pick.up-NPST ?=FOC COP-PST

‘(It) was a you-pick-up(-your-child) case.’ [i.eo were supposed to pick up

your child.]

Note here that the preceding verbs that functiorthaspredicates of the adnominal
clauses are fully inflected (finite non-past unneatk indicating that there is a
grammatical word boundary between the verb andelsendary inflectional affix.

On the other hand, the same forms can be usedcasdary inflectional affixes

-kutuand-gumata In this case, they are attached directly to @ne lverb stem.

¢ Karimata (2003), in describing another Miyako Ryudn variety, Bora, notes that this form is a
‘formal noun’i.e. a semantically abstract/emptynigal, which functions like a tense/mood formative
that encodes definite future. As in the case ofBBtre lexical meaning e§umatais unclear in Irabu as
well.
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(7-53) vva=ga nkai-kutu=du a-tar.
2SG=NOM  pick.up-OBL=FOC COP-PST

‘(It) was a you-pick-up(-your-child) case.’ [i.eoM should have picked up your

child.]
(7-54) vva=ga nkai-gumata=du a-tar.
2SG=NOM  pick.up-ANTC=FOC COP-PST

‘(It) was a you-pick-up(-your-child) case.’ [i.eod were supposed to pick up

your child.]

It is reasonable, then, to treat the head noun@-6fL) and (7-52) as being integrated
into the finite verbal inflection paradigm in (7)%%&nd (7-54), paradigmatically
contrasting with other finite inflectional affixeg$6.3.1). The secondary inflectional
affixes-kutu and-gumatahave irrealis modality in this environment. Thistuis best
characterised as irrealis obligative/potential (d&oor epistemic), andgumata as
irrealis anticipated future (epistemic).

The finite verbs of secondary inflection only hemdnain clause predicate, but
unlike other finite verbs they fill the NP slot tife nominal predicate phrase. Note that
in (7-53) and (7-54) the verbs of secondary inftectare followed by a copula verb.

Also, like NPs they are negated with a copula verb:

(7-55) vva=a nkai-kutu=u ar-a-n-@.
2SG=TOP pick.up-OBL=TOP COP-THM-NEG-NPST
‘(It) isn’t a you-pick-up(-your-child) case.’ [i.eYou are not supposed to bring
your child.]
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(7-56) vva=ga nkai-gumata=a ar-a-n-@.
2SG=NOM pick.up-NPST.ANTC=TOP COP-THM-NEG-NPST
‘(It) isn’t a you-pick-up(-your-child) case.’ [i.&fou are not supposed to pick up

your child.]

The secondary inflection phenomenon is an exangflea grammaticalised
structure occurring alongside its un-grammaticdlisource structure, a common
situation cross-linguistically. In the case-gtimata the degree of grammaticalisation is
greater, as it is no longer used in its un-grameafiied source structure. The crucial
fact in dealing with secondary inflection is thhetsecondary inflectional affixes still
show nominal features syntactically, retaining thaiginal syntactic function as head
of NPs (as they carry a copula), even though theyirdlectional affixes in terms of

verb morphology.
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Chapter 8

Property concepts, adjectives, and other derivatioa processes

This chapter focuses on (1) issues to do with’ perty concepts’ (‘high’, ‘good’,
‘white’, etc.), including the description of the jactive class, and with (2)
class-changing derivational processes. With regar(ll), there are four major word
formation processes involving a given property epicstem (henceforth PC stem):
adjective formation, nominal formation, verb format and adverb formation. With
regard to (2), there are stem class-changing psesewhereby a PC stem is derived

from a verb stem, and a nominal stem is derivechfaoverb stem.

8.1. Property concept stems (PC stems)

A PC stem is a bound stem and requires suffixatompounding, or reduplication to
function as a grammatical word (a few exceptione¢ fPC stems do exist; 88.1.2.2). An
adjective is formed by reduplicating a PC stem.(&alga- ‘high’ > takaa+takg, and
usually modifies the head nominal within an NP. Hadgective class is fully described
in 88.2. In addition to the adjective formationgeith are three other ways to form a
grammatical word from a PC stem: (1) a nominal coumg (aka+jama
‘high+mountain’, taka+munu ‘high(+thing)’), (2) a PC verb téka-ka-ta-m ‘was
high-VLZ-PST-RLS’), and (3) a PC adverlaka-t' ‘high-ly’). Each constitutes a

subclass of its respective word class. These aeited in §8.3.

8.1.1. Property concept
Property concepts (Thompson 1988) are cross-litigally likely to be expressed as
‘adjectives’. Dixon (1982) identifies the followingemantic categories of property
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concepts.

TABLE 8-1. Property concepts and Dixon’s (1982) semantigpes

DIMENSION uku-‘big’ naga-‘long’ taka- ‘tall’ pZsu-‘wide’
AGE mzz-‘new’ baka-‘young’  gaba-‘old’ jari- ‘old’
VALUE zau-‘good’ bar- ‘bad’ kagi- ‘lovely’ pinna-‘odd’
COLOUR ffu ‘black’ ssu‘white’ aka‘red’ au ‘blue’
PHYSICAL kupa-‘hard’ iv- ‘heavy’ Cuu-‘strong’ ac- ‘hot’
PROPERTY

HUMAN kuuka¢ ‘mean’ pukarasg umukutu pazkas-
PROPENSITY ‘happy’ ‘clever’ ‘ashamed’
SPEED pjaa- ‘fast’ niv- ‘slow’

Many PC stems in Irabu are of these categoriesabuimber of PC stems belong to

other categories such as Position, Difficulty, &nahilarity (Dixon 2004: 5).

TABLE 8-2. Property concept roots and other semantic tyjse

Position taka-‘high’ bzda-‘low’ tuu- ‘far’ cika- ‘near’
Difficulty mudkasi- ‘difficult’
Similarity  junuguu‘same’

As indicated by ‘-’ in BBLES 8-1 and 8-2 above, most PC stems are bound, efaregpt
few free PC stems that may be zero-converted toimainstems (see 88.1.2.2). For
example,junuguu ‘same’ in TBLE 8-2 can stand alone if it is zero-converted to a

nominal, and can function as head of an NP (eshgument or predicate).

(8-1) ui=mai Sn-i-i, mmija, junugusn=du nar-tar.
3SG=too die-THM-MED INTJ same=DAT=FOC become-PST

‘He also died, and became the same (as anothewigoyad died).’
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(8-2) kui=tu kui=tu=u junugueEdu jar-@.
this=ASC this=ACC=TOP same=FOC COP-NPST

‘This and this are the same.’

8.1.2. Morphosyntax of the PC stem
A PC stem exhibits a number of morphosyntactic erogs that distinguish it from
other stem classes (nominal stems, verb stemsadwerb stems). | list them below,

labelled (A), (B), and (C). (A) and (C) are borravfeom Motonaga (1978: 395).

(A) REDUPLICATION : a PC stem can be reduplicated. Unlike other kids
reduplication such as verbal reduplication (8323.5810.5.2.6), PC stem
reduplication involves a full reduplicatioplus lengthening of the stem-final
phoneme by one mora. In some cases it is possleonsider that the
reduplication expresses intensity by itself, bubthers it is not. Rather, intensity
is more regularly expressed by intonation and/orth®y phonetic realisation of
one-mora lengthening: the lengthening may be dgtrg-[:'] depending on the
semantic intensity that speaker wishes to emphasise

(i) taka-‘high’> takaattaka
(i)  kuu-‘hard’ > kuuu+kuu

(i) kiban-‘poor’ > kibann+kiban

(B) DIRECT QUOTATION with stem-final lengthening: a PC stem can be atlye

47 Karimata (2002: 61) pointed out this fact as aléawy that holds true for Miyako Ryukyuan varieties
in general. He argues that when lengthening isaswest over two morae (he apparently considers that

there is a phonemic contrast between monomoraidandraic lengthening, which | do not agree with),
reduplication is interpreted as intensifier.

337



quoted by quotative clitisti(i) , where the PC stem undergoes the lengthening that
is identical to that in reduplication (A). The serha effect of this is a quoted
exclamation. This lengthened PC stem is treatexhasterjection, as it constitutes
an utterance and is embedded into a matrix clauie the clitic =ti(i) (see
§83.3.5.4 for the definition of interjections).

takaa=ti=nu pztu

high=QT=GEN man

‘a man who is like, “(how) tall’””

(C) SPECIAL DERIVATIONALAFFIXES : PC stems may have a distinct set of derivational
affixes attached to them. These are the verbalksdr), the state nominalisesa,

and the adverbialisefi.

() taka-ka-tar (i) taka-sa (i) taka-f
high-VLZ-PST high-NLZ high-AVLZ
‘was high’ ‘highness; height’ ‘highly’

The following table shows how various PC stemssgagach criterion. Also, the table
lists nominal stems (k-m), which satisfy one or enof the criteria, showing that these
are less prototypical nominal stems and more like 9ems, as Motonaga (1978)

pointed out.
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TABLE 8-3. PC stems and nominal stems: distinctive crité

A B  (©
-sa - -ka(r)
a taka-‘high’ * * * * *
b  baka-‘young’ * * * * *
c  bar-‘bad’ * * * * *
d  cuu-‘strong’ * * * * *
e  pukaras- ‘happy’ * * * % X
f niv- ‘slow’ * * * * *
g au ‘blue’ * * * * "
h  aparagi‘beautiful (person)’ * * * * x
[ ujaki ‘rich’ * * * * .
] buuciri ‘mighty (person)’ * * * * *
k avva‘oil * * " * "
I jarabi ‘child’ * * .
m  gudun‘dull person’ ? * "

Note 1: The PC stems in (a-f) are taken from each colummaBLE 8-1. Others are
taken from my own field note and Motonaga (197#5)3

Note 2 * (attested)
? (grammaticality judgement varies among constdjan

The above table requires a number of comments.eTt@sespond to the three parts of
the above table, i.e. (a-f), (g-j), and (k-m). Foe descriptive purposes, | define a PC
stem as a stem that is consistently judged by dtamds to satisfy all of (A), (B), and
(C). Thus by my definition the stems belongingdg)(in TABLE 8-3 are PC stems. As
discussed below, these PC stems fall into two sgbelk: prototypical and less
prototypical PC stems, depending on whether theypaund stems. The PC stems listed
in the table are representative sample stems. HErerquite a large number of PC stems
in the Irabu lexicon (see, for example, Nakama 1882a large list of PC stems in

Miyako Ryukyuan in general).
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8.1.2.1. Prototypical PC stems: (a-f)
Among the three parts oiABLE 8-3, (a-f) are prototypical PC stems. They satahof
(A) to (C), and are bound. All of these denote seeen semantic types of property
concept suggested by Dixon (1982). SeBLE 8-1above.

Below | illustrate each prototypical PC stem (@)(f) in terms of each of the

morphosyntactic criteria (A) to (C).

(A) REDUPLICATION
taka-‘high’ > takaa+ttaka[taka(')taka] ‘(very) tall’
baka-‘young’ > bakaa+bakagbaka()baka] ‘(very) young’
bar- ‘bad’ > barr+bar [bal:()bd] ‘(very) bad’
Cuu-‘strong’ > cuuu+cuuftsu.(")tsu] ‘(very) strong’
pukaras- ‘happy’ >pukaragi+pukaras [pukaas:(")pukaasg] ‘(very) happy’

niv- ‘slow’ > nivv+ niv [niv:(")niv] ‘(very) slow’

(B) DIRECT QUOTATION
taka-‘tall’ > takaa=ti=nu pZtu
tall=QT=GEN man
‘a man who is like, “(how) tall!””
baka-‘young’ > bakaa=ti=nu pZtu
young=QT=GEN man
‘a man who is like, “(how) young!”
bar- ‘bad’ > barr=ti=nu pZtu
bad=QT=GEN man
‘a man who is like, “(how) bad!™
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Cuu-‘strong’ > cuuu=ti=nu pztu
strong=QT=GEN man
‘a man who is like, “(how) strong!”
pukaras- ‘happy’ > pukaragi=ti=nu  cimud
happy=QT=GEN feeling
‘a feeling like, “(how) happy!”
niv- ‘slow’ > nivv=ti=nu pztu
slow=QT=GEN man

‘a man who is like, “(how) slow!”

(C) SPECIAL DERIVATIONAL AFFIXES
taka-‘tall’ > taka-ka-ta-mwas tall’
taka-sa‘height’
taka-t ‘high:aDv’
baka-‘young’ > baka-ka-ta-mwas young’
baka-sa'youth’
baka-f ‘young:ADV’
bar- ‘bad’ > bar-ka-ta-m‘was bad’
bar-sa‘badness’
bar-fi ‘bad:ADV’
Cuu-‘strong’ > cuu-ka-ta-mwas strong’
cuu-sa‘'strength’
cuu-f ‘strongly’
pukaras- ‘happy’ > pukaras-ka-ta-m‘was happy’

pukaras-sdhappiness’
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pukarag-fi ‘happily’
niv- ‘slow’ > niv-ka-ta-m‘was slow’
niv-sa‘slowness’

niv-fi ‘slowly’

8.1.2.2. Less prototypical PC stems: (g-j)
Less prototypical PC stems also satisfy all ofecidt (A), (B), and (C), though they
show certain nominal features as noted below. Isefirgt confirm the fact that they

satisfy the three relevant criteria.

(A) auu+aulau(’)au] ‘(very) blue’
aparagii+aparagi[apaagi(')apaagi] ‘(very) beautiful’
ujakii+ujaki [ujaki:(-)ujaki] ‘(very) rich’

buucirii+buuciri [bu:tfici:(")butfic] ‘(very) mighty’

(B) auu=ti=nu tin
blue=QT=GEN sky

‘the sky which is like, “(how) blue!”

aparagii=ti=nu pztu
beautiful=QT=GEN man

‘a man who is like, “(how) beautiful!™

ujakii=ti=nu pztu
rich=QT=GEN man
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‘a man who is like, “(how) rich!”

buucirii=ti=nu pztu
mighty=QT=GEN man

‘a man who is like, “(how) mighty!”

(C) au-ka-ta-m'was blue’
au-sa‘blueness’

au-fi ‘blue:apv’

aparagi-ka-ta-mwas beautiful’
aparagi-sa’beautifulness’

aparagi-i ‘beautifully’

ujaki-ka-ta-m'was rich’
ujaki-sa‘richness’

ujaki-fi ‘richly’

buuciri-ka-ta-m‘was mighty’
buuciri-sa‘mightiness’

buuciri-fi ‘mightily’

Even though PC stems (g-j) satisfy all of critd@g, (B), and (C), they show the
following nominal feature: they are free forms, andy function as an E argument of
the verb ‘become’ by themselves (whereas protoy € stems (a-i) are bound). Thus,
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as is illustrated below, whereas a prototypical 9%€n (a)taka- ‘high’ cannot appear

alone, a PC stem (laparagi‘beautiful’ may appear alone, as an E argument.

(8-3) a.*taka=n=du nar-tar.
high=DAT=FOC become-PST

‘(She) became tall.’

b.aparagi=n=du nar-tar.
beautiful=DAT=FOC become-PST

‘(She) became beautiful.’

In order to function as an E argument of the védrome’ a prototypical PC stem must
be transformed into an adjective (88.2) or a compawminal (88.3.4), as illustrated in
(8-4) below, and to function as a VP complementhaf verb ‘become’, it must be

transformed into a PC adverb (88.3.2), as illusttan (8-5) below.

(8-4) a. takaa+taka=n=du nar-tar.
RED+high=DAT=FOC become-PST

‘(She) became tall.” [adjective: as head of andument]

b.taka+pztu=n=du nar-tar.
high+person=DAT=FOC become-PST

‘(She) became a tall person.’ [compound nominahead of an E

argument]
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(8-5) taka-f=du nar-tar.
high-AVLZ=FOC become-PST

‘became high’ [PC adverb: as a VP complement]

See 83.4.1 for the syntactic characteristic ofvitid ‘become’, which may be either an
extended intransitive verb (when it takes an E @gut NP), or an intransitive verb
(when it takes a VP complement).

Sinceaparagiis a PC stem, it may alternatively be a PC advenmn (satisfying
(C)) and function as a VP complement of the vedxtme’ rather than an E argument

NP, as shown in (8-6).

(8-6) aparagi-f=du nar-tar.
beautiful-AVLZ=FOC become-PST

‘became beautiful.’ [PC adverb: as a VP complemen(8-3b)]

This multifunctional feature of less prototypicaC Pstems distinguishes them from

prototypical nominal stems, which cannot functisraa input stem of a PC adverb.

8.1.2.3. Less prototypical nominal stems: (k-m)

The stems belonging to this part are nominal steatfser than PC stems. They can
satisfy one or more of (A) to (C), but do not catently satisfy all of them. When these
nominals occur in the structures of (A), (B), ar@),(they take on the meaning of

property concepts:
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(8-7) awvva‘oil’ (A) avvaatavvdavva()avval ‘(very) oily’
(B) avvaa=ti=nu ms§
0il=QT=GEN miso.soup
‘miso soup like “(how) oily!™”
(C) avva-ka-tar'was oily’
Aavva-saoiliness’

avva-f ‘oily: ADV’

(8-8) jarabi ‘child” (A) jarabii+jarabi [jarabi(")jacabi] ‘(very) childish’
(B) jarabii=ti=nu  pztu
child=QT=GEN man
‘a person who is like, “(how) childish!™
(C) jarabi-ka-tar ‘was childish’
*jarabi-sa

*arabi-fi

(8-9) gudun‘dull person’ (A) Judunn+gudun
(B) gudunn=ti=nu  pztu
dull=QT=GEN person
‘a person who is like, “(how) dull'™”
(C) gudun-ka-tarwas dull’
*gudun-sa

*gudun-f

Other nominal stems that behave similarly includaifiga ‘wise child’, waadna
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‘selfish person’, katapa ‘handicapped person’, and many others which beltng
HUMAN PROPENSITYmeaning.

Like nominals, the stems (ke-m) are free forms] aray function as arguments
(not limited to the E argument of the verb ‘becojprbminal predicates, and modifiers
of superordinate NPs. Thusaifiga ‘wise child’, for example, functions as subject in

(8-10) below.

(8-10) maifiga=a nza=nkai ik-a-ba=mai z-zai-n-@.
wise.child=TOP where=ALL go-THM-CVB.CND=even scdRASS-
-NEG-NPST

‘A wise person is never scolded wherever (s/hesgoe

8.1.3. Non-class-changing derivation bygi ‘seem; appear’
A PC stem, either prototypical or less prototypicady be transformed into another PC
stem by adding the suffixgi ‘seem; appear, -ish, somewhat’. A stem thus ddrive

satisfies (A) to (C) in 88.1.2 above, and is unooversially a PC stem.

(8-11) taka ‘tall’ > taka-gi‘seem to be high’
baka-‘young’ > baka-gi‘seem to be young’
bar- ‘bad’ > bar-gi ‘seem to be bad’
Cuu-‘strong’ > cuu-gi‘seem to be strong’
pukaras- ‘happy’ >pukarag-gi ‘seem to be happy’
niv- ‘slow’ > niv-gi ‘seem to be slow’
au ‘blue’ > au-gi ‘bluish’
aparagi‘beautiful (person)’ >aparagi-gi‘'seem to be beautiful’
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ujaki  ‘rich (person)’ >ujaki-gi ‘'seem to be rich’

buuciri ‘mighty (person)’ >buuciri-gi ‘seem to be mighty’

(A) REDUPLICATION
taka-gii+taka-gi[takagi(‘)takagi] ‘seem to be (very) high’
baka-gii+baka-gi[bakagi(-)baka] ‘seem to be (very) young’
bar-gii+bar-gi [balgi:()badgi] ‘seem to be (very) bad’
cuu-gii+cuu-giftsugi:(")tsugi] ‘seem to be (very) strong’
pukarag-gii+pukaras-gi [pukarasgi:()pukaagsgi] ‘seem to be (very) happy’
niv-gii+niv-gi [nivgi:(*)nivgi] ‘seem to be (very) slow’
au-gii+au-gi [augi(-)augi] ‘(very) bluish’
aparagi-gii+aparagi-gi[apaagigi.()apaagigi] ‘seem to be (very) beautiful’
ujaki-gii+ujaki-gi [ujakigi:(-)ujakigi] ‘seem to be (very) rich’

buuciri-gii+buuciri-gi [bu:tfirigi:()butfirigi] ‘seem to be (very) mighty’

(B) DIRECT QUOTATION
taka-gii=ti=nu pztu
tall-seem=QT=GEN man

‘a man who seems like, “(how) tall!™

baka-gii=ti=nu pztu

young-seem=QT=GEN man

‘a man who seems like, “(how) young!™
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bar-gii=ti=nu pztu
bad-seem=QT=GEN man

‘a man who seems like, “(how) bad!”

cuu-gii=ti=nu pZtu
strong-seem=QT=GEN man

‘a man who seems like, “(how) strong!”

pukarag-gii=ti=nu cimud
happy-seem=QT=GEN feeling

‘a feeling that seems like, “(how) happy

niv-gii=ti=nu pztu
slow-seem=QT=GEN man

‘a man who seems like, “(how) slow!”

au-gii=ti=nu suu
blue-seem=QT=GEN vegetable

‘a vegetable that seems like, “(how) bluish (g)&ef

aparagi-gii=ti=nu pZtu
beautiful-seem=QT=GEN man

‘a person who seems like, “(how) beautiful!”

“8 In Irabu, the semantic rangeani includes ‘green’ as well as ‘blue’.
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(C) SPECIAL DERIVATIONAL AFFIXES

350

taka-gi-ka-ta-mhigh-seem-VLZ-PST-RLS) ‘seemed to be high’
taka-gi-sa(high-seem-NLZ) ‘a situation in which something@se
to be high’

taka-gi-t' (high-seem-AVLZ) ‘seem to be higiov’

baka-gi-ka-ta-myoung-seem-VLZ-PST-RLS) ‘seemed to be young’
baka-gi-sa(young-seem-NLZ) ‘a situation in which somethimsgss to be
young’

baka-gi-f (young-seem-AVLZ) ‘seem to be younagy’

bar-ka-ta-m(bad-seem-VLZ-PST-RLS) ‘seemed to be bad’
bar-gi-sa(bad-seem-NLZ) ‘a situation in which somethingrasdo be bad’

bar-gi-fi (bad-seem-AVLZ)'seem to be baav’

cuu-gi-ka-ta-m(strong-seem-VLZ-PST-RLS) ‘seemed to be strong’
cuu-gi-sa(strong-seem-NLZ) ‘a situation in which somethgegms to be
strong’

cuu-gi-f (strong-seem-AVLZ)seem to be strongpv’

pukaras-gi-ka-ta-m(happy-seem-VLZ-PST-RLS) ‘seemed to be happy’
pukarag-gi-sa (happy-seem-NLZ) ‘a situation in which somethiegi®s
to be happy’

pukaras-gi-fi (happy-seem-AVLZ) ‘seem to be happyv’



niv-gi-ka-ta-m(slow-seem-VLZ-PST-RLS) ‘seemed to be slow’
niv-gi-sa(slow-seem-NLZ) ‘a situation in which something@ses to
be slow’

niv-gi-fi (slow-seem-AVLZ) ‘seem to be slompv’

au-gi-ka-ta-m(blue-seem-VLZ-PST-RLS) ‘seemed to be blue’
?au-gi-sa(blue-seem-NLZ)'a situation in which somethingresdo be blue’

au-gi-fi ‘seem to be bluespv’

aparagi-gi-ka-ta-m(beautiful-seem-VLZ-PST-RLS) ‘seemed to be bealitif
?aparagi-gi-sa(beautiful-seem-NLZ) ‘a situation in which some@sEms to
be beautiful’

aparagi-gi-t (beautiful-seem-AVLZ) ‘seem to be beautifidy’

ujaki-gi-ka-ta-m(rich-seem-VLZ-PST-RLS) ‘seemed to be rich’
?ujaki-gi-sa(rich-seem-NLZ) ‘a situation in which someone seé¢mise rich’

ujaki-gi-fi (rich-seem-AVLZ) ‘seem to be rickov’

buuciri-gi-ka-ta-m(mighty-seem-VLZ-PST-RLS) ‘seemed to be rich’
Zbuuciri-gi-sa(mighty-seem-NLZ) ‘a situation in which someonerasdo be
mighty’

buuciri-gi-fi (mighty-seem-AVLZ) ‘seem to be mighnpv’
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8.2. The adjective class
8.2.1. Overview
This section outlines the morphological, semarting syntactic characteristics of

adjectives.

8.2.1.1. Morphology
An adjective is a grammatical word created by réidapng a PC stem, lengthening the

final segment of the first reduplicat®.

(8-12) PC stem >  Adjective
taka- ‘high’ takaa+taka‘high’
kuu-‘hard’ kuuu+kuu‘hard’
kiban ‘poor’ kibann+kiban‘poor’

In addition, less prototypical nominal stems (88.3) may be transformed into an

adjective word.

(8-13) Nominal stem >  Adjective
avva ‘oil’ avvaatavvaolily’
jarabi ‘child’ jarabii+jarabi ‘childish’

gudun‘dull (person)  gudunn+gudurdull’

It is easy to identify the adjective class morpigatally. Even though the

9 Unlike some of the Miyako varieties (such as tkekathi dialect of Irabu and Hirara) where
laryngealisation is regularly heard in the dupkcahe reduplication in Irabu (Nagahama) does not
involve laryngealisation.
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reduplication strategy itself is also seen in vetbm reduplication (8-14), which
encodes iterative or habitual aspect (810.5.2.@gdaplicated verbal form does not
involve the lengthening of the final segment of treduplicate. Syntactically, a
reduplicated verb stem fills the complement slottlod light verb(a)s’ ‘do’, and is

classified as a derived adverb (83.3.5.2).

(8-14) mii+mii as-i+ur-d.
RED+look do-THM+PROG-NPST

‘(He) is staring.’

Thus the reduplicated form of PC stem and the rechipd form of verb stem are
unambiguously distinguished.

Another morphological characteristic of adjectiveghat they do not inflect, nor
do they carry derivational affixes with just a smalmber of exceptions. The
diminutive suffix -gama may follow certain adjectives (e.gnii+imi-gama ‘small’,
maruu+maru-gamashort’, ssuu+ssu-gamaa bit white’), belonging to the semantic

categories oDIMENSION and LOUR.

8.2.1.2. Semantics

As noted in 88.1.2, the reduplication strategy d@self encode intensity, but it is
dependent on the degree of the phonetic lengthemind its inherent connection to
intensity is questionable. For example, an adjecthay be modified by an intensifier

such asti ‘very’ without resulting in semantic redundancy.
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(8-15) ati takaattaka=nu pztu=i.
very RED+high=GEN man=CNF

‘(He) is a very tall man, eh?’

Another fact that supports the analysis that rédafgon is not necessarily
connected to intensity is that, as noted in 88l2.tertain adjectives may carry the
diminutive suffix -gama which designates a modest degree (85.3.1), aepbnc
contradictive to intensity.

In the example sentences | explicitly gloss aarisity meaning where it is evident

from context, but otherwise do not gloss it.

8.2.1.3. Syntax

The adjective class does not have its own distiaciyntactic behaviour or its own
phrase structur®. Rather, an adjective is ‘parasitic’ on both NP &fRistructures, i.e.
with a flexible ability to occur in either struceyrthough with a number of restrictions
to be described in the following two sections. Thiusre are a number of differences
between an NP headed by an adjective and an NRddsda nominal in terms of, for
example, its argument function (the former usudlipctions as a modifier of a
superordinate NP, whereas the latter has no sudeney). Crucially, the argument
function of an NP headed by an adjective is hidhtyited and in certain respects
guestionable (see 88.2.2.1). When appearing in,aaNRdjective only fills the lexical
verb slot of a complex VP, and never fills the diaxy slot or the only available slot of

a minimal VP.

0 By contrast, a Japanese ‘uninflected adjectivabi@ouse 2004), or an attributive adjective, heads
adjective phrase with its phrasal extensioia, as opposed to genitiveno as found in an NP in this
languagekirei=na hito ‘beautiful person’ ve@kinawa=no hito'a person from Okinawa.’
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TABLE 8-4. Adjective in phrase structure

As head of an NP In VP structure
(sorted by function) (sorted by slot)
Argument Predicate NP A complex VP A minimal VP
head modifier lexverb aux lex verb
Nominal + + + - - -
Adjective () + + + - -
Verb - - - + + +

As is clear from the table, it is easy to identfly adjective as opposed to a noun or a
verb syntactically, since a noonly appears in an NP, and a verly appears in a VP.

In addition to being able to appear in an NP and VP, an adjective may directly
modify a predicate like an adverb. Adverbial mazhfion is a common syntactic

characteristic of adjectives in many languages ¢Dik004: 11).

(8-16) bzdaa+bzda pur-i-@.
RED+low dig-THM-IMP

‘Dig (to make the hole) deep.’ [adverbial modifice]
(8-17) uku+daka=nu takaa+taka ma-i+ur-@.
big+thawk=NOM RED+high fly-THM+PROG-NPST

‘A big hawk is flying (very) high.’ [adverbial mofication]

In what follows | describe the adjective classtenms of phrase structure, first

noting its characteristics in NPs, then in VPs.
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8.2.2. Adjectives in NP structure
An adjective may head an RP.The NP may function as an E argument (see §3d5.3 f

the notion of E argument) of the verb ‘become’ @-@n the analysis adopted here.

(8-18) takaattaka=n=du nar-tar.
RED+high=DAT=FOC become-PST

‘(He) became tall.’ [E argument of the verb ‘becgme

cf. sinsii=n=du nar-tar.
teacher=DAT=FOC become-PST

‘(He) became a teacher.’

One might argue here that the E argument of thé Vgecome’ is not really an
argument in the first place. The argument statyssisfied only by the fact that the NP
carries dative case. Cross-linguistically, the teeNP that is governed by a verb
designating ‘become’ is often analysed as a VP ¢em@nt. For example, in describing
English, Huddleston (1984) suggests that the comghe ofbecomeas inshe became
presidentis part of a predicate, or a predicate complemdntdleston points out that
the predicate complement shows a number of pettidgm@bsent from, say, a direct
object NP in transitive clauses such e shot the presidenfThe complement of
becomeallows omission of the article and, unlike a direbject, cannot be passivised.

Thus, even though | continue to regard the datieeked NP as an E argument, there is

L An anonymous reviewer asked whether the adjeatitieis slot is not a noun. As | mentioned in
§8.2.1.3, an adjective is parasitic, in that it ragpear in an NP or in a VP. The fact that a word
belonging to a certain class can appear in an diRlsks not necessarily mean that this word isuano
Note that an adjective is defined morphologicafigependent of its syntactic characteristics,vileether
it occurs in an NP or not.
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an alternative descriptive solution whereby the iBlRreated as a special type of VP
complement (in such a case the problem would betligacomplement exceptionally
carries a case).

An NP headed by an adjective may also functioa psedicate nominal (8-19) or
the modifier of a superordinate NP (8-20). Sincheaads the NP, the adjective carries

case unless the NP functions as a predicate.

(8-19) uri=a takaa+taka=du a-tar.
3SG=TOP RED+high=FOC COP-PST

‘He was tall.” [head of a nominal predicate phrase]

cf. uri=a sinsii=du a-tar.
3SG=TOP teacher=FOC COP-PST

‘He was a teacher.’

(8-20) takaa+taka=nu pztu
RED+high=GEN man

‘tall man’ [modifier of a superordinate NP]

cf. irav=nu pztu
Irabu=GEN man

‘A man from Irabu’

An NP headed by an adjective is neverthelessrdiftdrom an NP headed by a noun
in three important respects: (1) its highly resétcability to serve as an argument (i.e.
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its sole ability to serve as an E argument of tlkeebv'become’), (2) its skewed
preference for the NP modifier function, and (3)ability to be modified by an adverb
(like a verb) as well as by an adnominal (like anim@al). We will see in §88.3.4 that (3)
is shared by a compound nominal derived from a @ ,sbut an NP headed by an
adjective is more likely to be modified by an advéran by an adnominal, whereas an

NP headed by a compound nominal derived from atBx@ shows no such preference.

8.2.2.1. Highly restricted argument function
The argument function of an NP headed by an adgdsi restricted to the E argument

of the verb ‘become’, carrying dative case.

(8-21) imii+imi=n=du nar-tar.
RED+small=DAT=FOC become-PST

‘(It) became small.” [Argument NP: complement oémme’ verb]

(8-22) umad=sii as-i+u-tigaa,
fire=INST do-THM+PROG-CVB.CND
ffuu+ffu=n=du nar-@.

RED+black=DAT=FOC become-NPST

‘Burning with fire, (the paper) becomes black.’

Otherwise, an NP headed by an adjective cannotitumas subject, direct object, or

any peripheral argument.
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8.2.2.2. Skewed functional preference for the modér NP function

The typical function of an NP headed by an adjeci to serve as modifier of a
superordinate NP, attributively modifying the hesxlin, a function which serves as a
cross-linguistically recurrent, or probably the npary criterion for identifying an
adjective class (Schachter 1985; Hengeveld 1993t B&94; Wetzer 1996; Croft 2002,

2003; Dixon 2004).

(8-23) imii+imi=nu mii-gama=nu nar-@=dara.
RED+small=GEN fruit-DIM=NOM  grow-NPST=CRTN

‘A small fruit grows.’

(8-24) nagaat+naganu bau=ju tur-as-i-@.
RED+long=GEN stick=ACC take-CAUS-THM-IMP

‘Pass (me) a long stick.’

An NP headed by an adjective may also functioneasltof a nominal predicate phrase,

but this function is much less common than the firmdiunction.

(8-25) kanu midum=ma _ aparagii+aparagdu a-tar.

that woman=TOP RED+beautiful=FOC COP-PST

‘That woman was very beautiful.’ [predicate NP]

(8-26) kuma=a, mmja, _idadi+sidas=dara=i?
this.place=TOP INTJ RED+cool=CRTN=CNF
‘It is very cool here, eh?’ [predicate NP]
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8.2.2.3. Modificational constraint

An NP headed by an adjective may be modified bgdarerb, a characteristic not found
in an NP headed by a nominal other than a compoondnal derived from a PC stem
(88.3.4). Whereas an NP headed by a compound nbderiged from a PC stem (8-27)
may freely be modified by either an adnominal oraalverb, an NP headed by an
adjective (8-28) is better modified by an adverdntivy an adnominal, according to my

consultants. Some consultants even reported timanaidal modification is ‘unnatural’.

(8-27) a.kuri=a ati kupa+munu=n=du nar-i+ur-@.
3SG=TOP very hard+thing=DAT=FOC become-THM+PROGSNIP

‘This has become a very hard thing.’ [modifiedtbg adverlati ‘very’]

b.kuri=a daizna kupa+munu=n=du nar-i+ur-@.
3SG=TOP great hard+thing=DAT=FOC become-THM+PRURST
‘This has become a very hard thing.” [modified ttwe adnominaldaizna

‘great’]

(8-28) a.kuri=a ati kupaa+kupa=n=du nar-i+ur-@.

3SG=TOP very RED+hard=DAT=FOC become-THM+PROG-NPST

‘This has become very stiff.’

?b.kuri=a daizna kupaatkupa=n=du nar-i+ur-@.

3SG=TOP great RED+hard=DAT=FOC become-THM+PROG-NPS
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8.2.3. Adjectives in VP structure
An adjective may appear in a VP, though this is Imess common than the use of an
adjective to head an NP. For example, in my texintoof all the tokens of adjectives
(N = 328), the adjectives that appear in VP stmactaccount for 8, whereas the
adjectives that appear in NP structure accounB@zt, with the remaining 24 tokens
accounting for other limited syntactic functionglsuas adverbial function (see 88.1.2.3;
see also Shimoji 2009 for a more detail). This edagsed fact tells us that the adjective
class in Irabu is highly nominal in nature, showmglear preference to occur in NP
structure.

When an adjective appears in a VP, there are &wers restrictions that do not
hold when a verb appears in a VP. First, an adjeanly fills the lexical verb slot of a
complex VP (83.1.1.1; 87.1.2). Second, the auxilmust be the progressive auxiliary

(§7.1.4.1; §10.5.2.1).

(8-29) hira, kama=a imii+imFdu ur-@=ri.
INTJ that.place=TOP red+small=FOC PROG-NPST=CNF

‘You see, that place is small, eh?’

(8-30) cinuu=ja dgci=nu akaa+akadu u-tar.
yesterday=TOP moon=NOM RED+bright=FOC PROG-PST

‘Yesterday, the moon was bright.’

(8-31) kantja=a jarabiit+jarabi=du ur-@=dara.
3PL=TOP RED+child=FOC PROG-NPST=CRTN
‘They are ? being childish, you see.’ [lit. they a&hildish-ing, you see.]

361



There are a number of arguments for the analysitttie verbur (or utar) after an
adjective cannot be regarded as the existentidl wet(animate subject) exists? The
existential verkur only co-occurs with an animate subject (@Xfui=nu=du ur ‘there is
a man, waa=nu=du ur ‘there is a_pig but *jama=nu=du ur ‘there is a_mountaip
whereas the auxiliary venr has no such restriction. Examples (8-29) and (8t3én
clearly show thatr is an auxiliary, and therefore we can say thatathective fills the
main verb slot of a VP.

Another major argument for the analysis that tlebwr (or utar) after an
adjective cannot be regarded as the existentidl wel(animate subject) exists’ is that,
as mentioned in 87.1.4.3, a past-tense progressixdiary (i.e.utar) may undergo
ellipsis. This is also true in the constructionadfective +utar, as in (8-30), where the

auxiliary may undergo ellipsis.

8.2.4. Adjectives derived from nominal stems
As noted in 88.2.1.1, an adjective may be derivethfa certain set of nominal stems,
wit the property concept meaning related to thelimmminal stem (e.garabi ‘child’ >

jarabii+jarabi ‘childish’). Even if the input stem of reduplicati is a nominal stem, the

2. An anonymous reviewer suggested a third possipiithich says thaur in this environment is a
special kind of copula, as it is cross-linguistigatommon for a verb that functions as a progressiv
auxiliary to function as a copula with adjectivébfis may be true in languages like English: theb\mr
(and its conjugated forms) can be analysed as al@ayhen followed by an adjectivé dm hungny), as
this verb is identical in form and in other syntadiehaviours with the progressive auxilidrg (I am
dancing. However, this is not true in Irabu, where thepwa verb and the auxiliary are formally
distinguished. Also noted is the Irabu fact thasiuite uncommon for adjectives to fill the lediverb
slot, i.e. adjectives prefer NPs. This inbalancdigtribution can be explained by the fact thatédjective

in Irabu is highly nominal in nature (see also &).,1but this could not be explained if we consédethat

the progressive auxiliary is used as a copulasia et should appear after an NP.
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output adjective word behaves exactly in the sarag as other adjectives in terms of

morphology (the lengthening of the final phoneméhefinput stem) and syntax.

(8-32) jarabii+jarabi=n=du nar-tar.
RED+child=DAT=FOC become-PST
‘(He) became childish.’

(8-33) ati=du jarabii+jarabi=nu pZtu.
very=FOC RED+child=GEN man

‘very childish man’ [dependent of an NP; modifiegddn adverb]

(8-34) jarabii+jarabi=du a-tar.
RED+child=FOC COP-PST

‘(He) was very childish.’ [predicate]

(8-35) jarabii+jarabi  nafi-na.
RED+child cry-PRH

‘Don’t cry childishly.” [modifying like an adverb]

(8-36) jarabii+jarabi=du ur-@.
RED+child=FOC PROG-NPST

‘(He) is childish.’ [VP lexical verb]

8.2.5. Summary
To sum up, adjectives constitute a distinct woesss) distinguished from both nominals
and verbs in terms of morphology and of syntax.r&®ugh an adjective may head an
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NP, the NP headed by an adjective differs fromNReheaded by a nominal in crucial
ways: its argument function is very restricted, @ndllows adverbial modification (a
characteristic shared by a compound nominal derfv@ash a PC stem). An adjective
cannot serve as a minimal VP, even though it mayesas a lexical verb within a

complex VP structure, with a severe restrictiortt@auxiliary that cooccurs.

8.3. Deriving nominals, verbs, and adverbs
In this section | describe how nominal, verbal, adderbial stems are derived from PC
stems. There are four derived forms: (1) state natsj (2) compound nominals derived
from a PC stem, (3) PC verbs, i.e. derived verbasslprimary stem is derived from a
PC stem, and (4) PC adverbs, i.e. derived advehosevprimary stem is derived from a
PC stem. Except for type (1), where the derivatiarestypical nominal stems, derived
stems of these classes which involve PC stems iexhdrtain peculiarities in
comparison to underived nominal, verb, and advéems. Thus it is necessary to
recognise (2), (3), and (4) as subclasses of ndspiverbs, and adverbs respectively.
Assuming a morphosyntactic continuum from the \&dss at one extreme to the
nominal class at the other (following Wetzer 1996 adjective class occurs in the
middle, and we can situate the remaining subclassgsrb and nominal as shown in
the figure below, where the double slashes segmacit word class (the PC adverb

does not find a place on the continuum, so is eedihere).

VERB ------ PC verb /ADJECTIVE /[ compound nmnl ----- NOMINAL

\ T /v (incl. state nmnl)
/

A given PC stem

FIGURE 8-1. Wetzer’'s (1996) Noun-Verb continuum and itsnifestation in Irabu
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In what follows, | begin with the least controvaisiase, i.e. state nominalisation. Then
| describe two subtler and inter-related cases, d@éZerb derivation and PC verb
derivation. Then | proceed to describe the most pimated case, the derivation of

compound nominals.

8.3.1. State nominal derivation with-sa

The nominalisersacreates a stem that functions as head of an MRgresses a state
nominalisation (Comrie and Thompson 1985), roughdyslated as ‘-ness’ or ‘-ity’ in
English. This NP has the full range of NP functicas argument NP, a predicate NP, or
a modifier of a superordinate NP. It does not albmverbial modification, carrying an

adnominal instead. Thus state nominalisation cseai@rototypical) nominal stem.

(8-37) kai=ga budur=nu kagi-sa=nu=du iban.
3SG=GEN dance=GEN beautiful-NLZ=NOM=FOC No.1
“Her dance is the most beautiful’ [lit. ‘The begubf her dance is the best.’]

[head of argument NP]

(8-38) kantja=a uccja=nu cuu-sa=du a-tar.
3PL=TOP that. much=GEN  strong-NLZ=FOC COP-PST
‘They were (with) that strength (i.e. they wereosty that much).” [Head of

predicate NP]

(8-39) vva=ga umukutu-sa=nu ukagi=dara.
2SG=GEN  wise-NLZ=GEN advantage=CRTN
‘(That's) your wisdom’s advantage (i.e. I'm indetht® your wisdom).’ [head of
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NP dependent]

Although it is not necessary to distinguish betwe@ underived nominal and a
state nominal in terms of major syntactic crite@astate nominal has certain minor
peculiarities. For example, whesa attaches tduu- ‘far’, it may express either the
expected meaning of great distance or what woulchbee properly translated simply

as ‘far’:

(8-40) jaa=ja tuu-sa=ru?
house=TOP far-NLZ=FOC

‘Is your house far?’ [lit. Is your house farness?]

Thustuu-samay behave semantically more like the English@tlje ‘far’ than a state

nominal. Interestingly, the adjective fortauu+tuu is not preferred among native
speakers (though they understand what it meand)thas lexical gap must be related to
the semantic peculiarity otuu-sa In terms of morphosyntaxuu-sa here is

unambiguously a nominal word, since it only heanldN&®. Also, as a nominal, it does
not tolerate adverbial modification. Thus in thddwing examples, the state nominal
tuusacan be modified by an adnominal (8-41a), but catseomodified by an adverb

(8-41b).

(8-41) a. jaa=ja daizna tuu-sa ar-a-n-@=nu?

house=TOP great far-NLZ COP-THM-NEG-NPST=FOC

‘Isn’t your house that far?’ [lit. ‘isn’t your hae that farness?’]
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*b. jaa=ja ati tuu-sa ar-a-n-@=nu?

house=TOP  very far-NLZ COP-THM-NEG-NPST=FOC

8.3.2. PC adverb with-fr

A PC adverb is derived from a PC stem by the adaksbkr -fi. The productive
derivation of adverbs from PC stems compensatethéoscarcity of underived adverbs
in the Irabu lexicon (83.3.5.1). As shown in (8-48low, a PC adverb modifies a
predicate verb as in the case of other adverbghimits not as common as the function

noted in the following paragraph.

(8-42) unu tur=ra taka-f=du tuv-tar.
that bird=TOP high-AVLZ=FOC fly-PST

‘That bird flew high.’

Unlike underived adverbs (83.3.5.1), a PC adveobenfrequently serves as a VP
complement, either of the state vexly), as in (8-43), or of the verb ‘become’, as in
(8-44) (see also 88.2.2.1, where this latter vealy take an E argument rather than a VP
complement). Note that in (8-43), the state arls not a copula, as its negative form

is suppletivenjaanrather than morphological-a-n (86.3.6.3).

(8-43) a.unu jama=a takaiEdu ar-@.

that mountain=TOP high-AVLZ=FOC be-NPST

‘That mountain is high’ [lit. That mountain existsa high state]
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b.unu jama=a taka-f=fa njaa-n-g.
that mountain=TOP high-AVLZ=TOP not.be-NEG-NPST

‘That mountain is not highdr is suppletively negated]

(8-44) nam=nu taka+if=du nar-tar.
wave=NOM high-AVLZ=FOC become-PST

‘The wave became high.’

8.3.3. PC verb with-ka(r)

A PC verb consists of a verb stem derived from aste@ by the verbaliser suffika(r)
and an inflectional affix identical to one for otheerbs. Thus it is uncontroversial to
analyse the word form as a verb (see 83.3.3 fod#fi@ition of the verb). Even though
a verb derived from a PC stem is a subclass of inetdrms of the definition of the verb
class (i.e. inflection), it still exhibits a numbef morphosyntactic differences that

require us to distinguish between a PC verb aneratbrbs.

8.3.3.1. Diachronic account ofka(r)

It is well known among Ryukyuan linguists (cf. Matga 1978; Nakama 1992; Uemura
1997) that the verbaliseka(r) developed from an analytic expression, specifydatm
*_ku (adverbialiser) and afi (existential verbf®> PC stems then acquired various
affixation strategies, one of the earliest of whiehis an adverbialisation strategyk@

suffixation, regularly reflected byfi suffixation in Irabu: *ku > Af). One important

3 The proto-Japonic language originally lacked gjective word class (which is not the case in Modern
Japanese where there are two classes of adjedtaiaspminal or uninflected adjectives and vernral
inflected adjectives; Backhouse 2004), and PC steens bare stem forms (Kasuga 1973, Yamazaki
1973, Nakama 1992).
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structure in which PC adverbs appeared was the g&b construction, as in (8-45a),
which later fused to give rise to a single verbi@d), reflected as théa(r) verbaliser

in Irabu.

(8-45) Old Japanese (diachronic development)

a. *taka-ku ari-@. >>>>>> b. taka-kari-@
high-AVLZ exist-NPST higkkari-NPST
‘is high’ ‘is high’

(8-46) Irabu (synchronic system)

a. taka-f=du ar-g. b. taka-kar-d.
high-AVLZ=FOC exist-NPST high-VLZ-NPST
‘is high’ ‘is high’

That is, the-ka(r) verbaliser developed from a kind of compound \a&rhcture, where
an adverb and a verb were conjoined.

In Irabu, both the analytic structure (8-46a) dhd synthetic structure (8-46b)
co-exist in contemporary grammar. The analyticctme consists of a PC adverb and
the state verlar, where the PC adverb is the complement of the \stlte verb
construction). The alternation between the twocstmes is motivated by focus and
topic marking. Thus, as is illustrated in (8-46pad, if a PC stem is to be focused (or
topicalised), it is adverbialised and the analy@$ structure rather than originally
synthetic (b) is selected. If a PC stem is not eéofdicused (or topicalised), the stem
occurs within a single verb word, as in (b). Theseambles word-phrase alternation
(§6.4.2.3):
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(8-47) a.tigami=u kak-i-i=du ur-@.
letter=ACC  write-THM-MED=FOC PROG-NPST

‘(1) am writing a letter.’ [complex VP: a phrag&/C]

b.tigami=u=du kak-i+ur-@.
letter=ACC=FOC write-THM+PROG-NPST

‘(1) am writing a letter.’ [a verb word: an aggjhative AVC]

The diachronic relationship between (8-46a) and@B) is that (8-46b) developed from
an agglutinative stem sequence within a word (8-48inse source structure is a state
verb construction (8-45a), reflected as (8-46a)the same way that an agglutinative
AVC (86.4.2.3) developed from a phrasal AVC (8§87)1l4 both types of diachronically

related structures, then, focus and topic mark@vgals the historically older structure.

Analytic Synthetic
Grammaticalisation path (older structure) >>>> (newstructure)
Word-phrase alternation V1=FOC#V2 V1+Vv2
V1=TOP#V2 V1+V2
The StVC-PC verb alternation PGHi=FOC#a(r) PC stenka(r)
PCGHi=TOP#(r) PC sterrka(r)

8.3.3.2. The PC verb as a subclass of verb

As shown in RBLE 8-5 below, there are a number of morphosyntacatufes shared
between PC verbs and other verbs, including theitlehal criterion, i.e. inflection.
However, as the three rows on the right side indicthere are two major and [one
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minor differences between PC verbs and other verbsch necessitate a distinction

between them within the verb class. Each criteisamted in order below.

TABLE 8-5. Verbs and PC verbs: distinctive criteria

Inflection  Conjunction NP Complex Negation Verbal
Clitics modification VP focus
Typical + + adnominal + suffixal LvC
verbs clause
PC verbs + + adnominal (+) suffixal StvC
clause or
analytic

Note: LVC (Light Verb Construction); StVC (Staterkeconstruction)

B |NFLECTION

A verb stem which is derived from a PC stem with(r) carries a verb inflectional affix
(with the morphophonemic pattern identical to tteesverba(r)). In the table below, |
list two underived verb stems, i.e. the verb stam ‘take’ (Class 2) and the state verb
stema(r)- for comparison. The symbol ‘?’ indicates that th#ection in question is
semantically impossible. As is clear from the tabhere is a single set of inflectional
affixes that applies taur-, a(r)-, and taka-ka(r); with some morphophonemic
adjustment on the part of the stem (which is idhtin a(r)- andtaka-ka(r)). Thus,
unlike Japanese, where an adjective and a verbditigeent sets of inflectional affixes
(e.g. non-past inflectioA vs. -(r)u; Backhouse 1984), there is no ground on which to

distinguish between a verb and a PC verb in tefmslectional morphology.
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TABLE 8-6. PC verb in terms of inflection (cf. 86.3.1, 8.2)

tur- ‘take’ Existential taka-ka(r)
thematic-a tur-a ar-a taka-kar-a
thematic-i tur-i ar-i taka-kar-i
athematic tur a(r) taka-ka(r)
finite past realis tur-ta-m a-ta-m taka-ka-ta-m
finite past unmarked tur-tar a-tar taka-ka-tar
finite non-past realis tur-@-m a(r)-m taka-ka(r)-m
finite non-past tur-@ ar-@ taka-kar-@
unmarked
finite irrealis intentional tur-a-di ar-a-di taka-kar-a-di
finite irrealis optative tur-a-baa ar-a-baa taka-kar-a-baa
finite irrealis imperative tur-i-& ?ar-i-g 2taka-kar-i-@
causal tu(r)-i-ba a(n)-i-ba taka-ka(r)-i-ba
conditional 1 tur-a-ba ar-a-ba taka-kar-a-ba
conditional 2 tur-tigaa a-tigaa taka-ka-tigaa
negative conditional tur-a-dakaa ar-a-dakaa taka-kar-a-dakaa
aversive (+=tii) tur-a-zm ar-a-im taka-kar-a-#m

negative intentional
conditional converb

tur-a-djaadakaa ar-a-djaadakaa taka-kar-a-djaadakaa

simultaneous tur-ccjaaki ?ar-ccjaaki 2taka-kar-ccjaaki
purposive tur-ga ?ar-ga 2taka-kar-ga
continuous tur-gakaaz ar-gakaaz taka-kar-gakaaiz
immediate anterior tur-tuu ?ar-tuu 2taka-kar-tuu
medial tur-i-i ar-i-i taka-kar-i-i
negative medial tur-a-da ar-a-da taka-kar-a-da

B CONJUNCTION CLITICS

There are a number of morphosyntactic featureshittwan ordinary verb and a PC
verb behave in the same way, all of which can bglagxed by the fact that the
verbaliser-ka(r) etymologically contains the state venb(88.3.3.1). One such feature is
the conjunction clitic attachment. A conjunctioiiticl (89.2) is a clitic that is attached

only to a verb. When a nominal predicate phrasw ibe marked by this clitic, the
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copula verb is obligatory as the phonological lodghe clitic.

(8-48) uri=u=baa cifi-tar=ruga, mmija, bassi-i njaa-n.
3SG=ACC=TOP hear-PST=but INTJ forget-MED PRF-NPST

‘() heard about that, but, well, (I) have forgguérb +=suga‘but’]

(8-49) a. Kkari=a midum  jar-@=ruga, taka+pztu=dooi
3SG=TOP woman COP-NPST=but high+man=EMP

‘She is a woman, but (she) is a tall woman.’

*b. kari=a midum=suga, taka+pztu=dooi

3SG=TOP woman=but high+man=EMP

A PC verb behaves exactly like a verb in this rdgaith the clitic directly attaching to

the PC verb.

(8-50) a. kari=a aparagi-kar-@=ruga, jana+pztu=dooi
3SG=TOP beautiful-VLZ-NPST=Dbut bad.hearted+manfEM

‘She is beautiful, but (she) is evil-hearted.’ gmson again

B MODIFIER OF AN NP

In order to appear in the modifier slot of an NRjeab must first head an adnominal
clause, which in turn fills the modifier slot. A®ted in 84.1.2, the head verb of an
adnominal clause must inflect for the finite unneatorm. This is true for PC verbs as
well.
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(8-51) sin-tar pztu
die-PST man

‘A man who died’

(8-52) cuu-ka-tar pztu
strong-VLZ-PST man

‘A man who was strong’

B CoMPLEX VP

In a complex VP structure, both typical verbs averbs may serve as a lexical verb
(87.1.2), with the same medial verb inflection. Hwer, there is a severe restriction on
the auxiliary verb when a PC verb is the lexicatbvat must be the progressive

auxiliary. Furthermore, not all PC verbs may semsea lexical verb within a complex

VP. There is a tendency for the PC verb within englex VP to denote a bAN

PROPENSITY(88.1.1).

(8-53) zau-kar-i-i ur-i-@.
well.behaved-VLZ-THM-MED PROG-THM-IMP

‘Be well behaved.’ [i.e. ‘behave yourself’ e.g.addressing a child]

(8-54) ganzuu-kar-i-i ur-ama-r-m=mu?

healthy-VLZ-THM-MED PROG-HON-NPST-RLS=FOC

‘Are you healthy?’ [i.e. ‘How are you?’]
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B NEGATION

Whereas the negation of other verbs is consisteitoded by an inflectional suffix
such as-n, the negation of a PC verb may be either morphcddgor analytical.
Inflectional negation encodelynamicrather than stative negation, and is used when a

PC verb has an inchoative sense:

(8-55) a. wuri=a ssu-kar-@
that=TOP white-VLZ-THM-NPST

‘That is white.’ [affirmative: stative]

b. uri=a ssu-kar-a-n-@
that=TOP white-VLZ-THM-NEG-NPST

‘That does not become whitened.’ [negative: agtive

C. uri=a ssu-kar-a-t-tar.
that=TOP white-VLZ-THM-NEG-PST

‘That did not become whitened.’ [negative: active]

Analytic negation encodes stative negation. It eypladverbialisation of a PC stem

(88.3.2) and the negative vamnfaan (86.3.5.3).

(8-56) a. wuri=a ssu-kar-@

that=TOP white-VLZ-THM-NPST

‘That is white.’
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b. uri=a ssu-f=fa njaa-n-@.
that=TOP white-AVLZ=TOP NEG-NPST

‘That is not white.’

This syntactic asymmetry in the stative(afrm)-s&ineg) pair, shown schematically in
TABLE 8-7, reflects the diachronic fact that a PC veds wriginally an agglutinative
stem sequence, in which PC stem kufand *ari (existential verb) were fused to form a
single word, as in (8-45b). As was noted in 86.816,state verb is suppletively negated
by the negative verlmjaan, and this is reflected in the requirement thatG \Rrb

requires the verhjaanfor stative negation.

TABLE 8-7. PC verbs and negation

Morphosyntax Semantics
Affirmative PC verb [be&
Negative 1 (inflectional) PC verb [+ negative inflection] [not becoxie
Negative 2 (analytic) PC adverb + negative verb [be mpt

B VERBAL FOCUS

A final area in which a PC verb differs from a tygli verb concerns verbal focus, i.e.
focus on the verb stem (83.3.5.2). A verb may kayaically rearranged for the purpose
of focus marking, so that a verb stem is convettedn adverb, and the undocked

inflectional affix instead docks on the light vea ‘do’.
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(8-57) mii-tar > mii=du S-tar.
look-PST look=FOC do-PST

‘looked’ ‘did looking.’

A PC verb cannot employ this strategy. Insteadneied in 88.3.3.1, the analytic

construction involving adverbialisation of a PC nsteand the existential verb is

obligatory.

(8-58) taka-ka-tar > taka-f=du a-tar.
high-VLZ-PST high-AVLZ=FOC exist-PST
‘was high’ ‘was high’ [lit. was in a high state]

8.3.4. Compound nominals derived from PC stems

8.3.4.1. Overview

A PC stem and a nominal stem may be compoundeatiio & compound nominal. The
head nominal may be unrestricted (8-59), or thenmaunu‘thing’, which may often
lack a substantive meaning (8-60). The former camgdowill henceforth be referred to

as a ‘lexical head compound’ and the latter asuenitly head compound’.

(8-59) Lexical head compounds

a.uku+pztu b. ssjana+pztu C. aparagi+pztu
big+man dirty+man beautiful+man
‘big man’ ‘dirty man’ ‘beautiful man’
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(8-60) Dummy head compounds

a.uku+munu b. ssjana+tmunu C. aparagi+munu
big(+thing) dirty(+thing) beautiful(+thing)
‘big (one)’ ‘dirty (one)’ ‘beautiful (one)’

Lexical head compounds appear in texts with naidigional bias for any particular

syntactic slot (though a slight preference for gredicate function is observed),
whereas dummy head compounds appear mostly acarediPs. Below are the results
of a text count of nine long texts. | list the riésaf adjectives for comparison (the 4%

for ‘argument’ function concerns the E argumentction of the verb ‘become’).

TaBLE 8-8. Nominals and adjectives: distribution in termsof NP function

Argument Predicate  Modifier of NP Other

Non-compound nominal 52% 14% 22% 12%
Lexical head compound 34% 55% 11% 0%
Dummy head compound 19% 79% 2% 0%
Adjective 4% 12% 76% 8%

Diachronically, a dummy head compounding undoupteteveloped from a
lexical head compounding. To make the discussiearcllet us assume two extreme
cases in (8-61) below, where the headnu ‘thing; man’ of a compound nominal
gradually underwent semantic abstraction. The s@marontent of munu was

completely lost (glossed @) in (8-61b).
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(8-61) a. Lexical head compounding >>>> b. Dummy head acamging

uku+munu uku+munu
big+thing big+ @
‘big thing’ ‘big’

The situation in (8-61b) is idealised and not cstesitly observed in Irabu. Rather, in
the synchronic system of Irabu the dummy head camgycstructure is semantically
situated somewhere between the two extremes, sehimdneadnunuis in most cases
but not always a mere structural head. There dleates wherenunuliterally means
‘thing; man’, and there is a morphological attribatrelationship obtaining between the

PC stem and the head.

(8-62) imi+munu=u ar-a-da, uku+tmunu=u tur-i-d.
small+thing=TOP COP-THM-NEG.MED big+thing=ACC takKéiM-IMP

‘Don’t take a small one: take a big one.’

(8-63) kanu niv+munu-mmi=n nk-ai-tar=ru=ti, mmija.
those slow+man-PL=DAT pass-POT-PST=FOC=QT INTJ

(Were you) passed over by those slow men?”, ¢id man).’

Note in (8-63) that the compound is marked by thegb suffix -mmi (since munu
literally means ‘man’), which would never attachaaummy head compound where
munuis semantically empty. Thus, even synchronicédlyical head compounding and
dummy head compounding should not be treated aslistioct types.

In terms of the two cross-linguistically recurrefuinctions of PC words (or
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adjectives if there is such a class in a language), attribution and predication
(Schachter 1985; Bhat 1994; Wetzer 1996; Dixon 2084istinction can be made in
Irabu betweenmorphological attributionin which a PC stem directly modifies a
nominal stem within a grammatical word (as in coommb nominals; (8-64a) below)
andsyntactic attributionin which an adjective is derived from a PC sterd #Hren the

adjective word modifies the head nominal word,ra8i64b) below.

(8-64) a.morphological attribution  b. syntactic attrilurti

ukutjaa ukuu+uku=nu jaa
big+house RED+big=GEN house
‘big house’ ‘big house’

It is possible for a nominal to be modified withtlosyntactic and morphological

attribution, as in (8-65) and (8-66).

(8-65) ukuu+uku=nu ssu+jaa.
RED+big=GEN white+house
Adjective PC stem + nominal

Syntactic attribution Morphological attribution

‘big and white house’ [lit. big white-house]

(8-66) ssuu+ssu=nu ukutjaa
RED+white=GEN big+house
Adjective PC stem + nominal
Syntactic attribution Morphological attribution
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‘White and big house’ [lit. white big-house]

See 88.4.2 for the functional difference betweentito kinds of attribution illustrated

in (8-64).

8.3.4.2. Lexical head compounds

Lexical head compounds have a fully lexical nomstaim (other thamunu‘thing’) as
the head, modified by a PC stem (see 83.6.2.2 whergued that the compound
structure cannot be analysed as an NP). In whhiwsll note a syntactic difference
between an ordinary nominal and a lexical head @amg@ nominal. As shown inABLE

8-9 below, like an adjective, the latter allows exdbral modification.

TABLE 8-9.Nominals and PC nominals

Argument Predicate Modifier Modified

of NP by adverb
Ordinary nominals + + + -
Compound nominals
Lexical head compound + + +
Dummy head compound  + + (+)
Adjectives (+) + + +

Although a lexical head compound demonstratesllardnge of NP functions,
there is one conspicuous difference between itaandrdinary nominal: a lexical head
compound allows both attributive amdiverbial modification. Unlike an adjective, it

shows no preference for either modification (883).2
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(8-67) kari=a ati=du taka+pztu.
3SG=TOP very=FOC high+man

‘He is a very tall man.’

(8-68) kari=a daizina taka+pztu.
3SG=TOP great high+man

‘He is a very tall man.’

Note that in (8-67) the focus clitic is attachedhe adverkati, whereas it is absent in
(8-68). The focus clitiedu can attach to an argument, an adjunct, a VP congig or
a lexical verb within a complex VP (89.1.2.4), taasinot attach to the modifier within
an NP. Hence, in (8-6Adu cannot occur on the modifier of the NP, wherea8i68)
=du may occur on the adverb (which occurs outside & $¢rving as a predicate

adjunct).

8.3.4.3. Dummy head compounds

In a dummy head compound the head nominal stefreijdunmunu‘thing; man’, as
shown in (8-69b) below. This stem may often be s#ioally empty. In such a case, the
head nominal stem is simply the structural heathefcompound, making the whole
compound a nominal, but it is the PC stem thatesems the semantic head. This
mismatch in headship is analogous to that foungthénformal noursu(u) ‘thing; man’
(84.2.1.8), which is structurally an NP head bigamantically often not. The difference
betweenmunuand a formal noun is that the former is the stmadthead of a single

word, whereas the latter is the structural heaahdfP.

382



(8-69) a. Lexical head compound b. Dummy head compound

uku+pZztu uku+munu
big+man big(+thing)
‘big man’ ‘big (thing)’

Thus, unlike lexical head compounds, there is rsatally an attributive relationship

between the PC stem and the heady since the head is semantically empty.
Dummy head compounds occur most often as predB® Also, like lexical

head compounds, they allow adverbial modificatiom@nominal modification. This is

true whether or nahunuis semantically empty.

(8-70) a. ba=a ati=du kuu+munu.
1SG=TOP very=FOC hard+@

‘| feel very painful.’

b. ba=a daizna kuu+munu.
1SG=TOP great hard+@

‘| feel very hard.’

(8-71) a. uri=a ati uku+munu=du a-tar.
3SG=TOP very big+thing=FOC COP-PST

‘It was a very big thing.’

b. uri=a daizina uku+munu=du a-tar.
3SG=TOP great big+thing=FOC COP-PST
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‘It was a very big thing.’

Whenmuny carrying its literal meaning ‘thing’, functions aemantic as well as
structural head with its literal meaning, the dumhgad compound may serve as
argument, as shown in (8-72) below, or as moddfesn NP, as shown in (8-73) below,

though the latter function is very rare (se®LE 8-8).

(8-72) a. mmijahi uku+munsgu tur-i-@.
more big+thing=ACC take-THM-IMP

‘Take a bigger one.’

(8-73) buuciri+munu=nu uku+gui=ja uturug-ka-@-m.
mighty+man=GEN big+voice=TOP fearful-VLZ-NPST-RLS

‘The big voice of a mighty person is fearful.’

On the other hand, in my text data a dummy headpoomd in whichmunu is
semantically emptyeverfunctions attributively, i.e. as the modifier af &lP. Such a
modifier use is artificially constructed in (8-74yhich many native speakers judged
unnatural. As shown in 88.2.2.2, this kind of atitive function is normally taken over

by an adjective, as shown in (8-75). Actually, toe@sultant corrected (8-74) as (8-75).

(8-74) 2uku+munu=nu pZtu.

big+@=GEN man

[intended meaning] ‘big man’
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(8-75) ukuu+uku=nu pztu
RED+big=GEN man

‘big man’

TABLE 8-10. Dummy head compound and its syntactic functio

Argument NP Predicate NP Modifier of NP

Lexical head compound + + +

Dummy head compound
munu[+ lexical] + + (+)
munu[- lexical ]

In summary, a dummy head compound is classified aeminal, in that it only
heads an NP. It demonstrates all the functions BE,Neven though this function
depends on whethenunuis semantically substantive or not. However, idisubclass
rather than a typical instance of the nominal cksg may additionally allow adverbial
modification in addition to adnominal modificatiolkemantically, a dummy head
compound is very much like an adjective especialhen munuis semantically not
substantive (e.g. (8-70)). However, they clearffedin terms of syntax, since a dummy
head compound (and a lexical head compound) ngypsaas in VP structure.

As noted in the preceding paragraph, it is intergsthat a similar adjectival
meaning may be expressed by an adjective and a guread compound. What we are
looking at in dummy head compounds may be an irddrate stage of the diachronic
development from a lexical head compound to a &djective. If we assume, as the
typological literature suggests (Dixon 1982, 2084hachter 1985; Wetzer 1996; Croft
2002), that (a) attributive modification and (b)egicative modification are the two
basic functions of the adjective class, then ih$uout that the synchronic Irabu system

lacks an adjective class that regularly does theojo(b), since the existing adjective
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class mostly functions attributively ABLE 8-8). There are three word forms that are
likely to fill this functional gap in Irabu: compad nominals (dummy head compounds
in particular) and PC verbs. It is *noteworthy tleadummy head compound mostly
functions predicatively. Now, the semantic chan§enoinumay be interpreted as a
change that creates the adjective specialised ritigative modification, which will
emerge when the semantic contentnoinuhas completely been lost amdinuhas been

reanalysed as an ‘adjectivalising suffix’ that ges a predicative adjective.

8.4. Adjective, compound nominal, and PC verb: funttonal account

The functions of words that include PC stems arersarised in ABLE 8-11 below. As
described in 88.3.4, a dummy head compound mostigtions as a predicate NP,
whereas an adjective mostly functions as modifiexroNP. A PC verb has an exclusive
function of predication, either in a main clause iora non-main clause, and the
adnominal clause including the PC verb serves adifraoof an NP. In a lexical head
compound nominal there is a morphological attrisitrelationship between the PC

stem and the head nominal.

TaBLE 8-11. PC nominals and PC verbs in terms of function

Predication  Attribution
Syntactic  Morphological

Dummy head compound *

PC verb *

Adnominal clause including PC verb *

Adjective *

Lexical head compound *

The table raises three questions. (1) When dogseaksr encode a predication as a
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dummy head compound nominal and when as a PC \{@b®/hen does a speaker
encode an attribution as an adjective and whenlasi@l head compound? (3) When
does a speaker encode an attribution in an NP aslmominal clause (whose predicate

is a PC verb) and when as an adjective? These guestions are addressed below.

8.4.1. Dummy head compound vs PC verb: predicativieinction

There is a clear tendency for a dummy head compaondnal to occur as predicate in

the pragmatically unmarked topic-comment structdre.this structure, there is a

topic-marked NP, often subject, and the predicate the focus domain (i.e. carries new
information). Conversely, there is a clear tendefacya PC verb to occur as predicate

when the predicate is presupposed.

(8-76) kari=a cuu+munu.
3SG=TOP strong(+thing)

‘He is strong.’ [unmarked topic-comment structure]

(8-77) A. nzi=nu=ga cuu-kar-@?
which=NOM=FOC  strong-VLZ-NPST

‘Which is strong(er)?’

B. kui=ga=du cuu-kar-@.
this=ENOM=FOC strong-VLZ-NPST

‘This (guy) is strong(er).’

Another clear distributional tendency is that anduy head compound is much
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more likely to be used in a main clause than a Bx®.\Given the preference of a PC
verb for presupposition, this distributional tendgmay be explained by the pragmatic
status of subordinate clauses in general: subdelitlauses tend to be presupposed, in
the sense that the truth condition is not challdngge the addressee (Erteshik-Shir and
Lappin 1979, 1983; Lewis 1979; Quirk et.al 1985mbaecht 1994}* See Koloskova
and Ohori (2008) for a similar claim with regardth@ pragmatic status of PC verbs in

Hirara (a Miyako language related to Irabu) as ¢p@resupposed.

(8-78) kuu-ka-tigaa mudur-i-i kuu-@.
hard-VLZ-CVB.CND return-THM-MED come-IMP

‘If (you feel things are) harccome back.’

(8-79) ujaki-kar-@ tukja=mai a-tar=ruga,

rich-VLZ-NPST time=too  exist-PST=but

nnama=a hira zin=mai njaa-da ur-@.

now=TOP INTJ money=too not.exist-NEG.MED PROG-NPST

‘(There) was a time (1) was ri¢chut now, you see, (I) have no money.’

(8-80) kunusjuku kata-ka-i-bamai,

this.much hard-VLZ-THM-CVB.CND=even

% For example, Erteshik-Shir and Lappin (1979) ssggédat they call the ‘lie-test’: if an addressee,
upon hearing a sentence, says ‘that’s not trues sfatement is about the main clause rather tian t
subordinate clause that is couched in the mairselaee Lambrecht (1994: 52) for more detailed
discussion.
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nci+u-tigaa, japa-fi nar-@=dara.
put+PROG-CVB.CND soft-AvVLZ become-NPST=CRTN

‘Even if (it) is this hard (it) will become softened if (you) put (it in vea).’

8.4.2. Adjective vs lexical head compound: attribuve function
An adjective modifies a nominal in NP structurenfsgtic attribution), whereas a PC
stem within a lexical head compound modifies a heathinal within the word
(morphological attribution).

An adjective in attributive function almost alwayedifies a nominal that is newly

introduced into discourse. This nominal tends todferential.

(8-81) nkjaan=du=i, ujakii+ujaki=nu pZtu=tu

old.times=FOC=CNF RED+rich=GEN man=ASC

kibann+kiban=nu pztu=tu dus a-tar=ca.
RED+poor=GEN man=ASC friend COP-PST=HS
‘Once upon a time, (there were) a rich man and @& pwan, (and they) were

friends.’

(8-82) mii-tigaa, ssuu+ssu=nu mii-gama=nu a-ta=iba,
look-CVB.CND RED+white=GEN fruit-DIM=NOM  exist-PSTs0

‘When () looked, (there) was a white fruit, so...’

A PC stem within a lexical head compound is alsa#@nbutive modifier of the head
nominal stem. Unlike the adjectival attribution edtabove, the head nominal stem in a
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lexical head compounding is typically non-referantind the compound nominal is
typically used as a predicate head of the propelusion expression, as iari=a
taka+jama (3SG=TOP high+mountain) ‘this is a high mountai(see 8§10.2.1 for

proper inclusion).

(8-83) kari=a maada=du gaazuu+pZtu=dara=i.
3SG=TOP very=FOC selfish+man=CRTN=CNF

‘He’s a very selfish man, eh?’

(8-84) kuma=a puniérdukuma ja-i-ba, niv-vai-n-@.
this.place=TOP rocky+place COP-THM-CVB.CSL sleeptREG-
-NPST

‘This place is a rocky place, so (I) cannot sleep.’

8.4.3. Adnominal clause vs adjective: syntactic atbutive function

As illustrated in (8-85) and (8-86) below, a PChvaray head an adnominal clause that
fills the modifier slot of an NP. As the gloss iodies, the pragmatic implication here is
alwaysone of contrast. The modified nominal has alreagnbinvoked in the discourse.
In (8-85) for example, the discourse is about wieth house that is white or a house
that is black is better. See also (8-79) above revhecontrastive meaning is encoded by

the PC verhujakikar ‘is rich (as opposed to poor)’.

(8-85) ssu-kar-@ jaa=nu=du mais
white-VLZ-NPST house=NOM=FOC better
‘The house that is white (as opposed to blackptten’

390



(8-86) uu-kar-@ pztu=mai imi-kar-@ pztu=mai

big-VLZ-NPST man=too  small-VLZ-NPST man=too
uma=n dav-vas-i-i=du u-tar.
that.place=DAT crowd-VLZ-THM-MED=FOC exist-PST

‘Bigger men and smaller men were both crowded there

On the other hand, as illustrated in (8-87) and&B below, attribution by an
adjective does not entail a contrast, since, aethat 88.4.2, an NP containing an

adjective introduces a new referent into discourse.

(8-87) ssuu+ssu=nu jaa=nu=du ar-@.
RED+white=GEN house=NOM=FOC exist-NPST

‘(There) is a (very) white house.’

(8-88) ukuu+uku=nu pztu=tu imii+imi=nu pztu=tu

RED+big=GEN  man=ASC RED+small=GEN man=ASC

bafitaa=sii=du u-tar.
two=INST=FOC exist-PST

‘(There) were a (very) big man and a (very) smahnogether.’

8.5. Class-changing derivation
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In this section | describe (1) noun-to-verb deilimat (2) verb-to-noun derivation and
(3) verb-to-PC-stem derivation. The first two preses are very limited in Irabu, since
the light verb(a)s’ ‘do’ and such formal nouns asi(u) ‘man; thing’ andkutu ‘fact’
function as equivalents of verbalisation and nofisagion in other languages. For
example, if one wants to derive a predicative esqion from a nousauZz ‘cleaning’,
one uses it as a direct object of the light vasib The direct object NP may be marked

as second accusative.

(8-89) sauz=zu ah-u-di
cleaning=ACC do-THM-INT

‘(1) will do cleaning.’

(8-90) kansja=a S-i-, par-tar=ca.
thanking=ACC2 do-THM-MED leave-PST=HS

‘(He) did thanking, and left.’

To derive an action nominal from a vekhk- ‘write’, one uses a formal noukutu
‘thing; fact’ as head of the NP, in which the maelifslot is filled by an adnominal

clause headed by the vedak:

(8-91) kafi-@ kutu=u muikas-f=fa njaa-n-@.
write-NPST fact=TOP difficult-AVLZ=TOP NEG-NPST

‘Writing is not difficult.’

5 Many scholars note that verbalisation is geneitiiyent even in languages where nominalisation is
productive (Hopper and Thompson 1984: 746).
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Below we will examine other limited morphologicakans of nominalisation, together

with a more productive and varied PC stem derivefiiom a verb stem.

8.5.1. Verb-to-noun derivation

Verb-to-noun derivation derives agent nominals whlke agent nominalisefa (see
§2.8.3.2 for the morphophonemics of this suffixheTsuffix is attached to a bare verb
stem (rather than an athematic stem; 86.3.4). Th8-92) below, for exampleja is

attached t®- rather than its athematic stem fosi1(§6.3.4.2).

(8-92) kari=a s-sja=dooi.
3SG=TOP know-NLZ=EMP

‘He is a person who knows a lot.’

(8-93) daizna sadur-ja=du a-tar.
great search-NLZ=FOC COP-PST

‘(She) was a woman who chases men.’ [lit. ‘(She$ wach a (man) searcher.’]

(8-94) sauz=zu=bakaar as-i-, mmija,

cleaning=ACC=only do-THM-MED INTJ

vva=a daizna surumik-ja=i.
2SG=TOP great clean-NLZ=CNF
‘Doing cleaning all the time, you are a person sbed with cleaning.’
When a transitive verb is nominalised, the undedybobbject appears as the first
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component of a compound stem, of which the venm ssethe second component.

(8-95) site, munu+kak-ja=n=ru nar-tar=ru?
then thing+write-NLZ=DAT=FOC become-PST=FOC

‘Then, has (she) become a writer?’

(8-96) vva=a butu+muc-ja=ru?
2SG=TOP husband+have-NLZ=FOC

‘Are you a husband-having man?’

As is shown in (8-97)ja may in rare cases derive an instrumental nomataler than

an agent nominal.

(8-97) mm-+pur-ja=u muc-i+kuu-@.
potato-dig-NLZ=ACC  take-THM+come-IMP

‘Bring the potato-digger’ [instrument nominaliser]

8.5.2. Verb-to-PC-stem derivation
A PC stem is productively derived from the athematem of a verb using one of three
major derivational affixes:bus ‘wanting to’, -guri ‘difficult to’, and -jasi ‘easy to’. A

derived PC stem satisfies (A), (B), and (C) in 88.&s the three tables below illustrate.
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TABLE 8-12.mii- ‘look; see’ +-bus ‘want to’ as a PC stem

Criteria mii- ‘look; see’ Gloss
(A) reduplication mii-bugi+mii-bus’ ‘(1) am wanting to see’
(B) direct quotation mii-bugi=ti=nu cimugd"  ‘the feeling like, “(how
much | am) wanting to
see!™
(C) special derivation -sa mii-bus-sa ‘the degree to which (I)
am wanting to see’
-fi mii-bug-fi ‘wanting to see’
-ka(r) mii-bus-ka-tar ‘() was wanting to see’

TABLE 8-13.mii- ‘look; see’ +-bug ‘difficult to’ as a PC stem

Criteria mii- ‘look; see’ Gloss

(A) reduplication mii-gurii+mii-guri ‘(it is) difficult to see’

(B) direct quotation mii-gurii=ti=nu munu ‘a thing which is like
“(how) difficult to see (it
is)!”

(C) special derivation -sa mii-guri-sa ‘the degree to which (it
is) difficult to see’

-fir mii-guri-fi ‘being difficult to see’
-ka(r) mii-guri-ka-tar ‘was difficult to see’

TABLE 8-14.mii- ‘look; see’ +-jasi ‘easy to’ as a PC stem

Criteria mii- ‘look; see’ Gloss

(A) reduplication mii-jasii+mii-jasi’ ‘(it is) easy to see’

(B) direct quotation mii-jasii=ti=nu munu ‘a thing which is like
“(how) easy to see (it
is)!”

(C) special derivation -sa mii-jas-sa ‘the degree to which (it
is) easy to see’

-fir mii-jas-fi ‘being easy to see’
-ka(r) mii-jasi-ka-tar ‘was easy to see’

8.5.2.1. ‘wanting to’-bus’

A PC stem is derived from the athematic stem ofrd with-bus ‘wanting to’.
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(8-98) ba=a vva=ga ffa=u=baa mii-bus-munu=i.
1SG=TOP 2SG=GEN child=ACC=TOP look-want.to(+thirgNF

‘I want to see your child.’

(8-99) ba=a vva=ga ffa=u=baa miibug+mii-busi=ti=du
1SG=TOP 2SG=GEN child=ACC=TOP RED+look-want.to=QT=
=FOC
umu-i+ur-@.
think-THM+PROG-NPST

‘I am thinking like “I want to see your child (wemuch)”.’

(8-100) Kuri=u ar-a-da, kuri=u=du mii-buskar-@.
3SG=ACC COP-THM-NEGMED 3SG=ACC=FOC look-want.tbX/
-NPST

‘Not this one, (I) want to see this one.’

(8-101) uri=u=baa mii-bus-f=fa njaa-n-@.
3SG=ACC=TOP look-want.to-AVLZ=TOP NEG-NPST

‘() don't want to see it.’

8.5.2.2. ‘difficult to’ -guri
A PC stem is derived from the athematic stem o€ wvith -guri ‘difficult to’. As in
the case of the derivation witlbus' (88.5.2.1), the derived PC stem wiluri may

form an adjective, a state nominal, a compound naima PC verb, or a PC adverb.
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(8-102)

(8-103)

(8-104)

(8-105)

(8-106)

cifii-gurii+cifii-guri=nu jaa
RED+make-difficult.to=GEN house

‘a house that is difficult to make’ [adjective]

ui=ga afii-guri-sa=nu=du daiz
3SG=GEN make-difficult.to-NLZ=NOM=FOC awful

‘Difficultness of (making) it is awful.’ [state moinal]

uri=a cifiz-guri+munu=du a-tar.
3SG=TOP make-difficult.to(+thing)=FOC COP-PST

‘It was (one) difficult to make.’ [compound nomiha

uri=a cifii-guri-ka-@-m=dooi.
that=TOP  make-difficult.to-VLZ-NPST-RLS=EMP

‘That is difficult to make.’ [PC verb]

uri=a cifii-guri-f=fa njaa-n-J.
that=TOP  make-difficult.to-AVLZ=TOP NEG-NPST

‘That is not difficult to make.” [PC adverb]

The syntactic valence (83.5.1) of the verb sterg beaeither retained or decreased

when the derived PC stem is further transformead &ntvord other than a state nominal

(where the O of the verb stem surfaces as the meodf the NP, as shown in (8-103)).

When the valence is retained, the underlying O nesn@ ([O > O]); when the valence

is decreased, the underlying O appears as an 8nfatised as [O > S] below). The
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decreasing arrangement is more common. In (8-1@T@a)erived clause is headed by a
nominal predicate phrase (whose head is a dumntg degapound nominal), which still

governs its direct object.

(8-107) a.kantja=ga jaa=ju=baa daitha dfii-guri+munu
3PL=GEN house=ACC=TOP great make-difficult.to(+t)in

‘Their house is very difficult-to-make(-housdd > O]

b. kantja=ga jaa=ja daizna  dfii-guri+munu
3PL=GEN house=TOP great make-difficult.to(+thing)

‘Their house is very difficult-to-make(-housdd > S]

8.5.2.3. ‘easy to‘jas’
A PC stem is derived from the athematic stem oérd with-jasi ‘easy to’. The derived
PC stem withjasi may form an adjective, a state nominal, a compawrdinal, a PC

verb, or a PC adverb.

(8-108) cifii-jasii+cifii-jasi=nu jaa
RED+make-easy.to=GEN house

‘a house that is easy.to make’ [adjective]

(8-109) ui=ga afii-jas-sa=nu=du ichan

3SG=GEN make-easy.to-NLZ=NOM=FOC  best

‘Easiness of (making) it is the best.’ [state noatli
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(8-110)

(8-111)

(8-112)

uri=a cifit-jasi+munu=du a-tar.
3SG=TOP make-easy.to(+thing)=FOC COP-PST

‘It was (one) easy to make.’ [compound nominal]

uri=a cifiijasi-ka-@-m=dooi.
that=TOP make-easy.to-VLZ-NPST-RLS=EMP

‘That is easy to make.’ [PC verb]

uri=a cifii-jasi-f=fa njaa-n-J.
that=TOP make-easy.to-AVLZ=TOP NEG-NPST

‘That is not easy to make.’ [PC adverb]

As in the case ofguri (88.5.2.2), the syntactic valence of the verb sieay be

either retained or decreased when the derived B@ & further transformed into a

word other than a state nominal. In (8-113a), theved clause is headed by a nominal

predicate phrase (whose head is a dummy head compmminal), which still governs

its direct object.

(8-113)

a. kantja=ga jaa=ju=baa daima dfiz-guri+munu
3PL=GEN house=ACC=TOP great make-difficult.to(+t)in

‘Their house is very difficult-to-make(-housdj0 > O]

b. kantja=ga jaa=ja daizna dfii-guri+munu
3PL=GEN house=TOP great make-difficult.to(+thing)
‘Their house is very difficult-to-make(-housdi0 > S]
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Chapter 9
Clitics

This chapter focuses on the syntactic distribuaod the semantic-pragmatic function
of various clitics. As was described in 82.1 andg®2.2, a clitic is a bound form that
does not head a phrase, attaching to a grammatioal from outside, and is thus
subject to fewer co-occurrence restrictions thaaffin, which is an internal member of
a grammatical word and whose presence and forrdetegmined by the stem to which
it is attached. The grammatical word and the a#dchlitics constitute a larger
morphosyntactic unit which | call a word-plus (§2.1n most cases this is a
phonological word, showing a high degree of cohegem terms of phonotactics,
phonological rules, and the default mapping donwirthe alternating rhythm (see
§2.1.2 for an overview of the phonological word)iti€s are like grammatical words
with regard to their co-occurrence restrictionst are like affixes in terms of their

phonological integration into the host.

9.1. Introduction

9.1.1. Syntactic host and phonological host

It is necessary to distinguish between a syntaetist and a phonological host. A
syntactic host is the constituent over which acclias semantic scope, e.g. an NP, a
clause, etc., whereas a phonological host is amegie with which a clitic forms a
phonological word, e.g. the last word-plus withim [dP. In (9-1) below the syntactic
host of the focus clitiedu * is the entire A argument NFantiga ujagawhereas=du is
attached phonologically to the word-plum=ga ‘fathernowm’, the phonological host,

so thatuja=ga=duis a single phonological word.
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(9-1) banti=ga uja=ga=du ssagi-agmi-tar.
1PL=GEN father=NOM=FOC  wedding-VLZ-CAUS-PST

‘Our father made me marry.’

9.1.2. Overview of Irabu clitics

As defined in the introduction to Chapter 4, a calgee is an extension to an NP. Thus
its distribution in terms of possible syntactic tsos precisely explained in relation to
NP structure, and with the exception of predica®sNa case clitic is obligatory in each
NP within a clause (with the exception of casepsif). Case clitics are therefore
phrasal clitics. See Chapter 4 for the distribuon function of case clitics.

On the other hand, there are other kinds of clithmse syntactic host is an entire
clause or a clausal element (i.e. an argument,damet, or a matrix predicate), and
whose presence is in many cases once per clagsea(enodal clitic occurs in many
cases once per clause). These are clausal olitiish | describe in this chapter.

To show the difference between phrasal clitics aladisal clitics briefly, let us
observe (9-2) and (9-3) below. In (9-2) below eathhe three case clitics is per NP.
The dative case and the nominative case are pemarg NP, whereas the genitive case

is per modifier NP.

(9-2) kantja=ga jaa=n=du ffuki=nu ar-@.
3PL=GEN house=DAT=FOC Kuroki=NOM  exist-NPST

‘(There) is aKuroki tree in (the garden of) their house.’

In (9-3), on the other hand, the clitenai ‘too’ is a clausal clitic, structurally attached
to the entire locative argument (indicated by [f]zan never be attached to the modifier
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NP within a superordinate NP, since the constitugntot an argument. Unlike case,
therefore, the syntactic distribution of the cl#imai is explained with reference to the

clause-level syntax rather than to the NP structure

(9-3) [kantja=ga jaa=n]=mai=du ffuki=nu ar-@.
3PL=GEN house=DAT=too=FOC Kuroki=NOM exist-NPST

‘(There) is aKuroki tree in (the garden of) their house, too.’

As summarised in ABLE 9-1 below, there are five kinds of clausal clitiw#h
differing co-occurrence restrictions, which are aldgmed in the sections below.
Conjunction clitics are structurally attached to emtire clause (coordinate clause).
Other clitics are attached to a clausal elemeatan adjunct (either a predicate adjunct

or a sentential adjunct), an argument, or a matexiicate.

TABLE 9-1. Clausal clitics in terms of syntactic host

Entire clause Clausal element
Predicate Argument  Adjunct

Conjunction clitic *

Modal clitic *

Limiter clitic * *

Topic/focus clitic * * * *
Discourse marker clitic * * * *

When a clitic is attached to a predicate, its plhagioal host may be a V1, V2, NP,
copula, or a VP complement (see 83.1.1 for thectira of the predicate phrase

structure).
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Clausal clitics as well as phrasal clitics fornsiagle phonological word with the
immediately preceding word-plus. This is in mosses a chance neighbour of the
syntactic host structure. For example, as is iiéiset in (9-4) below, the syntactic host
of the modal cliticcpaz ‘maybe’ (89.3.4) is a predicate, either verbal ommal, so its

phonological host may be a verbal word-plus or minal word-plus.

(9-4) a. kari=a par-tar=paz.
3SG=TOP leave-PST=maybe

‘He may have left.’

b. kari=a sinsii=paz.
3SG=TOP teacher=maybe

‘He may be a teacher.’

See §83.2.2 for the same argument for case clitics.

On the other hand, other clitics, such as the incdec =su(u)da(89.3.5), have a
more severe restriction on the phonological hosenEthough its syntactic host is a
predicate, the phonological host must be a verbaldwlus. Thus when it is
syntactically attached to a nominal predicate,dbjula verb is obligatorily present as

its phonological host.

(9-5) a. kari=a par-tar=ruda.

3SG=TOP leave-PST=AD.ASR

‘He has left, hasn't he?’
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b. kari=a sinsii jar-@=ruda.
3SG=TOP teacher COP-NPST=AD.ASR

‘He is a teacher, isn’t he?’

As is shown in ABLE 9-2 below, all conjunction clitics behave similantgquiring their
phonological host to be verbal. Other clitics havéast two kinds of phonological host,
and this characteristic is a major criterion fostiguishing clitics from most affixes
(83.2.2). In the table, the phonological hostetisire not exhaustive but distinctive (e.g.
the adjective word-plus is excluded here). In patér, limiter clitics, topic/focus clitics,
and discourse marker clitics are distinguished femoh other by their (in)ability to be
attached to a word-plus containing a PC adverb3(88.a word-plus containing an

underived adverb (83.3.5.1), and an adnominal vptud-(85.4, see also below).

TABLE 9-2.Clausal clitics in terms of phonological host

Verb Nominal Other
word-plus  word-plus  word-plus
PCadv Un.adv Adn

Conjunction clitic *

Modal clitic * *

Limiter clitic * * *

Topic/Focus clitic * * * *
Discourse marker clitic  * * * * *

Basically, an adnominal word does not carry anycclUnlike a noun, it does not carry
the genitive clitics as it directly fills the modif slot of an NP (whereas a noun does so
indirectly, by first heading an NP, which then @asrthe genitive clitic). However, a
discourse marker can phonologically attach to amstituent of a clause including the

modifier of an NP. In (9-6) below, the confirmatigktic =i ‘eh?; you know’ (89.6.4) is
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attached to the adnominanu‘that’ and the head noun with the accusativeccliti

(9-6) kanu=i, jaa=ju=i, vv-m=ti=du as-i+ur-d.
that=CNF house=ACC=CNF sell-NPST-RLS=FOC do-THM+RRNBPST

‘(That guy) is going to sell that house.’

9.1.2.1. Conjunction clitics

A conjunction clitic (89.2) marks coordination, aisl syntactic host is an entire clause
(i.e. a coordinate clause). A conjunction clitiquees the copula verb when attaching to
a nominal predicate. That is, its phonological hoatst be a verbal word-plus. In
relation to this, as shown below, the ‘so’ conjumtclitic =(ss)iba has a reduced
allomorph=iba, which also triggers an irregular allomorphy oa thart of the host (the

past unmarked suffixar > -ta), indicating an affix-like morphological bonding.

(9-7) a. kuumuja=nu u-ta=iba=du, uturéismunu  a-ta-m
cockroach=NOM exist-PST=s0=FOC fearfultthing = CP®FI-RLS

‘(There) was a cockroach, so (it) was fearful.’

b. giin=du a-ta=iba=du, daizha  ujaki+pZtu=dooi.
congressman=FOC COP-PST=s0o=FOC great rich+man=EMP

‘(He) was a congressman, so (he) is a very rich'man

9.1.2.2. Modal clitics
There are clitics whose syntactic host is a mgirex main) clause predicate, whether
nominal or verbal. These amodal clitics (89.3), such as the certainty modal clitic
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=dara. Except for=su(u)da,as noted in §9.1.2, modal clitics do not requireopula
verb, and may be directly attached to a predicateimal (9-9), demonstrating that they
syntactically attach to a predicate (whether itéeaerbal or nominal), rather than

attaching morphologically to a verb stem.

(9-8) kan=nu=du ur-@=dara
crab=NOM=FOC  exist-NPST=CRTN

‘(There) is a crab.’

(9-9) uri=a parumna=dara
3SG=TOP snail=CRTN

‘Itis a snail.’

9.1.2.3. Limiter clitics
There are clitics whose syntactic host may be garaent or an (clausal) adjunct. These
are limiter clitics (89.4), which consist of quantifier clitics (e.gmai ‘too’) and

qualifier clitics (e.g. contrastive/emphasigami).

(9-10) mm=mu=mai nii+fau-@.
potato=ACC=too  boil+eat-NPST

‘(1) boil-and-eat potatoes, too.’

(9-11) vva=ga ah-u-ba=gansdu zau-kar-@.
2SG=NOM  do-THM-CVB.CND=EMP=FOC  good-VLZ-PST
‘If you do (it), (that’s) fine.’
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9.1.2.4. Topic clitics and focus clitics

Topic clitics and focus clitics(89.5) are clitics which may apply to a range iffiedent
syntactic constituents’. The syntactic host mayabeoordinate clause or a clausal
element (an argument, a (clausal) adjunct, or aigmee). When a verbal predicate
(83.1.1.1) serves as a syntactic host, a topicéfoclitic may attach to either a
complement or the VP, as shown in (9-12). WherMRes marked by a topic or a focus,
it must have a complex structure (V1+V2), and ty@d/focus clitic attaches to the first

part of the VP.

(9-12) a. kuri=a taka-f=du nar-i-i t-tar.
3SG=TOP high-AVLZ=FOC become-THM-MED come-PST
VP complement=FOC [V1 Vi

‘This has (gradually) become high.’

b. kuri=a taka-f nar-i-i=du t-tar.
3SG=TOP high-AVLZ become-THM-MED=FOC come-PST
VP complement [V1=FOC Vip

‘This has (gradually) become high.’

Likewise, when a nominal predicate (83.1.1.2) sea®a syntactic host, it must have a

complex structure (NP + copula), and the topic/oclitic is attached to the NP.

(9-13) kuri=a imsja=du a-tar.
3SG=TOP fisherman=FOC COP-PST
NP=FOC copula
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‘This (guy) was a fisherman.’

Below are examples of the focus markelu, where the syntactic constituent to which

=du attaches is bracketed.

(9-14) [banti=ga uja=gal=du az-tar.
1PL=GEN father=NOM=FOC say-PST
‘[Our father] said (that).’ [subject argument]

(9-15) jusarabi+maar=ru=baa [juu]=du ag-tar.
twilight+wandering=ACC=TOP very=FOC do-PST
‘(1) would [often] take a walk before dusk.’ [adjctn adverb]

(9-16) [assuga]=du=i, ffa=nu bZzbZz=tii nak-i-i, mmja,
but=FOC=CNF child=NOM  ONM=QT cry-THM-MED INTJ
nau=mai as-irai-t-ta-m.
what=even do-POT-NEG-PST-RLS.

‘[But], my child cried a lot, and (I) could not danything.” [adjunct:
conjunction]

(9-17) [butu=nu njaa-n-@=niba]=du, pai=nkai=ja
husband=NOM  not.exist-NEG-NPST=s0o=FOC field=ALL=TOP

409



(9-18)

(9-19)

(9-20)

(9-21)

maadaa ik-ai-n-J.

not.very go-POT-NEG-NPST

‘IMy husband died, so] (I) can’t often go to myléi€ [coordinate clause]

[tigami=u kak-i-i]=du, par-tar.

letter=ACC  write-THM-MED=FOC leave-PST

‘[Writing a letter], (he) left.” [sentential adjuticnon-finite adsentential adjunct

clause]
kari=a [lagumi+pZtu]=du [a-tar].
3SG=TOP awful+man=FOC COP-PST

‘He was such a person.’ [predicate: NP as phonosbdiost]

tigami=u [kak-i-i]=du [ur-@].
letter=ACC  write-THM-MED=FOC PROG-NPST

‘(1) am writing a letter.’ [predicate: lexical verb as phonologitast]

fini=u=baa [w]=du S-tar.
boat=ACC=TOP selling=FOC do-PST

‘(1) did sell (my) boat.” [VP complement]

9.1.2.5. Discourse marker clitics

There are clitics whose host may be any syntacinstituent, and whose distribution is
mostly determined by discourse factors rather tegntactic structure. These are

discourse marker clitics (89.6) which include various discourse markershsas
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confirmative=i as illustrated below.

(9-22) nubir=gami=a [Mma+munu  a-ta-m]=mi.
nubir.plant=EMP=TOP tasty+thing exist-PST-RLS=CNF
‘Nubir plant [was tasty], eh?’ [matrix predicate]
(9-23) [uri=u]=i, im=nu mizi=sii arav-d.
3SG=ACC=CNF sea=GEN water=INST wash-NPST
‘(When you got a seaweed, you) wash [it], you seih sea water.” [direct
object argument]
(9-24) [kuma=nu nii=ju Kir-i-i]=i,
this.place=GEN root=ACC cut-THM-MED=CNF
kaa=ju=du piccjai-@.
skin=ACC=FOC tear.off-NPST
‘[(You) cut a root here], you see, and tear off #kén of the root.’ [sentential
adjunct: non-finite adsentential adjunct clause]
(9-25) [butu=u sh-tar=ruga=du]=i, pataki=mai  a-ta-m.

husband=TOP die-PST=but=FOC=CNF field=too exist-RES

‘(My) husband died, but (there) was (still) a fie[doordinate clause]

9.1.3. Relative ordering within clitic chains

When clitics co-occur, forming a clitic chain, theelative ordering within the clitic

chain mostly reflects restrictions on their co-atence with a given type of host (i.e.
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the higher degree of restriction a clitic shows, tiearer to the host it comes; seeLE
9-2). Conjunction clitics are only attached to abyeso it precedes any other kind of
clitic. Modal clitics and limiter clitics do not gpar in the same slot. Both these clitics
precede topic/focus clitics, and finally discoursarker clitics close off a clitic chain.
Thus in (9-26) below, the predicate modifier clitiba (conjunction clitic ‘so’) is
followed by the limiter cliticcgami (contrastive/emphatic), which is in turn followeg b

the focus cliticcdu and the discourse marker clitc.

(9-26) banti=a kuu-ka-ta=iba=gami=du=i,
1PL=TOP poor-VLZ-PST=so=EMP=FOC=CNF
kookoo=mai idah-a-t-tar=dooi.

high.school=even let.go-THM-NEG-NPST=EMP

‘We were poor, so (our family) didn't let me gohmh school.’

9.2. Conjunction clitics

A conjunction clitic typically marks coordinationf @ clause headed by a finite
predicate without a dependency or embedding relsitipp to a matrix clause (811.2).
There are three conjunction clitics: temporlgja(a) ‘when’, ‘But’ conjunction=suga,

and ‘So’ conjunctior=(ss)iba

9.2.1. Temporal=kja(a)

The clitic=kja(a) is a temporal conjunction ‘when’ or ‘while’. Thedzketed phoneme

is optional, thougkrkja is preferred when another clitic follows.
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(9-27) uja=nu sh-@=kjaa=du ffa-mmi=nu av-@.
parent=NOM die-NPST=when=FOC child-DIM=FOC makemeNPST

‘When a parent dies, the children quarrel.’

(9-28) tida=nu agar-d=kja=du

sun=NOM rise-NPST=when=FOC

fim-i-i ik-i+u-tar. miz=zu=baa.
get-THM-MED go-THM+PROG-PST water=ACC=TOP

‘When the sun rose (I) would go and get, (I meaatew’

(9-29) ba=ga munu=u fa-i+ur-@=kjaa

1SG=NOM thing=ACC eat-THM+PROG-NPST=when

maccja=nkai iK-i-i kuu-@.

shop=ALL go-THM-MED come-IMP

‘While | am eating, go to the shop and come back.’

In texts | found several examples in whickja(a) apparently expressed ‘until’ rather

than ‘when’ or ‘while’, as shown in (9-30).

(9-30) patarak-ai-r=kjaa, sjuumun=nu kaekai-@

work-POT-NPST=until invoice=ACC write+change-MED
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ntsi-i par-i-@=tii ag-tarjaa...
put-MED leave-THM-IMP=QT say-CVB.PST.CND
‘Until (I) am able to work, refresh (the due dat e invoice and put it and

come again, said (the man), then...’

However, a later elicitation revealed that this ishortened version ekja=gami, as in

(9-31) below, wheregami (limitative case) expresses ‘until’.

(9-31) kai=n idjav=kja=gami=a, munuz-zZa-da ur-i-@.
3SG=DAT meet=when=untilI=TOP speak-THM-NEG.MED PROBM-
-IMP

‘Keep silent until (you) see him.’

This may suggest thatkja(a) was a formal noun, since thregami here can be
considered a case clitic expressing its case oelatintil; as far as’. If so, thenkja has
almost lost its status as a formal noun in thaannot carry any other case, and it is

even possible forgami to be unexpressed, as in (9-30).

9.2.2. 'S0’ conjunction=(ss)iba
The conjunction clitic=(ss)iba expresses the ‘so; therefore’ causal relation. imhial
Issl is present when(ss)ibaattaches to a host that ends in a CV, as in thefirrealis

intentional form(9-32).

(9-32) uku+nam=mu jar-ah-a-di=ssiba,
big+wave=ACC send-CAUS-THM-INT=so
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ur-i-i kuu-@=juu!
descend-THM-MED come-IMP=EMP

‘(1) will cause a big wave, so come down with thave!’

The initial /ss/ is deleted when attaching to tastpunmarked suffixtar (9-33).

(9-33) ubaa=ja akjaada=mai as-i+u-ta=iba,
old.woman=TOP merchant=too do-THM+PROG-PST=so
uma+kuma maar-i+u-tar.
there+here wander-THM+PROG-PST

‘The old woman was a merchant, so (she) visited had there.’

In all other contexts only the first /s/ is deleted. we have the formsiba (9-34). In
very old speakers’ speech, /s/Asibais subject to another morphophonemic process in

which it is assimilated to a preceding /n/ (se@%9-as opposed to (9-34)).

(9-34) ba=a s-sa-n-@=siba=gami=du az-zi+ur-@.

1SG=TOP know-THM-NEG-NPST=LMT=FOC say-THM+PROG-NPST

‘I don’t know, so | am asking.’

(9-35) uku+tagu muc-ai-n-@=niba, bakegama=n

big+basin carrry-POT-NEG-NPST=s0 bucket-DIM=DAT
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ir-i-i unu kuba-gama ka=tti.
put-THM-MED that betel.palm-DIM ONM=QT

‘(1) couldn’t carry a big basin, so () put (watén)the betel palm, like this.’

9.2.3. ‘But’ conjunction =suga

The conjunction clitic=suga expresses the adversative ‘but’ relation. Thidiccli
probably developed fromsu(u) (formal noun ‘man; thing’) =ga (archaic conjunction
‘but’?), but in the synchronic grammar of Irabsugais a single morpheme that cannot
be broken up. The initial /s/ is subject to theralkteristic morphophonemic process of

=su(u). /s/ assimilates to a preceding /r/ (82.10.3)llastrated in (9-38).

(9-36) dzin=nu ar-@ ujaki+munu-mmi=gami=a

money=NOM  exist-NPST rich+man-PL=LMT=TOP

fa-i-d=du ui-@=suga,

eat-THM-MED=FOC PROS-NPST=but

banti=a kuu+munu-gama=du a-ta=iba=du...

1PL=TOP poor+man-DIM=FOC COP-PST=so=FOC

‘Rich people who have money would eat (rice), batwere a bit poor, so...’

(9-37) imi-kar-@=kjaa=gami=a ¢f-fa-n-@=suga=i,

small-VLZ-NPST=when=LMT=TOP make-THM-NEG-NPST=butNE
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(9-38)

mmja  uu#J nar-i-i=kara=a mmja

INTJ big-VLZ-MED become-THM-MED=ABL=TOP INTJ

pataki=mai juu a-tar.
field=too very exist-PST
‘(When) | was a kid (our family) did not plant (abes), but after becoming

old (our family) had many fields.’

ba=a ik-a-t-tar=ruga=du,
1SG=TOP go-THM-NEG-PST=but=FOC
ani=kara afi-tar.

elder.sister=ABL hear-PST

‘I didn’t go, but (I) heard from my elder sister.’

9.3. Modal clitics

Modal clitics function to encode non-grammaticaliseodality, i.e. modality that is not

encoded by verbal inflection (see §10.5.1 for teenition of modality).

9.3.1. Dubitative=bjaam

The modal clitic=bjaam expresses the speaker’s doubtful attitude ‘I wonfle’, ‘I

doubt..

., and so on. In (9-3%bjaam is structurally attached to a nominal predicate,

and in (9-40) it is attached to a verbal predicate.
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(9-39) A. Kkari=a mmja daifa nisdu=dooi.
3SG=TOP INTJ awful theft=EMP

‘He is an awful thief.’

B. ai=bjaam=mi.
that.way=Il.doubt=CNF

‘I wonder if (the fact is) that way.’ [i.e. ‘thatwhat you say.’]

(9-40) kan=nu=ru ur-@=bjaam-=ti, muu=ju
crab=NOM=FOC exist-NPST=l.wonder=QT seaweed=ACC
ujukag-tigaa, bazakar-i-i=du u-tar
shake-CVB.CND raise.claw-THM-MED=FOC PROG-PST

‘(1 thought) “I wonder if there is a crab,” and whéshake seaweed, (the crab)

was raising its claw (to fight against my attack).’

As is illustrated in (9-40) abovebjaam may be used in a self-question.

9.3.2. Dubitative 2=gagara
The modal cliticcgagara expresses the speaker’s doubtful attitude ‘I wornbsv’, ‘I
wonder what’, and so on, always co-occurring withraerrogative such asau ‘what’,
taru ‘who’, nza ‘where’, nausi ‘how’, and so on. When it is directly attachedao
interrogative, the resulting form is an indefim@minal (Chapter 5).

The speech act of the sentence in whighgara is found is not a question in the
sense of invoking the hearer’'s verbal response g&a@nd Zwicky 1985), but an
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uncertain statement, or a self-question. Even thetgagara consisted originally of
=ga (the focus marker of information question whicld@ible-marked on a predicate;
89.5.2.2) and=gara (unknown morpheme), and this is still evidencedtsnprosodic
behaviour (see below), | treat it as a single menpd, since=ga and =gara always

appear together to function as a dubitative marker.

(9-41) gui! nau=nu=ga ur-@=gagara=i?
Wow what=NOM=FOC exist-NPST=l.wonder=CNF

‘Wow, what is there...." [self-question]

(9-42) taru=nu=ga kuu+munu-mmi=u=mai  mii-r=gagara=i?
who=NOM=FOC poor+man-PL=ACC=too look.after=l.wond€NF

‘(I wonder) who would look after poor people as Weself-question]

As these examples showngagarais very often followed by the discourse marketicli
=i (confirmative), which normally requests a verbasponse from the hearer about
what speaker says (89.6.4). However, in a selfitpresi is used as if there were an
imaginary hearer in the monologue.

As noted in 82.9.2.2, the mora length of a morphenakes a difference to this
footing. A monomoraic morpheme is simply treateghag of the host on which default
bimoraic footing operates, whereas a polymoraicpineme always starts a foot. In this

regard,=gagarabehaves likeega + =gara:

(9-43) nau=ga=gara

a. (nauga) (gara)
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*b. (nau)(gagara)

Here, the (b) pattern would be obtainedgigara were treated prosodically as a single
trimoraic morpheme. However, what we actually gethie (a) pattern in whichgara

starts its own footing, and this induces a terriaog on the part of its prosodic host, i.e.
nau + =ga, the latter being treated as part of the hostdotihg purposes because it is

monomoraic.

9.3.3. Hearsay=ca and =tim(dara/dooi)
The modal clitic=ca functions to mark hearsay evidence. This is tHawdeform that

attaches to each sentence-final finite verb whenrairates a folktale story.

(9-44) piicja-gama num-a-di=ca.
small-DIM drink-THM-INT=HS

‘(This guy says) “I'll drink a little bit”.’

(9-45) vva=ga ujaku-mmi=a kuma-nagi=n u-tar=ca
2SG=GEN relative-PL=TOP this.place-APPR=DAT exiSTRHS

‘Your relatives used to live here, they say.’

(9-46) tooriike=tii=du=i, ssibara, maibara,

Tooriike=QT=FOC=CNF back  front

satu+bztu=nu a-tar=ca.
neighbour+man=NOM exist-PST=HS
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‘In Tooriike (Trans-pond), (there) were neighbodiasing each other.” [In a

folktale story]

Another hearsay discourse marké#im(dara/dooi) has two variantsstimdara and
=timdooi. These are analysable irttim + =dara (certainty modal clitic) anettim +
=dooi (emphatic modal clitic) respectively. | treat eathlthese variants as an internally
complex clitic, because no other element can ietee\betweertim and=dara/=dooi,
and=tim cannot appear alone. In terms of functietim expresses a situation in which
the hearsay part of a proposition [x] in $Xjn is already well integrated into an
established knowledge of the speaker (that isgptesses ‘it is said that [x] holds true,
and | am well aware that [X] is true.’). Tha8m has a strong assertive sense even if the
statement is not first-hand, and is often used whespeaker uses a second-hand

message in an act of persuasion, warning or caution

(9-47) junai=n maar-i+u-tigaa, mmja

night=DAT wander-THM+PROG-CVB.CND INTJ

mazimunu=nu fi-d=timdara.
evil.spirit=NOM come-NPST=HS
‘(People say) If (one) wanders around in the nigime, an evil spirit will

come.’ [connotation: ‘so you shouldn’t do that’]

(9-48) A. kanu sjuu=ja #n-ta-m=dooi.
that old.man=TOP die-PST-RLS=EMP
‘That old man has died.’
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B. ai=timdara.
that.way=HS

‘(I have already heard) that.” [connotation: ‘| @ineady aware of it.’]

Thus=tim is different from=ca in that the latter simply expresses ‘[X] is a lsegrfact’,
which is the default interpretatiamot integrated into speaker’s knowledge. By using
=ca, the speaker is not taking responsibility for tiearsay fact. On the other hand,
=tim strongly expresses the speaker’s certainty albwuvalidity of the hearsay report.
This is why it is followed by=dara or =dooi, which encode certainty and emphasis

respectively.

(9-49) a. kari=a pztarrjam=timdooi.
3SG=TOP lazy.man=HS
‘He is said to be a lazy man.’ [connotation: ‘Inchet it, so you should

believe me’]

b. kari=a pZtarrjam=ca.
3SG=TOP lazy.man=HS
‘He is said to be a lazy man.’ [speaker may or malybe sure of the hearsay

fact]

9.3.4. Uncertainty=pa#

The modal cliticcpaz’ expresses more or less uncertainty on the pahnecpeaker.
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(9-50) ffufigii, ui=ga=du juu mma-ka-tar.

k.o.plant that=NOM=FOC very tasty-VLZ-PST

uri=a nnama=mai nar-i-i=du ur-@=paizdooi.
that=TOP now=too grow-THM-MED=FOC PROG-NPST=
=maybe=EMP

‘Ffufigii, that was very tasty. (Trees) may bear that {fatil now.’

(9-51) s-sa-n-@. nnama=gami=a pzsara=paz
know-THM-NEG-NPST now=EMP=TOP Hirara=maybe

‘I don’t know. By now (she has arrived in) Hirara.’

The clitic =paz’ was probably a formal noun (see 84.2.3), that thadstructure
adnominal clause +paz where the once adnominal clause is now treatea @sin
clause predicate, and the modal usemdzi has derived from this construction. This is
based on the fact thafpaz' shows some synchronic peculiarities in comparisgh

other modal clitics: it can be followed by a copwa shown in (9-52) below:

(9-52) mmna kuu-n-@=pdzdu a-ta=iba=du,

everyone come-NEG-NPST=should.be=FOC COP-PST=$cR0&

sauc=cu=mai ah-u-da unumama-as-i+u-tar.

cleaning=ACC=even do-THM-NEG.MED situation.as.itMsZ-THM+
+PROG-PST

‘(1) thought that no one would come (in all proldaip), so that (I) did not clean
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(my house) and left everything as it was.’

9.3.5. Addressive assertivesu(u)da

This section and the next three (89.3.6, §9.3.7.3.89 describe clitics that are
semantically more like discourse markers than glpicodal clitics described so far, as
they do not simply express a speaker’s attitudeatdwa proposition, but are
addressee-oriented in one way or another. Amongethditics, the modal clitic

=su(u)dashows relatively clear modal meaning. It encodiesspeaker’s assertion that
his/her statement is true, but with request for lilearer’s confirmation that his/her

statement is actually true.

(9-53) A. gama=nu mii=tii=ja nau=ju=ga az-@=ga?
cave=GEN place.around=QT=TOP what=ACC=FOC say-NPST
=Q
‘What does (one) mean bygdmanu mii?’ [speaker A is not sure of the

expressiongamanu mii though she knows that this expression is used

in Irabu]
B. gama=nu mii? nau=ga gama=nu  mii?
cave=GEN place.around what=FOC cave=GEN placendrou

‘gamanu mi? What the hell igamanu mip’

A. gama=nu mii=n usum-i-i=ti=du

cave=GEN place.around=DAT hide-THM-MED=QT=FOC
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duu=ja az-@-m=suuda

1PL=TOP say-NPST-RLS=AD.ASR

‘We say like, “hiding ingamanu mii, don’t we?’

The clitic=su(u)dacan be traced back historically$su(u) (formal noun ‘man; thing’;
84.2.1.8) +=da *?’. This is evidenced in the characteristic maphonemics ofsu(u).
as in the case ofsu(u), the initial /s/ of=su(u)dais subject to the morphophonemic

progressive assimilation (/r/l + /Isu(u)da// x(wr)da/):

(9-54) vva=mai as-tar=ruda.
2S5G=too do-PST=AD.ASR

‘You did (it), too, don’t you?’

Synchronically, however, the clitissu(u)da always occurs as a unit, and no other
element can intervene betwesinu)andda. If its historical source construction was an
adnominal clause structure, i.e. [adnominal clatsiefmal noursu(u) the host verb of
=su(u)da should be the finite unmarked form. However, gsoakbppears after other
inflected forms (see (9-53)), indicating thegu(u)dais no longer treated as a formal
noun that is modified by an adnominal clause. TiHuesat it as a single modal clitic.
=su(u)dashows one syntactic peculiarity that is not obsdmn other modal clitics
presented so far: its syntactic host is an NP,tbzégnnot phonologically be attached to
the last word-plus of an NP, and requires the aopelb far rather thamr, which is
the allomorph that appears only in non-main clausasits phonological host. This
constraint is understandable given thati(u)dawas a formal noun (+da): *=su(u)
was a formal noun that was modified by an adnontlalse, which must end in a verb.
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(9-55) kari=a daizina buuciri jar-d=ruuda.
3SG=TOP awful  mighty.person COP-NPST=AD.ASR

‘He’s an awful mighty person, isn’t he?’

9.3.6. Certainty=dara

The clitic =dara expresses a modal meaning roughly characterisegrésnty about
the speaker’s statement. It is like a discoursekenan that it almost always appears in
dialogue rather than in monologue, indicating thhts an addressee-oriented function.
Since it expresses the speaker’s certaintigra never occurs in questions, only in
statements, and in those discourses in which &epeaports an event or state that is

based on his/her direct experience.

(9-56) unu nubir+zuu-gama, ui=ga=du juu a-tar=dara.
that k.o.plant+plant-DIM that=NOM=FOC very exist-PE&RTN

‘The nubir plant, (there) were a plenty of them.”’

(9-57) kan=nu idi-i C-Cii, junai=n=ni, jur, jur=ru,
crab=NOM exit-MED come-THM-MED night=DAT=CNF nightight=

=EMP

jur  c-Ci-i, sugu kasakasakasa=tii as-@=sibard

night come-THM-MED EMP ONM=QT do-NPST=s0=FOC

utu=u ak-i-, banti=a c-Ci-i,
sound=ACC hear-THM-MED 1PL=TOP come-THM-MED
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uri=u tu-i+fau-tar=dara.

that=ACC take-THM+eat-PST=CRTN

‘Crabs come out (of their nests), in the nightthe night (they) come with
some noise likeKasakasakasaso (we) listen for the sound, and we come and

catch-and-eat them.’

Structurally,=dara is in a paradigmatic relation to the modal clitreviewed so far,
except for the assertivesu(u)da,which may follow=dara. Here,=su(u)dais realised
as the irregular fornrssuda Alternatively, =darassudamight be treated as a single

modal clitic encoding a very strong assertion agrtainty.

(9-58) A. kari=a daizna munu+s-sja=dooi.
3SG=TOP great thing+know-NLZ=EMP

‘She is such a knowledgeable person’

B. ai=dara=ssuda.
that.way=CRTN=AD.ASR

‘Exactly.’

9.3.7. Emphatic=doo(i)
The modal clitic=doo(i) is an emphatic marka?. The parenthesized /i/ is usually

present, but it is not uncommon to find exampleswimch it is absent. It may be

* There are other emphatic clitics listed in thisrgmar (§9.3.8, §9.4.6, §9.4.7, and §9.6.1). | atimit
it is rather inappropriate to regard all of themeamphatic’ markers if the description is to be mor
precise. However, | am not at this stage in thétiposto be clear enough to assign more precisager
and descriptions, due to lack of substantial daia.thus an important research topic to refine my
description of these particular markers.
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historically decomposed intedoo + =i (discourse marker: confirmative), given that in
many neighbouring varieties of Miyako Ryukyuan oatjoo is used in the contexts in
which =dooi would be used in Irabll. In Irabu,=dooi may be further followed byi,

thus the /i/ found irrdooi does not function as a discourse marker any more.

(9-59) vvadu=ga patarak-i+a-i-ba=du kjuu=ja

2PL=NOM  work-THM+RSL-THM-CVB.CSL=FOC today=TOP

irav=va ar-@=dooi=i.
Irabu=TOP exist-NPST=EMP=CNF

‘Because you have worked, today(’s society), (I méeabu, exists, doesn't it?’

When the finite intentionaldi and =doo(i) co-occur, the complex form often
appears as a fused forsttuu(i), where /i/ of-di is deleted and the resulting /dd/
geminate becomes a voiceless /tt/. The complex foam be analysed as=tuu(i),

encoding an immediate future intention.

(9-60) ba=a par-a-t=tuu.
1SG=TOP leave-THM-INT=EMP

‘I'll go (right now).’

(9-61) kuma=n nci-t=tuui.

this.place=DAT  put-INT=EMP

" For example, in Hirara (Nakama 1992) the formesponding to Irabadoo(i) is =doo. In lkema,
=dooi is observed (this was pointed out by an anonymeviswer).
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‘T'll put (this) here (right now).’

A finite realis verb form very often co-occurs witdooi. The realis mood encodes
strong certainty on the part of speaker and alwayses new information to hearer (i.e.
encodes assertion as opposed to presupposition5.81). That is, when the realis
form is used, (the speaker assumes that) the hieasest wrong assumption about, or is
unaware of the truth of the statement that the ksgreaxpresses, and therefore the

speaker naturally puts contrastive emphasis ohdrnstatement.

(9-62) mma+munu a-ta-m=dooi.
tasty+thing COP-PST-RLS=EMP

‘(It) was delicious.’ [connotation: ‘although youight doubt it’]

(9-63) hai! uti-r-m=dooi!
INTJ drop-NPST-RLS=EMP

‘Watch out! (The vase behind you) is gonna drop?”’

(9-64) uma=nu in=na fi-@-m=dooi.
that.place=GEN dog=TOP bite-NPST-RLS=EMP

‘The dog there will bite (people).’ [connotatioso' you shouldn’t go there’]

9.3.8. Reserved emphatissaa

The modal clitic=saa functions as an emphatic marker which also expeeasdegree
of reserve. It is often used by female speakems soften followed by the confirmative
clitic =i. Unlike =dooi (89.3.7),=saa=i cannot be followed by another, so=saa=i
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cannot be treated as a single morpheme.

(9-65) jarabi=a mmja panas=su=baa ik-a-n-@J=saa=i.
child=TOP INTJ talk=ACC=TOP hear-THM-NEG-NPST=R.EMP
=CNF

‘Children (tend not to) listen to other’s talk, yeoow.’

(9-66) aunaz-nagi=mai u-ta=iba=i,

ratsnake-APPR=too exist-PST=s0=CNF

ukuu+uku=nu aunaznagi=mai.  mii-rai-n-g=saa.
RED+big=GEN ratsnake-APPR=too see-POT-NEG-NPST=RREM
‘(In those days) (there) were ratsnakes, so, yawkivery big ratsnakes. (But

now) (we) cannot see (them).’

9.4. Limiter clitics

A limiter clitic quantifies or qualifies (e.g. emaséises) its syntactic host, which is either
the argument or adjunct. | have identified fiveiten clitics that function exclusively as
such, and two case clitics that additionally seasdimiters:=mai ‘too’, =tjaaki ‘only’,
=bakaar ‘always’, =cumma‘no’, =dumma(emphasis), kara ‘primarily; to begin with’

(or ablative casexgami (emphasis/limitative case).

(9-67) pai=kara=gamidu nau=ju=mai  muc-i-i C-Ci-i

field=ABL=EMP=FOC what=ACC=too carry-THM-MED comeHM-MED
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as-i-i fau-tar.

do-THM-MED eat-PST

‘(I would) bring whatever (I need) from my fieldpé cooked and ate.’
Limiter clitics may occur in sequence, as in (9;6@)erezinan‘the second eldest son’
Is a subject argument with ellipted nominative ¢éasaevhich=gami (emphasis) and
=mai (‘too’) are attached in sequence. Note thgami does not function here as a
limitative case marker which would mark a periphargument meaning ‘until; as far

as.

(9-68) kantja=a hira  zinan=gami=mai jakusjo ja-i-ba.
3PL=TOP INTJ second.eldest.son=EMP=too city.hall PECTHM-
-CVB.CSL
‘They are... well, (in their house) the second std®n, too, (works at) city hall,

SO...

9.4.1. ‘Too’ quantifier =mai
The clitic=mai is a quantifier encoding ‘too, also’. As this labaggestssmai denotes
that [x] in [x]=mai is a member of a set of referents. The followirgreple illustrates a

typical use oEmai.

(9-69) turuna=mai fikuna=mai nubir=mai

k.o.plant=too k.o.plant=too k.o.plant=too
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im=nu  suu=mai juu fau-tar=ruga=du

sea=GEN weed=too very eat-PST=but=FOC
nnama=a maada=a mii-n-@=ni.
now=TOP very=TOP see-NEG-NPST=CNF

‘(We) used to eaturna, Fikuna, Nubirand seaweeds very much, but now (we)

don’t often see (these vegetables and seaweedgk 2o

The clitic=mai has the meaning ‘even if’ when it is attached twa-finite clause.
In particular,=mai often combines with causal converbal clauses andiah@erb
clauses=mai has a reduced foream when it is attached to causal converbal clauses, a

is shown in (9-71) below.

(9-70) vva=ga az-za-ba=mai cik-a-n-@.
2SG=NOM say-THM-CVB.CND=even listen-THM-NEG-NPST

‘Even if you say, (he) won't listen.’

(9-71) uma=n nci-ba=m zjaubu=ju.
that.place=DAT put-CVB.CSL=even alright=EMP

‘Even if (you) put (it) there, (that’ll be) alrighfi.e. you can put it there.]

(9-72) ffa=nu nak-i-i=mai puka=nkai=ja id-ah-ai-r-m=mu?
child=NOM cry-THM-MED=even outside=ALL=TOP exit-CAR}POT-
-NPST-RLS=Q
‘Even if the child cries, could (you) back (it) aftitside? (no, you couldn’t)’
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9.4.2. 'Only’ quantifier =tjaaki

The clitic=tjaaki is a restrictive quantifier encoding ‘only’.

(9-73) uri=u=tjaaki=du Zz-tar=dooi.
3SG=ACC=only=FOC scold-PST=EMP

‘(1) scolded him only.’

(9-74) vva=tjaaki=a ifi-na.
2SG=only=TOP go-PRH

‘You alone don’t go.’

The positioning of=tjaaki and the case clitic, which should in principle pee
=tjaaki (as shown in (9-73) above) can be reversed. Suetibfé ordering is not
common in Irabu clitic chains, but the fact thabdcurs demonstrates an important
difference between a clitic chain and an affix ahais the latter must always follow the

specified ordering within the word domain.

(9-75) ui=tjaaki=u=du Zz-tar=dooi.
3SG=only=ACC=FOC scold-PST=EMP

‘(1) scolded only him.”’

9.4.3. ‘Only’ quantifier 2: =bakaar

The ‘only’ quantifier 2=bakaar encodes ‘only’, but unlike the other ‘only’ qudidr as
noted in 89.4.27bakaar entails negative meaning associated with ‘onlg’jra‘only x
monotonously’.
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(9-76) janatcimuc-cas-i-i=du ju-kar-a-n-@

bad+spirit-VLZ-THM-MED=FOC good-VLZ-THM-NEG-NPST

kutu=u=bakaar  kangai+u-tar=ca.
thing=ACC=only think+PROG-PST=HS

‘Having a bad spirit, (he) was always thinking oofythings that are not good.’

(9-77) kai=n=bakaar ffa+tmur-ja as-imi-i, mmja,

3SG=DAT=only child+baby.sit-NLZ do-CAUS-MED INTJ

nara=a asb-i-i maar-i+ur-J.
oneself=TOP play-THM-MED wander-THM+PROG-NPST
‘(The mother) tells only her to baby-sit, while dherself is going outside to

have fun.’

9.4.4. ‘Nothing’ quantifier =cumma

This clitic always appears in a negative sentemcereegates the value of the argument
to which it attaches. The argument must be heagleahbnterrogative nominal such as
taru ‘who’ and nau ‘what’ (but notnausi ‘how’ or naiti ‘how; why’, as they are not

nominals). According to my text database, this argut is always a direct object.
(9-78) taru=u=cumma s-sa-n-@.
who=ACC=nothing know-THM-NEG-NPST

‘() don’t know anyone.’
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(9-79) nau=ju=cumma as-irai-n-g=munu.
what=ACC=nothing do-POT-NEG-NPST=for

‘For (I) cannot do anything.’

9.4.5. ‘Primarily’ qualifier =kara
The ablative case clitickara (84.3.8) can additionally function as a limiteiticl

encoding primacy, i.e. ‘primarily, first, to begith’.

(9-80) ba=a bitur-i-i=du ur-g. ui=n=kara

1SG=TOP be.full-THM-MED=FOC PROG-NPST 3SG=DAT=first

fii-ru.
give-IMP

‘I'm full. Give him (the food) first.’

The clitic=kara is often attached to a non-finite clause, in patér to a non-finite
adsentential clause, i.e. a medial verb clauseeSinnon-finite adsentential clause is
neutral with regard to the perfective/imperfectagpect distinction in verb morphology,
the attachment ofkara helps explicate the telicity of an action by demgtthe
meaning ‘after (doing something)’. Thus in (9-8&Jdw, the (a) example is ambiguous
in terms of the perfective/imperfective distinctioallowing either interpretation,

whereas the (b) example witara only allows Interpretation 2

%8 There are other morphosyntactic means to explit@t@erfective/imperfective distinction, one of
which is non-canonical object marking (see §4.3.3.2
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(9-81) a. nuuma=n nuur-i-i=du par-tar.
horse=DAT  ride-THM-MED=FOC leave-PST
‘Riding a horse, (he) left.” [Interpretation 1: perfective]

‘After riding a horse, (he) left.’ [Interpretatid perfective]

b. nuuma=n nuur-i-i=kara=du par-tar.
horse=DAT ride-THM-MED=after=FOC leave-PST

‘After riding a horse, (he) left.”’ [Only Interpraion 2]

9.4.6. Emphatic qualifier=dumma
The emphatic qualifier cliticcdumma attaches to arguments, usually indicating

emphasis’. When it is attached to a subject argtnitestioes not carry case.

(9-82) ban=dumma iravci=mai s-sa-n-fi

1SG=EMP Irabu.language=even know-THM-NEG-AVLZ

nar-i+u-i-ba...
become-THM+PROG-THM-CVB.CSL

‘I myself am becoming influent in Irabu, so...’

(9-83) aagu=u=dumma s-sai=du <.

song=ACC=EMP know-POT=FOC do-NPST

‘(This woman) knows songs, too.’
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Though not commonsdummamay attach to a non-finite subordinate clause, in
particular to a conditional converbal clause. Hedymmamay entail a ‘lest’ or ‘just in

case’ meaning, as shown in (9-85).

(9-84) saki=u num-tigaa=dumma, mecjakucja as-i+u-tar.
Sake=ACC drink-CVB.CND=EMP badly do-THM+PROG-PST

‘When/if he drank Sake, (he) went crazy.’

(9-85) ui=ga fau-tigaa=dumma, nci+uk-i-J.
3SG=NOM eat-CVB.CND-=lest put+PROS-THM-IMP

‘Lest that (guy) should eat, put (it) aside.’

9.4.7. Emphatic qualifier 2=gami
The limitative case cliticgami (84.3.9) can additionally function as a limiteiceding
emphasis. Wherrgami and a topic marker co-occur, the argument modified

interpreted as contrastive topic (‘with respecKtfas opposed to Y)’).

(9-86) A:vva=mai saada=n=ru u-tar?
2SG=too Sawada=DAT=FOC exist-PST

‘You, too, were in Sawada?’

B: ban=gami=a nagahama=n=du c-Ci+u-tar=dara.

1SG=EMP=TOP Nagahama=DAT=FOC come-THM+PROG-PST=EMP

‘| (as opposed to the othefsdd come to Nagahama (by then).’
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(9-87) mmja nau=ju=ga fau-tar=gagara ai=mai

INTJ what=ACC=FOC eat-PST=lL.wonder thay.way=even

s-si+u-@-m=mu? zin=nu ar-@

know-THM+PROG-NPST-RLS=Q money=NOM exist-NPST

ujaki+munu-mmi=gami=a nau=mai fa-i-d=du
rich+man-PL=EMP=TOP what=even eat-THM-MED=FOC
ufi-d=suga banti=a kuu+munu-gama=du
PRF-NPST=but 1PL=TOP poor+man-DIM=FOC
a-ta=iba.

COP-PST=so0

‘Well, what would (they) eat, could | know even thay (they ate)? _ Rich men
who have much money would eat whatever (they want)ywe were not

wealthy men, so...’

When =gami and the focus marker co-occur, the argument/atjumodified is

interpreted as being contrastively focused (‘Ajsot B, that...’).

(9-88) pav ar-a-da, par=gami=du jar-@.

snake COP-THM-NEG.MED needle=EMP=FOC COP-NPST

‘(1 did) not saypay, butpar.’
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The clitic=gami may be attached to a (non-)finite adverbial claddso, it may be
attached to the (first) lexical verb of a VP whibhs developed historically from a
non-finite adsentential clause. In all these emmments =gami encodes simple
emphasis rather than contrast. All the known examphvolve=gami followed by

focus clitic=du.

(9-89) vva=ga az-zi-ba=gami=du nak-i+ur-@=dara.

2SG=NOM say-THM-CVB.CSL=EMP=FOC cry-THM+PROG-NPST=

=CRTN
‘Because you say (it[this kid) is crying.’

(9-90) akjaada  as-i+ur-@=kja=gami=du umakuma
merchant do-THM+PROG-NPST=when=EMP=FOC here.there
maar-i+u-ta=iba S-Si+u-tar
wander-THM+PROG-PST=so know-THM+PROG-PST

‘When (she) was doing a merchasiie visited here and there, so (1) knew

(her).’

(9-91) ba=a uri=u=baa s-si-i=gami=du ur-@!

1SG=TOP that=ACC=TOP know-THM-MED=EMP=FOC PROG-NPS

‘I know that!’

9.5. Topic clitics and focus clitics
Irabu has a rich inventory of topic and focus mesk&here are two topic markers:
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=ba(a) is object topic clitic, i.e. it only co-occurs Wit direct object argument, whereas

=a is used in other environments. There are threesfocarkers, each associated with a

different kind of speech act=du (statement),=ru (Yes-No question), and-ga

(information question). There are distributionahstraints on topic and focus markers

in terms of inter-clausal syntax (e.g. a topic/®alitic cannot appear in a subordinate

clause but may appear in a coordinate clause)thes@ will be discussed in Chapter 11.
As noted in 84.3.10, nominative case markinga{=nu) and topic marking=<a)

are in paradigmatic relation, i.e. they cannot cown. This is illustrated in (9-92).

(9-92) kari=a sinsii=du a-tar.
3SG=TOP  teacher=FOC COP-PST

‘He was a teacher.’ [subject]

Otherwise the case clitic and the topic clitic aienply juxtaposed, showing a
syntagmatic relation, as shown in (9-93) to (9-9B)e paradigmatic relation holds
between nominativeaseand the topic marker, and is not explained in seaihsubject
grammatical relation Thus, in (9-94), the subject carries the datiasecclitic=n
followed by the topic markexa, just as in (9-93) where the dative case cliticksa

indirect object.

(9-93) kai=n=na fii-rna.

3SG=DAT=TOP give-PRH

‘Don’t give (it) to him.’ [indirect object]
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(9-94) kai=n=na as-irai-n-d.
3SG=DAT=TOP do-POT-NEG-NPST

‘He can't do (that).’ [dative subject constructi&8.5.2]

(9-95) pisir=ru=baa fau-ta-m=mu?
lunch=ACC=TOP eat-PST-RLS=Q

‘Have you eaten lunch?’ [lit. (As for) lunch, hayeu eaten (it)?]

9.5.1. Topic markers

9.5.1.1. Object topic=ba(a)

Object topic=ba(a) marks direct object arguments only, and followes dlscusative case
clitic. The parenthesised /a/ is optional. Althoudta(a) may encode either a general
topic or a contrastive topic, it frequently encodesontrastive topic. The general topic
function is exemplified in (9-96), whereas the castive topic function is exemplified
in (9-97) and (9-98). In (9-96), a discourse igiated by the speaker’s statement, and
the discourse that follows is about ‘the thingl€k) (you) have yesterday’. On the other
hand, in (9-97), ‘songs’ is what the discoursehiswd, but it is contrasted with ‘folktale

stories’ in the previous discourse. The same argticen be applied to (9-98).

(9-96) cinuu mut-astar munu=u=baa fau-ta-m=mu?
yesterday have-CAUS-PST thing=ACC=TOP eat-PST-RLS=

‘(Did you) eat the thing that (I) let (you) havesyerday?’ [general topic]

(9-97) [Context: The speaker asks a woman whether shekfuallatale stories, and
she said No. Then the speaker asks another questimiows:]
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vva=a aagu=u=baa S-Si-i=ru ur-g?

2SG=TOP song=ACC=TOP know-THM-CHN=FOC PROG-NPST

‘Do you know songsthen (as opposed to folktales)?’ [contrastive]

(9-98) A.

ba=a kuri=u=du nuzum-@.
1SG=TOP 3SG=ACC=FOC like-NPST

‘I like this (one).’ [in presence of a range bings for choice]

mmja kuri=u=baada?
INTJ this=SACC=TOP=how.about

‘Well, (don’t you like) this (on€)’ [suggesting another one]

9.5.1.2. Non-object topicca

The non-object topic clitica marks syntactic constituents other than direcectbjlt

can mark either a general or a contrastive topiccoAstituent thus marked is not
necessarily the subject. ‘Setting NPs’,(i.e. spa#iad temporal sentential adjuncts
which are inherently topic-worthy (Foley and Vanina.984) are usually topic-marked.

In general, the less topic-worthy a referent &, the lower it is on the animacy hierarch

the more likely it becomes to bear a contrastivamreg when followed bya.

(9-99) macinaka=n=na saada+pztu=mai finnaka+pitu=mai
Shimoji.Island=DAT=TOP Sawada+man=too Kuninaka+ntao=
nza+pztu=mai u-ta-m. pai=nu=du a-ta=iba.

where+man=too exist-PST-RLS field=NOM=FOC exist-BST
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‘In Shimoiji Island(there) were people from Sawada, and people fromréaka,

and people from anywhere. For (there) were (tH@ljs.’ [general topic]

(9-100) nkjaan=na pztu=nu juu=du  u-tar=rju.
old.times=TOP man=NOM  very=FOC exist-PST=EMP

‘In old times(there) were many people.’ [general topic]

(9-101)uma=n jamatu+pztu=nu=du ur-@=dara.

that.place=DAT main.land.Japan+man=NOM=FOC exisSIRPEMP

kari=a uku+biki+nisjai=dooi.
3SG=TOP big+male+adolescence=EMP
‘In that place (there) is a Japanese mainlandeistetall young guy.’ [general

topic]

(9-102)ba=a nnama=kara ik-i-i sugu kari=u=baa

1SG=TOP now=ABL  go-THM-CHN now 3SG=ACC=TOP

kurus-a-di.
Kill-THM-INT

‘I will go now and kill him right away.’ [general tag)

(9-103)a. ami=nu f-fi+ar-@.
rain=NOM fall-THM+RSL-NPST

‘Rain has fallen.” [unmarked statement]
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b. ami=a f-fi+ar-J.
rain=TOP fall-THM+RSL-NPST

‘RAIN has fallen (but the wind hasn’t blown)’ [ctyastive]

(9-104) kai=n=na nau=mai fii-rna.
3SG=DAT=TOP what=even give-PRH

‘To him, don't give anything (but you may give to othergontrastive]

In a complex predicate phrase (83.1.1), the Jfiestical verb or the predicate NP is
marked by the non-object topic clitic when the peate is negated. In some cases this

can be interpreted as contrastive topic, as shaw®-iL05) below.

(9-105)A. va=a nauti=ga tur-i-i fau-tar=ga?
2SG=TOP why=FOC take-THM-MED eat-PST=Q

‘Why did you take and eat (that)?’

B. fa-i-i=ja ur-a-n-&=dooi.
eat-THM-MED=TOP PROG-THM-NEG-NPST=EMP

‘I didn't eat.’ [lit. with respect to eating that didn’'t do it (though | took

that); contrastive]

However, topic marking in negation is obligatdtyis ungrammatical for the topic

marking to be absent (9-106c).
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(9-106)a. ba=a bitur-i-i=du ur-@.
1SG=TOP get.full-THM-MED=FOC PROG-NPST

‘I am full.’

b. ba=a bitur-i-i=ja ur-a-n-@.

1SG=TOP get.ful-THM-MED=TOP PROG-THM-NEG-NPST

‘I am not full.’
*c. ba=a bitur-i-i ur-a-n-@.
1SG=TOP get.full-THM-MED PROG-THM-NEG-NPST
‘I am not full.’
(9-107)a. ba=a sinsii=du a-tar.
1SG=TOP teacher=FOC COP-PST

‘l was a teacher.’

b. ba=a sinsii=ja ar-a-t-tar.
1SG=TOP teacher=TOP COP-THM-NEG-PST

‘l was not a teacher.’

*c. ba=a sinsii ar-a-t-tar.
1SG=TOP teacher COP-THM-NEG-PST

‘l was not a teacher.’

Thus topic marking in negative constructions nogemhas a (contrastive) topic
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marking function. Rather it seems to provide doubkrking of negation both on the
lexical part of a phrase and on the grammaticdl (par the auxiliary verb or the copula
verb). | gloss such a use of topic marker as T@P,itbshould be noted that it is not

really ‘topic’.

9.5.2. Focus markers

9.5.2.1. Declarative focusdu

The declarative focus marker Fslu. It only occurs in statements, not in questions or
requests. The following elicited examples illusrdtow =du can mark each of the
arguments in an extended transitive clause whichtagas three (extended) core
arguments plus a peripheral argument (instrumen(@l108) is the unmarked version.
In (9-109) to (9-112)Fdu is added to a subject, instrument, goal and diobgect

argument, respectively :

(9-108)agu=nu sokutaci=sii ucinaa=nkai  nimuc=cu ufii-tar.
friend=NOM express=INST  Okinawa=ALL parcel=ACC sdP8T

‘(My) friend sent a parcel to Okinawa by express.’

(9-109)agu=nu=du sokutaci=sii ucinaa=nkai  nimuc=cu ufiikta

friend=NOM=FOC express=INST Okinawa=ALL parcel=AGend-PST

‘(My) FRIEND sent a parcel to Okinawa by express.’

(9-110)agu=nu sokutaci=sii=du ucinaa=nkai nimuc=cu uféirt

friend=NOM express=INST=FOC Okinawa=ALLparcel=ACGRDd-PST
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‘(My friend) sent a parcel to Okinawa BY EXPRESS.’

(9-111)agu=nu sokutaci=sii ucinaa=nkai=du nimuc=cu ufiikta
friend=NOM express=INST Okinawa=ALL=FOC parcel=AGENd-PST

‘(My friend) sent a parcel TO OKINAWA by express.’

(9-112)agu=nu sokutaci=sii ucinaa=nkai  nimuc=cu=du ufiikta
friend=NOM express=INST Okinawa=ALL parcel=ACC=FO§&nd-
-PST

‘(My friend) sent a PARCEL to Okinawa by express.’

9.5.2.2 Interrogative focus=ru and =ga

Interrogative focus is marked byru in yes-no questions and ga in information
guestions. Focus markersu and=ga are thus in effect question markers. Indeed,
and=ga may be double-marked, i.e. may redundantly apjweiae, once on a focused

constituent, and once on a sentence-final word-plus

TABLE 9-3. Focus marking and speech act type (in simplestences)

Form =du =ru =ga
Speech act Statement Yes-No question Informati@stipn
Double-marking NO YES YES
(9-113) uri=u=ru fau-tar(=ru)?
that=ACC=FOC eat-PST(=Q)

‘Did (you) eat that?’
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(9-114)nau=ju=ga fau-tar(=ga)?
what=ACC=FOC eat-PST(=Q)

‘What did you eat?’

As the examples below illustrate, | treat the deuhnlarked sentence-final marker as a
homophonous question marker (glossed as =Q) rdthara ‘copied’ focus marker. | do
this because sentence-firalu, but not focus-markingsru, undergoes assimilation,
whereby the initial //r// alternates with /m/ o¥ ifit is attached to a word-plus ending

in /m/ or /n/ respectively (9-115).

(9-115)u-@-m=mu mii-n-@=nu s-sa-n-d.
exist-NPST-RLS=Q see-NEG-NPST=Q know-THM-NEG-NPST

‘() don’t know (whether) (the person) is alive ot.’

This allomorphy is not observed #ru functioning as a focus marker even when the

morphophonological environment is identical:

(9-116) uri=a kam=ru a-tar=ru?
3SG=TOP god=FOC COP-PST=Q

‘Was he a god?’ fam=my

(9-117)gama=nu  mii=n=ru u-tar?

cave=GEN inside=DAT=FOC exist-PST

‘(Were they) inside of the cave?'ftii=n=nu]
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The focus marker=ru or =ga marks a sentence as interrogative, and the
sentence-final question marker is redundant and lmagmitted (as in (9-117)). On the
other hand, if there is no focus marker presemn tthe sentence-final question marker

is the sole means of marking interrogative. Sushuation occurs in yes-no questions.

(9-118)vva=a pisir=ru=baa fau-ta-m=mu?
2SG=TOP  lunch=ACC=TOP eat-PST-RLS=Q

‘Have you eaten lunch?’

The question marker here might alternatively bdysea as a focus marker that focuses
a predicate since the speaker’s yes-no questios \&hkther the addressee has eaten
lunch or not. However, this would require us to a&dmstructural asymmetry between
the declarative focus clitedu and the interrogative clitieru. As was noted in §9.1.2.4,
=du never has scope over an entire predicate even Wieepredicate as a whole is
within the focus domain, and there are a numbeesifictions concerning the predicate
focus marking. By the same token | assumethathere does not mark the predicate as

being in focus.

9.6. Discourse marker clitics

9.6.1. Emphatic/corrective=ju(u)

The emphatic/corrective discourse markg@r(u), where the bracketed /u/ is optionally
deleted, has two related functions. First, it egpes general emphasis (glossed EMP).
Second, it expresses a speaker’s exasperation, teaths/he wants to correct the
hearer’s wrong assumption or careless misundeisigiad what the speaker has said
(glossed COR).
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(9-119) uri=a nnama=du di-tar=rju.
3SG=TOP now=FOC arrive-PST=EMP

‘That (guy) arrived just now.’

(9-120)kuma=a mmja ati ngjamaka-i-ba,

this.place=TOP INTJ very  noisy-VLZ-THM-CVB.CSL

niv-vai-n-@=njuu!
sleep-POT-NEG-NPST=EMP

‘Because this place is very noisy, (I) cannot sleep

(9-121)A. kuri=a nagahama+pztu=ca.
3SG=TOP Nagahama+man=HS

‘This (guy) is from Nagahama, according to him.’

B. nau?
what
‘What?’

A. gui! nagahama+pztu=juu!
INTJ Nagahama+man=COR

‘Come on! (I said he’s from) Nagahama!

(9-122)A. karjuu=nu  miz=tii=ja nausi=ga as-@?
luck=GEN water=QT=TOP how=FOC do-NPST
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uri=u=baa ami-r?
that=ACC=TOP get.submerged-NPST
‘What do you do with the water of luck (a buckedthmly water)? Do

you get submerged with it?’

B. aran=dooi! zau=n nci-kutu=ju!
NEG=EMP gate=DAT put-OBL=COR

‘No way! (One is supposed to) put (it) at (ongaje.’

9.6.3. ‘How about’'=da
The discourse markerda attaches to a topic-marked NP, functioning to gmés new

topic with the meaning ‘how/what about [NP]?’

(9-123)kuma=a=da?
this.place=TOP=how.about

‘How about this place?’

The NP may be a clausal complement, as in (9-124).

(9-124)A. akaudi=nu mm=mai pur-d,

premature=GEN potato=too dig-NPST

nubir-zuu=ju pzk-i-i C-Ci-i, nii+fau-@.
Nubir-plant=ACC pull.out-THM-MED come-THM-MED botkat-
-NPST
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‘(We) would dig early potatoes, pull and bring i) Nubir plants,

then boil and eat them.’

B. mata kaa=nkai miz  fim-@=ma=da?

and water.well=ALL water get-NPST=TOP=how.about

‘And what about (goinq) to the well and gettingter@’

Also, the topic marker must be the object topic kearba(a) if the NP functions as

object of an (ellipted) predicate, as in (9-125).

(9-125) kuri=u=baa=da?
this=ACC=TOP=how.about

‘How about (doing) this?’

9.6.4. Confirmative =i

The confirmative discourse marker is similar to English tag marker ‘eh?’ in its basic
function, requesting confirmation of what speakayss However, unlike ‘eh?%i may
appear in a self-question, and may scope over al@wog constituent of a clause,
occurring iteratively in one utterance, which sesura constant attention to and

responsiveness on the part of the hearer.

(9-126)vva=ga pataraé=dara=i?

2SG=GEN work=CRTN=CNF

‘(That’s) your work, eh?’
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(9-127) nau=nu=ga ur-@=gagara=i?
what=NOM=FOC exist-NPST=CNF

‘(I wonder) what is there?’ [self question]

(9-128) nkjaan=du=ca, njkaan=du=i, kam=nu=i,

old.times=FOC=HS old.times=FOC=CNF god=NOM=CNF

doobuc=cu=i, igmus=su=i, mmna

animal=ACC=CNF living.thing=ACC=CNF all

kam=nu mai=n zaa=nkai
god=GEN front=DAT  throne=ALL
acimar-@ tukja=nu a-tar=ca.
gather-NPST time=NOM  exist-PST=HS

‘Once upon a time, (there) was a time when a godefed) animals, living

things, all of them, (to) gather in front of hisdhe.’

9.6.5. Emotional=ra(a), =sja(a)

The emotional discourse markers add a negative ienabtnuance to the utterance,
especially expressing such emotions as angernteelpset, and irritation. There is a
clear distributional pattern wherebyra(a) mostly appears in imperative clauses,

whereas=sja(a) mostly appears in interrogative clauses.
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(9-129)vva=ga=du=ra nara-as-i-@.
2SG=NOM=FOC=EMO learn-CAUS-THM-IMP
‘You teach (him).” [with an implication that the esgker feels unhappy about

being asked to teach (him) a story]

(9-130)az-zi-i mii-ru=raa!
say-THM-MED EXP-IMP=EMO

‘Just try speaking!’

(9-131) agaii! nau=ga=sja?!
INTJ what=FOC=EMO

‘Shit! What the hell (are you saying)?!’

(9-132)taru=ga=sjaa vva=u nuzur@=ga?!
who=FOC=EMO 2SG=ACC like-NPST=Q

‘Who ever would like you?! [rhetorical question]

9.6.6. Question=ru/=ga

As described in 89.5.2.2, there are two questiorkena whose choice depends on the
choice of focus marker with the focus marker thdesars within the same clause. Thus
in a yes-no question sentence the question magkeu i(=nu or =mu depending on the
final phoneme of the host; see §89.5.2.2), whenmeasiinformation question sentence it

is =ga.
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9.6.7. Question Z=e(e)

The question markere(e) marks a yes-no question sentence, attaching to any
constituent that is utterance-final. While the shee is always a distinct syllable
nucleus optionally inducing the geminate copy itiserrule, as in (9-133a), the long
=ee may become the nucleus of a syllable in whichfithed consonant of the preceding
constituent is the onset, as in (9-134a), optignaliucing an irregular resyllabification

process and fused morphology, as in (9-134b).

(9-133)a. vva=ga éfir-tar=re?
2SG=NOM make-PST=Q

‘(Did) you make (this)?’ [/tfii.tar.re/ CV.CVV.CVC.CV]

b. nau=sii=e?
what=INST=Q

‘By what (instrument do you make this)?’ [/naussiiCVV.CVV.V]

(9-134)a. vva=ga ¢fir-tar=ee?

2SG=NOM make-PST=Q [idii.ta.ree/ CV.CVV.CV.CVV]

b. nau=sjee?

what=INST.Q [/nau.sjee/ CVV.CGVV]

It is very difficult to analyse the functional tlifence betweene and the question
marker that was described in the preceding sediod this is a future research topic. At
this stage, it can be said thad often carries emphasis:
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(9-135)A. nanahjakuman-en=timdooi.
seventy.thousand-yen=HS

‘(He earns) seventy thousand yen, | heard.’

B. ui=ga uu-sa=el!?
that.way=GEN many-NLZ=Q

‘That much!?’

Structurally it is easy to tell the difference,=esnever occurs with a focus marker,

whereas=ru/=ga may do so, showing a formal concordance with thau$ marker

within the clause.
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Chapter 10

The simple sentence

In this chapter | describe various functional-tyggptal phenomena centring on the
simple sentence, many of which are morphosyntdlstieapressed across the different
structures that have been described so far. Thes€ld major speech-act-related clause
types (declarative, interrogative, and imperati{@), expressions of proper inclusion,
equation, state, location, and possession, (3)tlegg4) valency changing, and (5)

tense-aspect-mood systems.

10.1. Speech acts and clause types
As summarised inABLE 10-1, there are three clause types that are gracahsed for
three major speech acts, i.e. statement, quesiwh,command (Lyons 1977; Givon

1984). The encoding devices are intonation, veriphmmogy, and focus marking.

TaBLE 10-1. Speech act and focus marking

Speech act Clause type Focus marking Verb inflectio
STATEMENT Declarative =du - Imperative
QUESTION Interrogative  =ru (Yes-No type) - Imperative
=ga (Information type) - Imperative
COMMAND Imperative None + Imperative

There are also mismatches between clause type spedch act, e.g. the
interrogative clause type may express a (politapnmoand. These are described in

§10.1.4.
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10.1.1. Declarative clauses

A declarative clause may be syntactically distisged from an interrogative clause by

the choice of focus clitic if a focus clitic is gent. The focus clitic for declaratives is

=du, as opposed teru or =ga for interrogatives.

(10-1)

(10-2)

(10-3)

There is a prosodic feature that distinguishedadattves from interrogatives and

imperatives. In declarative clauses the prosoditepa generated by the alternating

mm=mu=du fau-tar.
potato=ACC=FOC eat-PST

‘(1) ate potato.’ [Declarative]

mm=mu=ru fau-tar?
potato=ACC=FOC eat-PST

‘Did (you) eat potato?’ [Yes-No interrogative]

nau=ju=ga fau-tar?
what=ACC=FOC eat-PST

‘What did (you) eat?’ [Wh-interrogative]

rhythm (82.9.3) is directly manifested:

(10-4)
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vva=a uri=u=mai nii+ur-J

2SG=TOP that=ACC=too boil+PROG-NPST

(vwaa) (uring (mai).  (nii)g (ur),

‘You are boiling that, too.’ [Declarative]
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Interrogative clauses often carry a rising termioahtour superimposed on the
rhythmic pattern. In (10-5) and in (10-6) the rgsicontour occurs somewhere around

the final mora of the sentence-final word(-plts).

(10-5) wvva=a uri=u=mai nii+ur-@?
2SG=TOP that=ACC=too boil+PROG-NPST

‘Are you boiling that, too?’ [Interrogative: finailsing contour]
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% The pitch tracks here were extracted from the dipeéa native speaker of Irabu (male, age = 67 in
2006), and processed with the software applicRi@at
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Note that in (10-6) below the word-plus ends in theestion clitic, and the rising

contour occurs on the question clitic rather tharthe verb (as in (10-5)).

(10-6) vva=a uri=u=mai nii+ur-@=ru?
2SG=TOP that=ACC=too boil+PROG-NPST=Q

‘Are you boiling that, too?’ [Interrogative (withugstion marker): final rising

contour]
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An imperative clause does not have the final gsicontour observed in
interrogative clauses. However, the final L-tonedtfin imperatives is pronounced with

a slightly higher and flatter contour than in deateves.
(10-7) wvva=a uri=u=mai nii+ur-i-@

2SG=TOP that=ACC=too boil+PROG-THM-IMP

‘Keep boiling that, too.’
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10.1.2. Interrogative clauses

An interrogative clause may be marked by focus mgrkn a clausal element (i.e. an
argument, a VP complement, or an adjunct) and/estipn marking on the clause-final
word(-plus). There is no obligatory fronting of timerrogative word.

There are two subtypes of interrogative clausas-Ne and Wh. An interrogative
word (such agaru ‘who’) is obligatory in Wh interrogatives. In Yéde interrogative
clauses, the focus clitic rru, as shown in (10-8) below, while in Wh interrogati
clauses it is=ga, as is shown in (10-9). As illustrated in thesamaples, when a focus
marker is present, a question marker is optiormad, its form is identical to that of the

focus clitic in the same clause.

(10-8) vva=ga=ru uri=u az-tar(=ru)?

2SG=NOM=FOC that=ACC say-PST(=Q)

‘Did you say that?’
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(10-9) wva=a nau=ju=ga az-tar(=ga)?
2SG=TOP what=ACC=FOC say-PST(=Q)

‘What did you say?’

As noted in 89.5.2.2, | treat these two (i.e. theus marker and the question marker) as
different morphemes based on the fact that thefomms show different allomorphic
patterns, even though the focus marker may be igterical source of the question
marker.

As is shown in (10-9), when a clause has no fonasker the question marker

alone appears. This is the case in the yes-no type.

(10-10) vva=a uri=u az-tar=ru?
2SG=TOP that=ACC say-PST=Q

‘Did you say that?’

10.1.3. Imperative clauses
An imperative clause is morphologically marked ke tfinite imperative inflection

(86.3.1). The prohibitive is also a type of impamta negative imperative.

(10-11) a. uma=n bizi-ru.
that.place=DAT sit-IMP

‘Sit there.’
b. uma=n=na bizi-rna.

that.place=DAT=TOP  sit-PRH
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‘Don’t sit there.’

An imperative clause cannot co-occur with focuskimg. Thus in the examples of
imperatives below, no focus marker appears in #drgesice, even where focus falls

intonationally on a certain element in the sentdnoelerlined).

(10-12) kai=ga panas ar-a-da,
3SG=GEN talk COP-THM-NEG.MED
nnama=a _baga panas=su cik-i-@.
now=TOP 1SG=GEN talk=ACC hear-THM-IMP

‘(Do) not (listen to) his talk, now listen to niglk.’

(10-13) kui ar-a-da, _urku misi-ru.

3SG COP-THM-NEG.MED 3SG=ACC show-IMP

‘(Do) not (show) this, show that

10.1.4. Mismatches or ambiguous cases
10.1.4.1. Polite command

An interrogative clause may function pragmaticalbya polite command.

(10-14) zin=nu kar-as-i-i fii-djaan=nu?

money=ACC borrow-CAUS-THM-MED BEN-NEG.INT=Q

‘Wouldn’t you let me borrow money?
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10.1.4.2. Rhetorical question
An interrogative clause may function pragmaticaléya rhetorical question, which does
not serve as a question but as a negative statetmestich cases, there is no rising

contour characteristic of interrogative sentences.

(10-15) ba=a s-si+u-@-m=mu.
1SG=TOP  know-THM+PROG-NPST-RLS=Q

‘I don’t know.’ [lit. Would | know?]

A frequent use of rhetorical questions is oneesdlicharacteristic of Irabu
discourse. In fact, rhetorical force is apparenttyy weak in most of the rhetorical
guestions (thus (10-15) above can be simply ingtepr as ‘| don’t know’, rather than
the pragmatically highly rhetorical counterpart of would | know?’). A similar
example follows, where the speech of B is simplgesponse to that of A, with no

special rhetorical force.

(10-16) A. ssagi=u=ba ah-u-t-ta-m?
wedding=ACC=TOP do-THM-NEG-PST-RLS

‘(Did you) not do a wedding?’

B. as-@-m=mul.
do-NPST-RLS=Q

‘No, | didn’t.’ [lit. ‘Would | do (that?)’]

The use of rhetorical questions seems to be a ofas&phisticated speech style, and is
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particularly characteristic of older female speakspeech.
The finite realis form (86.3.1) is very often usesla predicate form of rhetorical
questions, as illustrated in (10-15) and (10-1&)vab We will return to this use of the

finite realis form in §10.5.1.1.

10.1.4.3. Self question and clause types

A self question is formally marked by the modaticlFbjaam ‘I wonder if..." (§9.3.1)

or =gagara ‘I wonder how/what/who...” (89.3.2). A self questi exhibits an
intermediate characteristic between a questionaasthtement. On the one hand, it is
not like a statement, in that it questions a prdamws On the other, it is not like a
question in the sense of the act of requestinglaaleesponse, as it lacks an addressee.
This intermediate status is reflected in the fhat & self question with the clitrbjaam

(not =gagara) is encoded either by the declarative clause type¢he interrogative
clause type, in terms of focus marking. Thus inftll®wing pair of examples, both (a)

and (b) are equally possible.

(10-17) a. kanu sjuu=ga=ru as-tar=bjaam=mi.
that old.man=NOM=FOC do-PST=lL.wonder=CNF

‘I wonder if that old man did (it)..." [Interrogat sentence]

b. kanu sjuu=ga=du as-tar=bjaam=mi.

that old.man=NOM=FOC do-PST=l.wonder=CNF

‘I wonder if that old man did (it)..." [Declara&vsentence]
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10.2. Proper inclusion, equation, state, locatiorand possession

In this section | describe how proper inclusiorg(éhe is a student’), equation (‘he is
my father’), state (including property; ‘he is tifg ‘he is tall’), location (‘he is in
school’), and possession (‘he has a brother’) amma@ed. There is good reason to deal
with these in the same section, as they are encodadimilar or an identical way, as

will be shown below.

10.2.1. Proper inclusion

Proper inclusion is encoded by either (a) a nompmaticate or (b) a verbal predicate
where the predicate verb is the light véas ‘do’ and the theme is encoded as an NP
marked by the second accusative. Examples (10#BJ%0-19) illustrate (a). Examples

(10-20) to (10-22) illustrate (b).

(10-18) vva=a jamatu+pzteru?
2SG=TOP mainland.Japan+man=Q

‘Are you a Japanese mainlander

(10-19) ba=a zjunsjadu a-ta=iba=du=i,

1SG=TOP policeman=FOC COP-PST=s0=FOC=CNF

mmna s-Si+ur-J. banu=u=baa.

all know-THM+PROG-NPST  1SG=ACC=TOP

‘I was a policemanso, you know, everyone knows me.’
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(10-20) agu=u S-i-i, umissi-ka-ta-m.

song=ACC2  do-THM-MED fun-VLZ-PST-RLS

‘Being friends(each other), (everyday) was fun.’ [lit. Doingeinids...]

(10-21) biki+nisjai=ja S-i-,

(10-22)

male+young.man=ACC2 do-THM-MED

umakuma maar-i+u-tar.
here.and.there wander-THM+PROG-PST

‘Being a young man(he) visited various places.’

banti=ga jarabFa s-i+ur-@=kjaa, mmja,

1PL=NOM child=ACC2 do-THM+PROG-NPST=when INTJ

eiga=mai terebi=mai njaa-ttar=ruda.
movie=even televison=even not.exist-PST=AD.ASR

‘When | was_a child (there) was no movie (theatre), no TV, you kndWt.

when | was doing a child...]

Note that in (10-20) and (10-21) the light verbdea chained clause. Also, in (10-22),

the compound verbiur can be rearranged as a medial verb + an auxivaoyd-phrase

alternation; 86.4.2.3), and the medial verb in sadomplex VP structure is historically

derived from the clause-chaining construction. Tlalisthe examples of the light verb

construction encoding proper inclusion are (relatgda clause chaining construction,

which is the most typical environment for the setancusative to occur (84.3.3.1). The
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guestion raised here is whether the NPs markedebynsl accusative case above are
direct object NPs, as in the casetwfiuka-gaman (10-23) below. The NP in (10-23)
satisfies one of the two criteria for direct objeat. (A) ability to be passivised, and (B)
ability to be marked by a special topic markéa(a) (83.4.2). It can be marked by the
object topic markerba(a) (whereby second accusative is replaced by acvesas

shown in (10-23b)):

(10-23) a. tunuka-gamaa nas-i-i...
egg-DIM=ACC2 give.birth.to-THM-MED

‘Giving birth to eggs...’

b. tunuka-gamau=baa nas-i-i...
egg-DIM=ACC=TOP  give.birth.to-THM-MED

‘Giving birth to eggs...’

However, the NPs marked by the second accusatiteei light verb construction
do not satisfy either of the criteria for direcfjeti. Thus, the NP marked by the second
accusative in the light verb construction may beeargoing (or have undergone) a
diachronic reanalysis in which the NP is becomigsland less like a direct object, and

more and more like a predicate complement, i.ectimeplement of the light verb.

10.2.2. Equation

An equational expression is only encoded by a nahpnedicate. Thus, in Irabu one
cannot say ‘He is doing my father’, meaning ‘Hemyg father’, even when one can say
‘He is doing a teacher’ (as noted in §10.2.1.).
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(10-24) kari=a ba=ga uja.
3SG=TOP 1SG=GEN father

‘He is my father.’

(10-25) kanu $ma=a ikima+Zma jar-@=ruda.
that island=TOP  lkema+island COP-NPST=AD.ASR

‘That island is Ikema Island.’

10.2.3. State
A state (including a property) is encoded by eithenominal predicate or a verbal
predicate.

A property may be encoded by a PC stem (88.1)jn frehich an adjective, a

(dummy) compound noun, a verb, or an adverb is/déri

(10-26) ba=a sabidi+sabic=du a-tar.
1SG=TOP RED+lonely=FOC COP-PST

‘| was lonely’ [adjective]

(10-27) sidas+kazi=nu=du fik-i+ur-@=ri?

cool+wind=NOM=FOC blow-THM+PROG-NPST=CNF

‘A cool wind is blowing, eh?’ [compound noun]

(10-28) agaii=ti, daizina pukaragtrmunu=i=ti,

INTJ=QT great happy(+thing)=CNF=QT
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ai=du as-@.
that.way=FOC do-NPST
‘(I said) “Oh, (how) _happy(l am)!”, (I) did (i.e. said) like that.’ [dummy

compound noun]

(10-29) kuma=ga=du zau-kar-@
this.place=NOM=FOC good-VLZ-NPST

‘This place_is good[verb]

(10-30) jagami uturug-fi=du ar-@=ri?
very fearsome-AVLZ=FOC be-NPST=CNF

‘(That) is very fearsomeeh?’ [adverb]

Dynamic verbs may express states with the supgfotthe progressive auxiliary
(see 810.5.2.1 for progressive aspect), as illiestran (10-31), or with non-finite
inflections (86.3.2) that encode states, suchrasl®aneous and circumstantial converb
inflections, as illustrated in (10-32), and mediaib inflection, as illustrated in (10-33).
For medial verbs, which do not morphologically mattke distinction between
sequential (perfective) and non-sequential/deseap(stative) functions, the presence
of the second accusative on the direct object NR imedial verbal clause is one

indicator of stativity (84.3.3.1).

(10-31) uku+gui=ja s-i-i=du, nnama=gami=a

big+voice=ACC2 do-THM-MED=FOC now=EMP=TOP

470



(10-32)

(10-33)

(10-34)

z-7i-i=du ur-@=paz.
scold-THM-MED=FOC PROG-NPST=maybe

‘With the big voice, (I infer that he) is scoldifigis child), perhaps.’

cici-ccjaaki, niniv=va as-i+ur-d.
hear-CVB.SIM snooze=ACC2 do-THM+PROG-NPST

‘While listening, (she) is snoozing.’

umac=cu tadi-utui=du=i,

fire=ACC burn-CVB.CRCM=FOC=CNF

kam+nigai=mai asad.
god+prayer=too do-NPST

‘Burning fire, (the shamans) do their prayers ¢og)’

miz=za num-i-i=du juku-i+ur-@.
water=ACC2 drink-THM-MED=FOC take.rest-THM+PROG-NPS

‘Drinking water, (he) is taking rest.’

10.2.4. Location

A locational expression is encoded by a verbal ipege in which the lexical verb is an

existential verb, and the location is encoded Ilgcative NP (which is dative-marked).

Note that the verb form is either (for an animate subject) @r (for an inanimate

subject), and that the negative formaofis the suppletive formjaan(86.3.6.1).
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(10-35) kanu  pztu=u mmja nagoja=n=du ur-g.
that man=TOP INTJ Nagoya=DAT=FOC exist-NPST

‘That person is, well, in Nagoya.’ [animate subjS&t]

(10-36) banti=ga sma=n=na Zzu=mai kan=mai
1SG=GEN island=DAT=TOP fish=too crab=too
pinza=tii=mai juu ur-gd=ruga,
goat=QT=too very exist-NPST=but
waa=mai, mmja, mata nau=nu=ga
pig=too INTJ and what=NOM=FOC
ur-@=gagara=i.

exist-NPST=l.wonder=CNF
‘In our island, (there are) plenty of fish, crafgeats, and so on, (and) pigs, too,

and, well, what else is (there)?’ [animate subjée}

(10-37) kama=nu kujagaa-nagi=n purkaa=nu,

that.place=GEN Kuyagaa-APPR=DAT well=NOM

uku+purkaa=nu=du a-ta=iba=du...

big+well=NOM=FOC exist-PST=s0=FOC

‘(There) was a well, a big well around Kuyagaa ¢plaame), so...’
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As is shown in the following dialogue, in a seradsconventionalised expressions
such as (a) ‘where do you live?’ and the respoosg, tas in (b) ‘I live in ....", the

expression of (b) frequently involves the ellipsighe existential verb.

(10-38) a. vva=a nza=n=ga ur-@?
2SG=TOP where=DAT=FOC exist-NPST

‘Where are you (living)?’

b. ba=a finnaka=n=du.
1SG=TOP Kuninaka=DAT=FOC

‘I (live) in Kuninaka.’

10.2.5. Possession

A possessive expression (‘I have a car’) may beo@ed by the existential verb
construction that was described in 810.2.4. Thusbur demonstrates a
cross-linguistically common isomorphism of existaht locative, and possessive
expressions (Clark 1978). There are two major gaimtnote with regard to existential
expressions that are used to encode possession.

First, whether a possessive expression or a 'lexpeession is chosen to express
the existential verb construction depends on thetive animacy of the possessor and
the possessed. In general, if both the possessiotharpossessed are equal in animacy
(e.g. both are humans, both are non-humans), tiséeakal construction is used. For
example, as illustrated in (10-39) below, such &pression as ‘this house has big
windows’ is encoded literally as ‘big windows existthis house’, using the existential
pattern, since both the possessor and the possassetbn-humans. Likewise, when
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both the possessor and the possessed are humaesjdtential pattern is used, and the

existential verb must ber rather tharar (10-40).

(10-39) kunu jaa=ja ukuut+uku=nu  madu=nu=du ar-@.
this house=TOP RED+big=GEN window=NOM=FOC exist-NPS

‘This house has big windows.’ [lit. Big windows skin this house.]

(10-40) ba=a kjavdai=nu tavkjaa ur-@.
1SG=TOP sibling=NOM  one.person exist-NPST

‘I have one sibling.’ [lit. One sibling is at me.]

The subject NP is unmarked for case, directly feld by a topic marker. This occurs
when nominative case is replaced by a topic ma8«B.10).

In general, if the possessor is higher in animaog can use either a ‘have’ verb,
such asmuc- ‘have’ and cikana- ‘have (a domestic animal)’, or the existential
expression, as shown in (10-41), but the choice @épends on the semantic type of the
possessed. For example, abstract nouns sutdjaastrength’ cannot co-occur with a

‘have’ verb, but always require the existentialbv€r0-42).

(10-41) a. vvadu=u jaa=ju=baa muc-i+ur-@=ru?
2PL=TOP house=ACC=TOP have-THM+PROG-NPST=Q

‘Do you have a house?’

b. vvadu=u jaa=ja ar-i-i=ru ur-@?
2PL=TOP house=TOP exist-THM-MED PROG-NPST
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‘Do you have a house?’ [lit. With respect to y@uthere a house?]

(10-42) kari=a taja=nu=du ar-@.
3SG=TOP strength=NOM=FOC exist-NPST

‘He has strength.’ [i.e. He is strong.]

The second major point about a possessive expressicoded by the existential
verb construction concerns subjecthood. The posseN®, which is marked by
nominative case or by a topic marker that replabés case, can be regarded as a

subject since it triggers honorification and colstt@ reflexive pronoun (83.4.1).

(10-43) sjuuganas=sa umukutu=nu ar-i-i ur-ama-r.
grandfather=TOP wisdom=NOM exist-THM-MED PROG-HONRSIT
Possessor Possessed

‘Grandfatherhas wisdom.’ [possessor as a trigger of honotiticg

(10-44) kari=a uja=kara izi-tar
3SG=TOP father=ABL be.given-PST
Possessor
naa=ga pataki=nu=du ar-@.

RFL=GEN field=NOM=FOC exist-NPST

Possessed
‘He; has his own field inherited from his father.” [possessar a reflexive
controler]
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However, there are two qualifications that showdchbted. First, whereas in an ordinary
existential verb construction (as in locational regsions) the verb form is sensitive to
the animacy of the subject NP, in the existentiibvconstruction encoding a possessive
expression the verb form is determined by the acynwd the possessed rather than the
possessor, which indicates that the possessed dak&subject property in this respect.
For example, in (10-43) the existential verb foswai (for an inanimate subject), even
when the subject is animate. Second, the possessathal is marked by nominative,
which is typically associated with a subject.

Thus it seems that a prototype approach bettetusgp subjecthood in the
existential verb construction here. For example,wd# consider subject to be a
grammatical relation that exhibits a cluster ofesal properties such as (1) reflexive
control, (2) triggering of honorification, (3) tidP whose animacy determines the form
of an existential verb, (4) morphological case nraylkas nominative, and (5) semantic
status as an actor (i.e. potential initiator andtmtroller of the action of the predicate;
Foley and Van Valin 1984: 29), the possessed NPtwasof them, i.e. (3) and (4),
whereas the possessor has four of them, i.e.Q}1)(4), and (5). In this grammar, | have
suggested a discrete and definitional view of subje Irabu (83.4.1), but there exist
problematic cases, as shown here. In the discrete, the possessed NP in the
examples above is a non-subject NP (which cannathiaeacterised neatly), but in a
prototype approach, it is a deficient subject Nfis§ying (3) and (4) above.

Interestingly, if the existential verb is negatélde possessed is marked by the

second accusative, a non-canonical direct objedten#84.3.3.1).

(10-45) ba=a zin=na njaa-n-@.
1SG=TOP money=ACC2 not.exist-NPST
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‘I have no money’

(10-46) kuri=za  kan=na njaan=ssiba, nau=mai  as-irai-n-@.
3SG=TOP sense=ACC2 not.exist=so what=even do-PO3-NBST
‘This (guy) has no good sense (i.e. is not readyed), so cannot do

anything.’

However, the possessed NP cannot be justified diseet object either, as it does not
satisfy any of the criteria for direct object (ian ability to be marked by object topic
=ba(a), or to be passivised; 83.4.2). Here, if we reBmd prototype approach, as in the
case of subject, we can suggest several propénaesharacterise direct object: (1) an
ability to be passivised, (2) an ability to be nmetkby=ba(a), (3) an ability to be
marked by (second) accusative, and (4) semantigsséa an undergoer (which does not
perform, initiate, or control any situation buthrat is affected by it in some way; Foley
and Van Valin 1984: 29). The possessed NP shajyem(B(4) with (prototypical) direct
objects. It is thus possible to analyse the possed here as a grammatical role
somewhere between a subject and a direct objecsid®ying some subject properties

and some direct object properties.

10.3. Negation
Negation is encoded morphologically, suppletivaly,analytically, of which the first

strategy is the most regularly employed in a walgge of predicates.

10.3.1. Inflectional negation
Inflectional negation uses the negative inflectiandfixes-n, -ttar, -ttam, -djaan, -rna,
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-da, and so on (86.3.1, 86.3.2). Most verbs, withospeet to whether the verb is a

lexical verb or an auxiliary, are negated with tkisategy, including copula verbs

(86.3.6.2). The exceptions to this are few andchated in the following sections.

(10-47)

(10-48)

(10-49)
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. ba=a unu midum=mu=du

1SG=TOP that woman=ACC=FOC

‘I want that woman.’ [affirmative]

. ba=a unu midum=mu=baa

1SG=TOP that woman=ACC=TOP

‘I don’t want that woman.’ [negative]

. ba=a batafsar-i-i=du

1SG=TOP get.angry-THM-MED=FOC

‘I am angry.’ [affirmative]

. ba=a batafsar-i-i=ja

1SG=TOP get.angry-THM-MED=TOP

‘I am not angry.’ [negative]

. ba=a jamatu+pztu.

1SG=TOP mainland.Japan+man

‘I am a Japanese mainlander.’ [affirmative]

nuzum-@.

want-NPST

nuzum-a-n-gJ.

want-THM-NEG-NPST

ur-@.

PROG-NPST

ur-a-n-@.

PROG-THM-NEG-NPST



b. ba=a jamatu+pztu=u ar-a-n-@.
1SG=TOP mainland.Japan+man=TOP  COP-THM-NEG-NPST

‘I am not a Japanese mainlander.’ [negative]

10.3.2. Negation of existential and state verbs
The existential verlar (for inanimate subject) and the state varkare negated by the

suppletive negative vertjaan®

(10-50) a. uma=n nagaatnaga=nu  bau=nu=du ar-@.
that.place=DAT RED+long=GEN stick=NOM=FOC exist-8IP

‘(There) is a long stick there.’ [existential; iaffiative]

b. uma=n=na nagaatnaga=nu bau=ja njaa-n-g.
that.place=DAT=TOP RED+long=GEN stick=TOP NEG-NPST

‘(There) is not a long stick there.’ [negative]

(10-51) a. kari=a aparagi-t=du ar-@.
3SG=TOP handsome-AVLZ=FOC be-NPST

‘He is (in a) handsome (state).’ [state; affirnaaji

b. kari=a aparagi-f=fa njaa-n-@.
3SG=TOP handsome-AVLZ=TOP NEG-NPST

‘He is (in @) handsome (state).’ [affirmative]

0 See §6.3.6 for the distinction between the exiigkverb and the state verb.
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10.3.3. Negation of PC verb
A PC verb (88.3.3) may be negated either inflectilgnor analytically. The analytic

negation consists of a PC adverb and the negative éf the state veréar.

(10-52) a. ssu-kar-@.
white-VLZ-NPST

‘(That) is white.” [affirmative: stative]

b. ssu-kar-a-n-@
white-VLZ-THM-NEG-NPST

‘(That) does not become whitened'. [negative: dyitd

c. ssu-f=fa njaa-n-g.
white-AVLZ=TOP NEG-NPST

‘That is not white. [negative: stative]

As noted in 88.3.3.2, when a PC verb is inflectiynaegated (with the same negative
affix that is used for an ordinary verb), the negaform designates dynamic negation

rather than stative negation.

10.4. Valency changing

In this section, | describe the ways in which seticamalence (which concerns the

semantic arguments of the verb, or ‘participardasdl syntactic valence (which concerns
core arguments, i.e. S/A and O) are (re-) arrarigeel 83.5.1 for the notions of syntactic
and semantic valence). In this valency changingcess, an E argument, or a

480



dative-marked argument that contributes to the séimaalence but does not contribute
to the syntactic valence (83.5.3), is also relevast the rearranged (demoted) core
argument or a newly introduced participant maye&eded as an E argument.

Valency changing includes three morphological apens and one syntactic
operation. The morphological operations are passigasative, and malefactive. The
syntactic operation is reflexive. There are alsarspaf verb roots that contrast in
inchoative versus causative meanings (@ugj- ‘burn (intr)’ vs.muug- ‘burn (tr)’), with
no derivational relationship between the two, ahesé are noted in the section of

causative.

10.4.1. Causative

10.4.1.1. Morphological causative

The morphological causative derives an (extendedisitive clause by the addition of a
causative suffix (eitherasior -simi depending on the class of the verb stem to which

the causative suffix attaches; see 86.4.1.1).

(10-53) a.Class 1 fii- ‘give’ > fii-simi ‘make/let give’
mii- ‘look” > mii-simi ‘make/let see’

idi- ‘go out’ > idi-simi ‘make/let go out’

b. Class 2 fa- ‘eat’ > fa-asi‘make/let eat’
jum-‘read’ > jum-asi‘make/let read’

tur- ‘take’ >  tur-asi‘make/let take’

In terms of semantic valence, the morphologicaisetive adds a causer to the
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existing proposition. In terms of syntactic valentiee causer is assigned the subject
(S/A) status. If the underived clause is intramsitithe original agent, or the causee in
the causative clause, is encoded either as a digett (as in (10-54a)) or as an E
argument (as in (10-54b)), depending on the degfemntrol of the causer over the
causee. If the underived clause is transitive (aglD-54c)) the causee is encoded
regularly as an E argument, and the patient inutihgerived clause remains a direct

object in the causativised clause.

(10-54) a. Intransitive > Transitive b. Intransitive > Ertled intransitive
S S
underived agent __ agent
_ T T
causative +causer causee +causer causee
+A @) +S E

c. Transitive > extended transitive

A O
underived agent - patient
causative +causer B causee patient

+A E O

In the following pair of examples, the (a) examean underived intransitive

clause, from which the causativised transitive s#a{b) is derived, illustrating (10-54a).

(10-55) a. ffa=nu nafi-tar.
child=NOM cry-PST
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‘A child cried.’ [underived]

b. uja=ga=du ffa=u nak-asi-tar.
father=NOM=FOC  child=ACC  cry-CAUS-PST

‘The father made the child cry.’ [causative]

When the underived clause is intransitive, thisetygf causativisation is typical.
However, there is another type of causativisates,schematised in (10-54b) above,
where the causee is encoded as an E argumentisTihisstrated in (10-56) below (the

E argument is underlined).

(10-56) uja=a tuu=ju simi-i=du, nara=a
father=TOP door=ACC shut-MED=FOC RFL=TOP
puka=nkai ik-i-1, ffa=n nak-ag-tar=ca.
outside=ALL go-THM-MED child=DAT cry-CAUS-PST=HS

‘The father shut the door, and went outside, Igttihe childcry (without

feeling ashamed).’

The semantic difference between (10-55b) and ()0i86as follows. Whereas in
(10-55b) the causer has full control over the cause. the causee is construed as a
patient), in (10-56) the causer lets the causee tbrys the causee still exhibits an
agentive characteristic.

In the following pair of examples, the causatiwgivhtion is from a transitive (a)
to an extended transitive (b), illustrating (10-pdbove.
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(10-57) a. unu  siitu=u hon=nu=du jum-tar.
that  pupil=TOP book=ACC=FOC read-PST

‘That pupil read a book.’ [underived]

b. sinsii=ga unu  siitu=n hon=nu=du jum-asi-tar.
teacher=NOM that  pupil=DAT book=ACC=FOC read-CABST

‘The teacher had the pupil read the book.’ [ciush

There are indications that a lexical extendedsitare verb such a8ir ‘give’ and
ufii ‘send’ cannot derive a causative, which would regj@iour semantic and syntactic
arguments. In free texts, such examples did natrode elicitation, some speakers did
construct a four-place predicate clause with tiserimental NP encoding the causee, as

shown in the (b) example below, derived from (a).

(10-58) a. uttu=nu uja=n nimuc=cu=du ufii-tar
younger.sibling=NOM father=DAT letter=ACC=FOC seR8T

‘The younger sibling sent the parcel to his/fahér.’

b. ani=nu uttu=sii uja=n

elder.sister=NOM younger.sibling=INST father=DAT

nimuc=cu=du uf-fastar.
parcel=ACC=FOC send-CAUS-PST

‘The elder sister ordered (her) younger sibimgend the parcel to

(their) father.’
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However, a much more preferred alternative, acogrdio the consultant who

constructed this example, is to use either (a)racamsative clause, or (b) an analytic

expression:

(10-59) a. ani=nu uttu=sii uja=n
elder.sister=NOM younger.sibling=INST father=DAT
nimuc=cu=du ufi-tar.

parcel=ACC=FOC  send-PST
‘The elder sister sent the parcel to (their) fathg way of her younger

sibling.’ [cf. (10-58b)]

b. ani=nu uttu=nkai uja=n
elder.sister=NOM younger.sibling=ALL father=DAT
nimuc=cu uf-fi-@=ti=du az-tar.
parcel=ACC send-THM-NPST.IMP=QT=FOC say-PST

‘The elder sister said, “You send the parcel tody&.’

Note that in (10-59a) the venbfii-tar does not carry the causative suffxs The
causative meaning is inferred from the statemeait ttie elder sister sent the parcel by
way of the younger sibling, where the actual caigghe younger sibling. In (10-59b),
there are two verbs, onaZ-tar‘said’) governing the causani and the message quoted
by =ti (uja=n nimuc=cu uf-fi-&'You send the parcel to daddy’), and the othdfic@
‘You send’) governing the recipienja and the gifnimug.
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In either example, burdening the verfiy with the fourth argument, i.e. the causer,
is avoided. This means that Irabu verbs (like thimsenost known languages) can
govern up to three arguments, and thus no causdivevation is possible from
extended transitive verbs, as the introduced caces@mnot be governed by the verb that
is already ‘full’. This is why the causee in (10898s encoded by a peripheral argument
(the instrumental NP), which is not governed bg.(nhot part of the argument structure

of) the verb. The situation in (10-58b) is sches®tias follows.

(10-60) Extended transitive > Extended transitive + pemphargument

A E @)
underived agent . recipient patient
causative +causer * causee recipient patient

+A peripheral E @)

Here, the causee occupies the lowest positioneohiérarchy [A > O > E > peripheral]
that is not filled. This bears out Comrie’s (19#sgrarchical coding pattern of the

original S/A in causatives (subject > direct objedhdirect object > oblique).

10.4.1.2. Lexical intransitive-transitive pairs

There are a small number of pairs of verbs wheoh @air consists of an intransitive
non-causative form (with an inchoative meaningy. @i- ‘go out’, and a transitive
causative form, e.gdas- ‘extract’, sharing some part of the root. If thber parts that
differ (e.qg. idi- vs. idas-) could be analysed as inchoative and causativizeaff
respectively, these pairs of verbs could be reflete as non-directed, equipollent
alternations (i.e. there is no basic-derived reteghip) in terms of Haspelmath’s (1993)
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typology of causatives. However, since it is nosgible to extract a single set of
morphemes that express causation and inchoatidrsinoe these pairs are very limited
in number and not productively created, | descabeh verb form simply as a a single
root rather than a root + a causative suffix ooat # an inchoative suffix. Below, the
dot ‘.’ is meant just to suggest a possible morpheboundary in terms of the

causative-inchoative contrast.

(10-61) Inchoative Causative
id.i- ‘go out’”  vs. id.asi-‘extract’
maa.r-‘round’ vs. maa.si-round’ [round something]
kak.ar-‘hang’ vs. kak.ir-‘hang’

mu.i-‘burn’ VS. Mmu.u$- ‘burn’

The inchoative verbs here may also be causatibyetthe regular morphological

means described in §10.4.1.1:

(10-62) idi- ‘go out’ > idi-simi‘make/let go out’
maar-‘round’ > maar-asi'make/let round’
kakar-‘hang’ > kakar-ag ‘make/let hang’

mui-gmi ‘make/let burn’

\Y

mui- ‘burn’

The difference between the lexically causativemforof (10-61) and the
morphologically derived causative forms of (10-&2}that with the former the causer
has full control over the causee, a contrast alsmve in an O argument vs an E
argument in (10-54a-b). This difference in the @éegof control shows up as a different
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arrangement of case for the causee. In (10-63Wwhelbere the verb stem is a lexical

causative form, the causee is encoded as an O argmth accusative):

(10-63) kari=u (isi=n nuusi-i=du) maasi-tar.
3SG=ACC (chair=DAT lift-MED=FOC) turn.round-PST

‘(1) turned round_him/he(by lifting him/her on the chair).’

In (10-64) below, on the other hand, the verb igphologically causativised, and the

causee is encoded as an E argument, deriving anded intransitive clause.

(10-64) kai=n (unagaduu=sii) maar-asi-tar.
3SG=DAT (oneself=INST) round-CAUS-PST

‘(1) let him/herround (by him/herself)’

10.4.1.3. Anticausative
The anticausative derives an inchoative verb (ésgmething spontaneously) break’)
from an underived causative verb that implies exlecausation (e.g. ‘(someone) break
(something)’) (Nedjalkov and Sil’nickij 1969; Haspwath 1993: 91; Dixon and
Aikhenvald 2000: 7-8). The derived anticausativerfalways implies a spontaneous
event, and thus never allows a syntactic markingnadigent.

In Irabu, anticausative is not productive, andgtictly limited to a certain set of
verbs. Even though it is possible to isolate aicaosative suffixi (as is clear from the

examples below), the suffix has no productivity ahdws some semantic irregulafity.

81 For example, it is possible to find such pairs-d@snter’ (inchoative) and-ri- ‘enter’ (causative),
where we see the opposite functionipferiving a causative form from an inchoative form
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| describe the putative anticausativised formsassrrather than derived forms which is

why | indicate the possible morpheme boundary tgtd.’ rather than a hyphen *-.

(10-65) Inchoative verb Anticausative verb
bur- ‘break (a stick, etc.)’ bur.i- ‘break’
bar- ‘break (a glass, etc.)’ bar.i- ‘break’
tur- ‘take (off)’ tur.i- ‘get apart’

In the example below, the pair biir- ‘break’ (inchoative) andburi- ‘break’ (causative)
is illustrated. Note that the former is a Classefoy whereas the latter is a Class 1 verb,

which is reflected in the difference in the formtloé non-past unmarked suffix (§86.3.1).

(10-66) a. kii=nu juda=u=du bur-@.
tree=GEN branch=ACC=FOC break-NPST

‘() break a branch of a tree.’

b. kii=nu juda=nu=du buri-r.
tree=GEN branch=NOM=FOC break-NPST

‘A branch of a tree breaks.’

10.4.2. Passive

The passive derives an (extended) intransitiveseldtom a transitive clause with the
passive suffix(r)ai (86.4.1.2). The semantic valence of the verb rastiie same, i.e. a

passive agent is always implied, resulting in #@antic effect that the event is brought
about by some external causer (see more discusgtmw). In terms of syntactic
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valence, the passive agent NP is demoted, eithdelgfion (resulting in an intransitive
clause) or to an E argument (resulting in an exddndtransitive clause). The syntactic

inclusion of the agent depends on to what degreagent is important in discourse.

(10-67) Transitive > (extended) intransitive
O A
underived patient agent
passive patient  (agent)

S (E)

In example (10-68) below the passive agent ispnesent, as the specification of

the agent is not important in the discourse context

(10-68) katabata=a fa-ai-i,

half.body=TOP eat-PASS-MED

katabata=a jaa=nu pana=n nuus-irai+u-i-ba,

half.body=TOP  house=GEN roof=DAT lift-PASS+PROG-THM
-CVB.CSL

nara=n=na kuu-rai-n-@.

RFL=DAT=TOP come-POT-NEG-NPST

‘A half of my body was eaten, and the other halfmyf body has been lifted on

the roof of a house, so | cannot come (back).’

The part of the discourse from which the exampls ex@tracted is about a mermaid
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who was caught by two fishermen (i.e. the agentshef events described by the
passivised clauses) and a god who wants to gdidodrto the sea world. The example
is uttered by the mermaid, directed to the god,amimg hercurrent situationfrom
which she cannot come back to the sea world. (gghrt and in the rest of the story
the fishermen are not mentioned.)

Even though the specification of agent is pragoadlti unimportant in the passive
above, the event described here is not a spontanena, i.e. there is ‘external
causation’ in the event described (Amberber 200®).3Thus it is easy to insert an
agent NP in these examples, sp¥fu=n ‘by a man’. This potentially added NP is
regularly marked by dative case, thus we can r&desuch an agent NP as an E
argument. This semantic characteristic of passsvéni sharp contrast to, say, the
anticausative (810.4.1.3) where an action occunstspeously and no agent is implied
(thus the agent never appears as an NP). The asditee is a clear example of the
reduction of semantic valence, but the passiverabu does not reduce semantic
valence®

One important characteristic of the patient NEha it is in most cases a human,

%2 This is a characteristic of Irabu that is distifiom Modern Japanese, where there are passives (in
addition to the Irabu type passive) that decrelases¢mantic valency by not entailing the existerfan
external causer. For example, in Modern Japanedawe such an example kikakukaigi no ato,
ikutuka no aideaja tamesaretéAfter the planning meeting, several idaasre testedHere, no external
causer is implied, and it is difficult to add arpegpriate agent NP to this sentence. In pre-Modern
Japanese, however, most of the passive examplesdoed to highlight a patient that is affectedany
external causer, just like the passive in Irabul®R005; Seino and Tanaka 2006: 326). Shiba dtiad¢s
in this latter kind of passive, semantic valenaeams the same, as the same event is describedHem
perspective of the patient (see also Seino andkéa?@06).

In other valency changing phenomena, such plécafive or applicative-like phenomena (such as
‘lIvan sowed wheat in the field’ vs ‘lvan sowed fiedd with wheat), it is often pointed out thateth
number and the kind of semantic roles of the unédrand the derived verbs remain the same (which is
to say, the semantic valency remains the sama)gththe sentential meaning may be different, eith w
respect to affectedness of the patient (Comrie h98%54). In Comrie’s terms, such valency changing
processes are ‘valency rearrangement’ rather thaaricy decrease’, and in the former, he notes'tat
rearrangement of the arguments does entail diffe®m which arguments can optionally be omitted’.

The passive of Irabu and in pre-Modern Japaaeséhus a valency rearrangement operation, and
the Modern Japanese passive may additionally fomets a valency decrease operation.
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who is either a speaker or an entity with whomgpeaker feels some ‘empathy’ (Kuno
and Kaburaki 1977). Thus, the passive is likeltatee on a negative meaning in that the
patient that the speaker feels empathy with isctdte by the action of an external
causer (that is, the proposition in which A actsBois described likeMy B is affected
(by A)). In the example below, the passive subjeas a third person referent, which is
the speaker’s father, who is affected by the actibtaking him away for the defence

army (against his and the speaker’s will). The éverihus described with a negative

meaning.

(10-69) banti=ga uja=a mmja booeitai=nkai=ti
1PL=GEN father=TOP INTJ defence.army=ALL=QT
tur-ai-ta=iba.

take-PASS-PST=so

‘Our father was taken (from us) for the defenceyarm

In free texts it is possible to find cases wheeeghssive subject is non-human, but such
examples are not common, and the subjects wer@#t cases seen as being possessed
or related to the speaker in some way or anothee gdod example is (10-68) above
where the subject in each passive clause is a padyof the speaker. Thus the relation
‘My B is affected (by A) holds true. Another exatapof non-human subject is as

follows.

(10-70) pinza=u=du ¢kana-i+u-tar=ruga, mmja, ba=ga
goat=ACC=FOC have-THM+PROG-PST=but INTJ 1SG=NOM
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ucinaa=nkai ik-i-i, mata mudur-i-i t-tar=dara.
Okinawa=ALL go-THM-MED and return-THM-MED come-PST=
=CRTN

assiba=du uri=a mmja kurus-ai-i

so=FOC 3SG=TOP INTJ kill-PASS-MED

‘() had a goat; | went to Okinawa and returned] @rhad been killed.’

Though agentless passives are common, it is alsonon to find both in texts and
in elicited data cases where the agent is explisthted with dative case, i.e. as an E
argument. Interestingly, in elicitation, many sp&@kcreated a sentence with an agent
when they were asked to create a passive clausewribeing provided any context, as

illustrated in (10-71) and (10-72) below.

(10-71) uja=n z-zal-i=bakaar ur-@=ri=ti.
parent=DAT  scold-PASS-MED=only PROG-NPST=CNF=QT

‘(1 would say like) (You) are always scolded by (Qybparents.’

(10-72) pztu=n mii-rai-rna.
man=DAT look-PASS-PRH

‘Don’t be witnessed (found out) by (any)one.’

10.4.3. Malefactive

Malefactivisation is a derivational process thatsuthe passive morphologyrjai on
the verb stem), but is distinct from passivisatiorthat it changes valency. However,
certain semantic-pragmatic characteristics areeshbetween the malefactive and the
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passive, and the two can thus be subsumed undegla functional class encoded by
the same morphology, as explained below.

In a malefactive clause, semantic valemoereases with the introduction of a
malefactee, which is encoded as a subject. Thenatiggent of the underived verb,
which is a malefactor in the derived clause, isoeled either as an E argument or
simply unstated, like a passive agent. Since meatefaation simply adds the
malefactee, malefactivisation may co-occur with hb@n intransitive verb and a
transitive verb, deriving an extended subtype afhedé the malefactor is stated, or
simply rearranging the semantic roles and the syiotarguments if the malefactor is
unstated. Also, the syntactic status of the origi@aif any is not affected by the

introduction of the malefactee, just like the caivea

(10-73) Intransitive > (Extended) intransitive
S

underived agent ~.__

~
~

A
malefactive +malefactee (malefactor)

+S (E)

(10-74) Transitive > (Extended) transitive
A o
underived agent ~~.__ patient
TA

malefactive +malefactee (malefactor) patient

+A (E) o)

Example (10-75a) below is an intransitive claufem which an extended
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intransitive clause is derived by malefactivisation (10-75b), the depicted event
consists of ‘rain’ (malefactor) and some other tgnttho is bothered by the fact that a
rain falls (malefactee). This newly introduced niatéee appears as an S syntactically,

whereas the malefactor is encoded as an E argument.

(10-75) a. ami=nu=du fil.
rain=NOM=FOC fall

‘Rain falls’ [i.e. it rains]

b. ba=a ami=n=du f-fai-r.

1SG=TOP rain=DAT=FOC fall-MAL-NPST

‘Il am bothered by rain (that) falls.’

In (10-76) below, (a) is the underived intransitelause, from which the malefactive
clause (b) is derived. Here, unlike the examplevabthe malefactor is unstated. Thus
what we get is still an intransitive clause, whtre original agent is now demoted by

deletion, and the newly introduced malefactee ®dad as an S.

(10-76) a. tuz=nu=du ngi-tar.
wife=NOM=FOC leave-PST

‘My wife left.’

b. ba=a ngi-rai-tar.
1SG=TOP leave-MAL-PST
‘I was bothered by the fact that (my wife) left.’
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In (10-77) below, the (a) example is a transitl@use, from which an extended
transitive (b) and a transitive clause (c) arewdti The original O remains O in either
derived clause, and the newly introduced malefacdeencoded as an A argument
whereas the original A is demoted to an E argur{t®ndr deletion (c). In (c), the clause

remains a transitive clause, but the A argumerdasranged (agent > malefactee).

(10-77) a. taugagara=nu jaa=ju=du tur-tar.
someone=NOM house=ACC=FOC take-PST

‘Someone took a house (by force).’

b. kari=a taugagara=n jaa=ju=du

3SG=TOP someone=DAT house=ACC=FOC

tur-ai-tar.
take-MAL-PST

‘He was troubled (by the fact that) someone toskilouse (by force).’

C. uma=nu pztu=nu=du mmja

that.place=GEN man=NOM  INTJ

ujaki+munu=u S-i-i u-tar=ruga,
rich(+thing)=ACC2 do-THM-MED PROG-PST=but
jaa=ju=du tur-ai-tar=ca.

house=ACC=FOC take-MAL-PST=HS
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‘The man there was rich, but (he) was troubled @mymeone who)

took his house (by force).’

Compare (10-77c) above with the example below, wiéca passive clause derived
from (10-77a). The original A is demoted to deletias in the case of (10-77c), but here

the original O is promoted to S, as shown in (1pH&ow.

(10-78) jaa=nu=du tur-ai-tar.
house=NOM=FOC take-PASS-PST

‘A house was taken by force’

In sum, malefactivisation exhibits characteristitat are similar to causativisation
on the one hand and passivisation on the othereTée three characteristics that are
common in malefactivisation and causativisation: tffe introduction of a new role
(increasing semantic valence), (2) the coding ehsa role as a syntactic subject, and
(3) the retention of the original O (if any) as @n the other hand, malefactivisation is
like passivisation in that (1') the patientive maththan agentive role (malefactee in the
case of a malefactive clause) is assigned the ciudttus, (2') the original subject may
be deleted if it is unimportant in discourse (tlesunlike a causee in a causativised
clause, which must be stated as an E argument suiiels understood and zero
pronominalised), and (3’) there is a negative megrthat an external causer brings
about an action that affects a pati&ht.

Thus, the suffix(r)ai, which encodes either passivisation or malefagaivon, has

% |n the elicitation data and the text data | caubd find any example where a malefactive form isclis
with a positive meaning as in the case of Japamagehis might come from the small size of my
database rather than the true nature of malefactive
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a general function of focusing on the patient iresant, which may be directly affected
(as in passivisation) or indirectly affected (asnalefactivisation) by an external causer

(passive agent or malefactor).

10.4.4. Reflexive

Reflexivisation is not marked by verb morphologynlikde English and many other
languages, where such concepts as ‘wash’, ‘shawel, ‘dress’ can be expressed by
reflexives, they are never expressed in this wayratu. These verbs are always
semantically bivalent, requiring an agent and a-mflexive theme. However, the
theme in these verbs is often a body part of tlem@nd in this case the possessor (i.e.

agent) may be simply omitted or encoded by a raftegronouma(r)a (85.2.2.2).

(10-79) kari=a (naa=ga) tii=ju=du ara-i+ur-@.
3SG=TOP (RFL=GEN) hand=ACC=FOC wash-THM+PROG-NPST

‘He is washing (his) hand.’

If the possessor here is encoded by a third patsoronstrative pronoun, it implies that

the possessor is different from the agent:

(10-80) kari=a kai=ga tii=ju=du ara-i+ur-@.
3SG=TOP 3SG=GEN hand=ACC=FOC wash-THM+PROG-NPST

‘He; is washing hishand.’ [e.g. a father helps his child wash hands]

It is not common to find in texts those exampleseme the agent and the
patient/theme refer to exactly the same entityhgathan the whole-part relation as
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noted above). However, in elicitation, | was gividre following examples with a
reflexive pronoun replacing the patient/theme. lace of a reflexive pronoun, a lexical
nounduu ‘body’ (which may also function as an equivalentlué first person inclusive

form; 85.2.2.1) may be used.

(10-81) pztu=u=bakaar mii-da, duu=ju mii-ru.
man=ACC=always look-NEG.MED body=ACC look-IMP
‘Stop looking always at others, but look at youirdek. take care of your own

behaviour].

(10-82) kari=a nara=u=du icban=tii umu-i+ur-@.
3SG=TOP RFL=ACC=FOC No0.1=QT think-THM+PROG-NPST

‘He is thinking himself to be the best.’

10.5. Tense, mood, and aspect

In this section | describe three predicate categotense, mood, and aspect.

10.5.1. Tense and mood

Tense and mood are expressed by inflectional afffk&he tense system of Irabu is the
binary system of past vs non-past. Tense is oloigaimarked on each finite verb form
except for finite irrealis verbs. Finite irreali®t forms only inflect for mood with

future time reference being entailed. They arevgitaal.

% | follow Palmer (1986: 21-22) and Bybee and Fleisan (1995: 2) in defining moods as
grammaticalised modalities (in the form of verdenfion), and modality as speaker’s (subjective)
attitudes and opinions (Bybee, Perkins, and Pagli@94: 176). Modality consists of epistemic and
deontic modalities (Palmer 1986; Payne 1997).
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Non-finite verb forms heading subordinate or cawate clauses depend on the
finite verb of the matrix clause for tense speaiiicn. There is also relative tense,
which occurs in finite verbs of adnominal clausgs((5.1.4). As shown inlGURE 10-1
below, specification of the time reference of n@staense is dependent on the mood of

the inflectional affix.

Time — past —— <0> definite future— ifidege future —»
Mood  unmarked unmarked realis interal
realis optative
imperative

ntigipated future
bligative/potential
Tense<<<PST>>>>><NON-PST>>>>>>>>>>>>>>>>>>>  Attemporal
Note. <0>: *here and now’ deictic centre, habituaisluding general truth)
definite future: imminent or well anticipatedure
indefinite future: some time (no fixed tima)the future

Attemporal: finite irrealis inflection, whiobnly encodes mood.

FiIcure 10-1. Interaction of tense and mood

The mood system of Irabu is characterised by nifleational marking of reality
status, whose highest-order categories are reaisreealis (Elliot 2000; Payne 1997).
There is also a verb form that is unmarked forehasods.

In what follows, | describe mood and the time refee that it entails in the tense

system.
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10.5.1.1. Realis mood
The realis mood inflection (see 86.3.1 for the rhoipgical description) expresses both

the semantic and the pragmatic stance of the spaalimmarised in (10-83).

(10-83) The realis mood inflection expresses (a) spealarseived certainty, and (b)
high information value, in that the speaker indésathat his message is new
information to the hearer as the hearer does notvkror has a wrong

assumption about, the truth value of the propasfio

As an initial approximation, the following dialoguillustrates (10-83a) and
(10-83b). Here, speaker A has the assumption thiat (woman)’ is ignorant, which A
thinks is wrong, as he is certain that ‘this (wohé&na wise person. Thus A corrects B’s

assumption by using the finite realis form.

(10-84) A. kuri=a nau=mai s-sa-n-@=pdz
3SG=TOP what=even know-THM-NEG-NPST=maybe

‘This (woman) doesn’t know anything, perhaps.’

B. gui!  kuri=a nau=ju=mai s-si+u-@-m!
INT) 3SG=TOP what=ACC=even know-THM+PROG-NPST-RLS

‘No way! She knows everything!

A number of studies of Miyako Ryukyuan have reddrto the function of what | call finite realis ber
forms (Uchima 1985; Uemura 1997; Karimata 1997;afai 1992; Izuyama 2002), but no conclusion or
agreement has been reached. All authors agre¢htbsd forms express speaker’s subjective judgement,
as opposed to an unmarked or objective judgemeithwib said to be encoded by what | call finite
unmarked forms. It is a matter of controversy eyaethat these authors mean by ‘subjective’ and
‘objective’, but it is noted that these authorstekd to capture the mood system involving whagll
realis forms and unmarked forms of Miyako Ryukyumaterms of marked vs unmarked modal features.
This is what | do in this grammar as well.
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Another example is given below, where speaker Anwapeaker B not to buy
things at supermarket x, as speaker A is quiteaicerthat the goods sold at the

supermarket are costly.

(10-85) A. mudi=mai njaa-n-d=niba.  x=n ar=ru £07?
rice.cake=too not.exist-NPST=so0 x=DAT  existing=FO@o-NPST

‘I have run out of rice cakes, so (the supermarksells some?’

B. ugui! uma=a taka-ka-@-m=jul!
INTJ that.place=TOP high-VLZ-NPST-RLS=EMP

‘Hey! they (sell) costly (things)"

As illustrated in the above two examples, the past realis forms of stative
predication encode the perceived certainty of theaker towards the ongoing state.
When a dynamic verb is inflected for the non-pastlis form, the verb expresses an
imminent future event (seedtRE 10-1). The speaker is aware that the event isggoin
happen in all probability, either because s/hedimerved it to be imminent, or because
the speaker has other reasons (e.g. a promis&ligyd that the event will take place.
On the other hand, the hearer is not aware ofrtimiment future. The speaker uses the
realis form to call the hearer’s attention to tleewrence of the event. Thus the realis
form often entails a warning interpretation, asvehon (10-86), even though it is not

always so, as shown in (10-87).

(10-86) hai! uti-r-m=dooi!
INTJ drop-NPST-RLS=EMP
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‘Watch out! (The base behind you) is going to drop!

(10-87) kaja, kaja, fi-@-m!
there there come-NPST-RLS

‘(Hey don't you see) there, there, (the ship ighow!

Even though there is a natural correlation betwsepeaker’s certainty and
speaker’s direct experience/witness as a souragarmation (first hand evidentiality),
this correlation is probabilistic rather than therm. The following dialogue

demonstrates this.

(10-88) A. zau=n=du mmna miznu ar-i+u-i-ba=du.
gate=DAT=FOC all water=NOM  exist-THM+PROG-THM-
-CVB.CSL=FOC

‘There was (a bucket of) water at the entrancéh@fhouse).’

B. uma-nagi=n?
that.place-APPR=DAT

‘Over there?’

A. uma-nagi=n=ju.

that.place-APPR=DAT=EMP

‘Yeah, over there.’
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B. taru=mai sh-ta-nmrdara. karjuu=nu miZ=ti.

who=too die-PST-RLS=CRTN luck=GEN water=QT

‘(Then it means that) someone has di@tie water is holy water for

keeping bad luck away.”

Here, speaker A is not familiar with Irabu cultusy that she does not know the
symbolic meaning of a bucket of water in front lo¢ tgate of someone’s house, so she
reports what she saw at speaker B’s house. Uponinge¢he report, speaker B
immediately understands what the bucket symbolises she knows that this means
someone’s death, or a funeral). Speaker B thes tielio Speaker A, relying on her
established knowledge and providing new informationspeaker A. Note that the
speaker B does not see the bucket of water ore¢hd Hody. Thus the realis form is not
a grammatical marker of firsthand evidentialitysecondhand evidentialif§.

Several morphosyntactic correlates of (10-83a)(@0eB3b) can be detected. First,
as illustrated in (10-85), (10-86), and (10-88) \ahothe realis form very often
co-occurs with those clitics that encode certa(etg.=dara, §9.3.6) or emphasis (e.g.
=dooi, 89.3.7;5ju, §9.6.1).

Second, because the realis form has the semami@ateristic of (10-83a), it
never co-occurs with the hearsay clitica (89.3.3). This is understandable because a

speaker usesca to indicate that s/he is not willing to take tresponsibility for the

% |n Weber's (1986: 137) description of Quechua,istinttion is made between evidentiality, which
concerns how the speaker came by the informatiod, \@lidationality, which concerns the speaker’s
attitude toward the information. The realis moodliabu then expresses validationality rather than
evidentiality. The realis form of Irabu is very sian in function to ‘finite verbs’ in Tungusic langges
(Kazama 2005), which are alternatively called ‘@ational forms’ (Malchucov 2000). In Tungusic
languages, the validational form (which, accordiogMalchucov, has developed from a firsthand
evidential form, which is still found in Udehe)hgghly restricted in use due to its marked modatifee,
and only used when a speaker perceives certaindlyjtas in most cases used in conversations, and i
rhetorical questions (Shinjiro Kazama, p.c.; Kaz&fa5s). All these generalisations precisely hole in

the realis form of Irabu.
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validity of the hearsay information. Thus if a skerawere certain of a hearsay fact, s/he
would not use=ca in the first place. As noted in §9.3.3, when aagge is certain of a

hearsay fact, s/he uses the other hearsay =titi{dooi/dara)

(10-89) jurav-na. kari=a daifa saki+fa-ja=timdooi
call-NPST.IMP  3SG=TOP awful Sake+eat-NLZ=HS

‘Don’t invite (him): he is said to be an awful dker.’

(10-90) junai=n paka=nkai=nu pztu=nu maar-i+ur-d=timdara.
night=DAT grave=ALL=GEN man=NOM wander-THM+PROG-NPS
=HS
‘At night, men who are dead are walking around. (8mrn home before

dark)’ [speaking to children as if the speakerdnads that this rumour is true]

It is likely that this clitic contains a historiceémnant of realis mood morphera.
That is,=tim may be traced back to quotative + -m. One piece of evidence is that, as
noted in 89.3.3=tim obligatorily co-occurs with=dara (certainty clitic) or=dooi
(emphatic clitic). This co-occurrence is naturadlyplained if we assume thatim
contained-m (see the preceding paragraph). Historically, ts&lis morphemem is
known to have derived from an epistemic clitemo or =mono (Uchima 1970). Given
that it was originally a clitic, it is not surpng that it attached to a part-of-speech other
than a verb (i.e. quotative clitsti).

A third morphosyntactic correlate of the realisnfiois as follows: due to the
pragmatic characteristic of (10-83b), the realrsrfmever co-occurs with focus marking
on an argument, a VP complement, or an adjunctifaegt focus construction; §11.8)
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where the predicate is by definition presupposedwll be discussed in §10.5.1.3, the
predicate verb of the argument focus constructsotypically a finite unmarked form,
which is unmarked for the modal values (10-83)10r83b).

Fourth, it is very rare for the realis form to lieed in questions, which is evident
considering that it marks speaker’s certainty. Hoeveas noted in 810.1.4.2, it is
common for the realis form to be used in rhetorigaéstions, which pragmatically

function as a negative statement. Example (104R}tiates this use of the realis form.

(10-91) uma=kara=a fm-ai-r-m=mu.
that.place=ALL=TOP get-POT-NPST-RLS=Q
‘(One) cannot get (water) from that place.’ [lito@d (one) get (water) from

that place?]

If we consider that the realis form is used to elecepeaker’s perceived certainty about
thetruth of the proposition, the realis forms used in rhietd questions are problematic,
since these uses demonstrate the opposite funofidine realis form: they mark the
proposition as d&alsehood For example, in (10-91) above the speaker isaredf the
untruth of the proposition ‘one can get water frimat place’. However, certainty and
truth value should be mutually independent, as carehave certainty about what s/he
thinks is false just as much as about what s/hekshis true. Thus the realis form
functions to express speaker’s certainty, withaegpect to whether s/he regards a
proposition as being true or false.

Finally, as briefly noted in 86.3.1, whereas thastprealis inflection has both
affirmative forms (consisting of the past tenateeand the realis moodn) and negative
forms (consisting of the negative the pastta, and the realis moodn), the non-past
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realis form lacks a negative counterpart. This asgtny in negation is naturally
explained by referring to the modal characterigifcrealis: since it requires the
speaker’s perceived certainty, it is more diffictdt use it with what will not occur
(non-past tense) than with what did not actuallgunqpast tense). For example, the
negation of (10-92a) is carried out by the unmark#tection (10-92b), where no
imminent future interpretation or definite futungarpretation is inherently expressed,

and the speaker simply states that ‘he will noteom

(10-92) a. kari=a fii-@-m.
3SG=TOP come-NPST-RLS
‘He is coming’ [imminent future] or

‘He is sure to come’ [definite future]

b. kari=a kuu-n-@.
3SG=TOP come-NEG-NPST

‘He will not come.’

The independent evidence that (10-92b) is an unedaférm is that this form can be

used as the predicate of an adnominal clause, whigdt be an unmarked form (84.1.2).

(10-93) kai=ga kuu-n-@ pzz=za fsga?
3SG=NOM come-NEG-NPST day=TOP when=Q

‘When is the day he will not come?’

In addition to the morphosyntactic correlates ha# tealis mood as noted above,
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there is also a clear distributional characterisficealis forms in natural discourse. The
text genres that are very likely to induce the okeealis forms are conversations, and
the text genres that are not likely to induce tise of realis forms are narratives,
especially folktale stories and procedural textasTorrelation between the text genres
and the occurrence of realis forms can be easiplamed from the pragmatic
characteristic of realis forms: it is much moreelikto occur in conversations than in
narratives since there is a hearer with a much ractige role in the conversational act
than narration, and without a hearer who interactssely with the speaker, (10-83b)
would be irrelevant. An unmarked form is typicallged in place of a realis form in

these narrative genres (see §10.5.1.3).

10.5.1.2. Irrealis mood

The irrealis mood expresses that the propositionaakly asserted as either possible,
likely, or uncertain, or necessary, desired or sitdd, but the speaker is not ready to
back up the assertion with evidence or other stgnoginds (Givon 1984; 1994: 268).
Thus the irrealis mood clearly contrasts with tkealis mood in terms of speaker’s
certainty (10-83a), as it decidedly expresses plealser's perception of uncertainty (cf.
the unmarked form is neutral in this regard). Alde irrealis mood does not express
high information value as defined in (10-83b), imattit may be under the scope of
presupposition. For example, in (10-94) below, pinedicate headed by the irrealis

intentional form is presupposed.

(10-94) vva=a nau=ju=ga fa-a-di=ga?
2SG=TOP what=ACC=FOC eat-THM-INT=Q
‘What are you going to eat?’
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As listed in FGURE10-1 (see also §86.3.1 for morphological detailgréhare five
irrealis categories: intentional, optative, impemt anticipated futuregumata and
obligative/potentiatkuty, the latter two being secondary inflection (87)2:Bhese all
entail future time reference, encoding future ititers or wishes (see below).

The intentional form expresses (1) the speakautsiré intention or (2) the
non-speaker participant’s future intention, butltteer is restricted to questions, quoted

speech, or constructions with a hearsay markergstay2007).

(10-95) ba=ga uma=n=na niv-va-di.
1SG=NOM that.place=DAT=TOP sleep-THM-INT

‘(As for) that place (where you are lying) | wilegp (instead).’

(10-96) vva=a kuu-di=ru?
2SG=TOP come-INT=Q

‘Will you come?”’

cf. *vva=a kuu-di.
2SG=TOP come-INT

“You will come.’

(10-97) kari=a kuu-di=ca.

3S5G=TOP come-INT=HS

‘(According to him), he will come.’
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cf. *kari=a kuu-di.
3SG=TOP come-INT

‘He will come’

The optative form expresses the speaker’s wistar{two’) that is directed to

future.
(10-98) nkifi? ui=gami=a mmja,
sea.grapes 3SG=EMP=TOP INTJ
fa-a-baa=tii=ja umu-u-n-@.
eat-THM-OPT=QT=TOP think-THM-NEG-NPST
‘Sea grapes? Well, as for it (I) don't think lik@)‘want to eat (them).”
(10-99) agaii, ban=mai ik-a-baa=i!

INTJ 1SG=too go-THM-OPT=CNF

‘I want to go, too!

The imperative mood expresses a command (see &l8d.3). This is also
considered to be directed to some indefinite futume, in the sense that the action will

take place after the command is expressed.

(10-100)kuma=n ur-i-@.
this.place=DAT exist-THM-IMP
‘Stay here.’
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(10-101)munuz-na=ju, ui=ga taa=nkai munuz-na!
speak-PRH=EMP 3SG=GEN FIL=ALL speak-PRH

‘Don’t speak; don't speak to that creatufér

The anticipated future form expresses an antiegpavent at the moment of
speech, as illustrated in (10-102), but it is roiraminent or evident as in the case of

the non-past realis form, as illustrated in (10103

(10-102)kari=a aca=du fi-gumata.
3SG=TOP tomorrow=FOC come-ANTC

‘He will come tomorrow.’

(10-103)kai=ga fii-@-m.
3SG=NOM come-NPST-RLS

‘He is coming’ [e.g. when the speaker sees him@qgugiring.]

Also, the degree of anticipation is lower than e tcase of a habitual event, as
illustrated in (10-104), where the verb is inflettlor the non-past unmarked form

(810.5.1.3; §10.5.2.6).

(10-104)kari=a mainia’ fii-@.
3SG=TOP everyday come-NPST

‘He comes everyday.’ [e.g. referring to a paperbvayo regularly brings

®" The nourtaais only used in this specific NP structuriega taa=nkai It can be replaced hyi=nkai
‘to him’ but the complex NP expresses the speakeitation.
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newspapers]

The obligative/potential form expresses either akpes obligation or the
potentiality of the event described, thus demotisgaa cross-linguistically recurrent

isomorphism of deontic and epistemic modalities.

(10-105)uri=a ba=ga as-kutu ja-i-ba,

3SG=TOP 1SG=NOM do-OBL COP-THM-CVB.CSL

vva=a zjaubu=ju.
2SG=TOP all.right=EMP
‘As for it, | ought to (am supposed to) do (it), gou don’t worry (about it).’

[deontic reading]

(10-106)siimai, vva=a mmja, Z-zal-kutu.
INTJ 2SG=TOP INTJ scold-PASS-OBL

‘Keep me out of it... You will be scolded.’ [episte]

Note that in (10-105) the verb is followed by thapula verbjar, an allomorph that
appears only in subordinate clauses (86.3.6.2)s ®idue to the historical fact that

-kutuused to be a formal noun heading an NP with aomdral clause (§7.2.3).

10.5.1.3. The verb form unmarked for mood
The finite unmarked form is unmarked for eitherlieear irrealis mood. This form is
obligatorily required when a verb serves as a peadi head of an adnominal clause
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(84.1.2).

When the finite unmarked form serves as head afiam clause predicate, it
contrasts with realis forms and irrealis forms a&eatence-final predicate verb form. In
past tense, where only the unmarked form and tlaéisréorm are available, the
unmarked form is much more frequently used thanr¢laéis form. Due to the marked
modal features of realis (810.5.1.1), its use isy Manited. On the other hand, in
non-past tense, where there are several infleciedsf available (realis form, unmarked
form, and five irrealis forms), the use of the unkea form is rather restricted, as future
events are encoded by various irrealis forms depgndn the nature of the future
expressed, i.e. intention, anticipation, wish, andn. In what follows | note the cases
in which the unmarked form can be or must be used the realis form and the irrealis
forms.

In contrast to the realis form, which always asrnew information and therefore
never co-occurs with focus marking on the non-ma@ element (810.5.1.1), the
unmarked form (as well as the irrealis form) mayocour with focus marking, as it
does not necessarily entail new information. Intgasse, therefore, the use of the

unmarked form is obligatory in presence of the fomarker.

(10-107)uri=a mma-ka-ta-m.
3SG=TOP tasty-VLZ-PST-RLS

‘That was TASTY.’ [predicate focus]

(10-108)ui=ga=du mma-ka-tar.
3SG=NOM=FOC tasty-VLZ-PST
‘THAT was tasty.’ [argument focus]
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In non-past tense and attemporal clauses, on ther dtand, the verb form that
co-occurs with focus marking may be either an utkedrform or an irrealis form,
depending on the time reference. In short, theisdatm is excluded. See 811.5 for
more detail on the interaction between focus markand verb inflection, which is
known askakarimusubin Japanese historical linguistics.

Another environment where the unmarked form isel over the realis form is
with markers that convey uncertainty on the parthef speaker. Since the unmarked
form does not express the speaker’s perceivedimgtta can co-occur with the hearsay
marker=ca (89.3.3) and other markers that convey speakegrtainty, such asbjaam
‘I wonder’ (89.3.1) and=paz’ ‘maybe’ (89.3.4). The realis form is not used e t

presence of these uncertainty markers.

(10-109)kuri=a sitabutu=u muc-i+ur-@=bjaam=mi.
3SG=TOP bedfellow=ACC have-THM+PROG-NPST=Il.wonddgEC

‘I wonder if this (woman) has a bedfellow.’

(10-110)nnama=gami=a ik-i+ur-@=paz.
now=EMP=TOP arrive-THM+PROG-NPST=maybe

‘(She) may have arrived by now.’

In fact, the unmarked form is the default form usedolktale stories, whereca is
typically used to end each sentence (see APPENDIX (

One noteworthy feature of the unmarked form inmterof speaker’s perceived
certainty is that it can express the speaker’symbtestablished knowledge, i.e. newly
learned information. The following pair of exampl#sstrates this. Example (10-111)
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is a restatement of (10-84B), where the realis fmmsed, since the speaker is certain
of the stated proposition. The near-identical sereg10-112), on the other hand, ends
with the unmarked inflection, and indicates that #peaker has just now realised the

fact expressed in the sentence, which is thusadtterth surprise.

(10-111)gui! kuri=a nau=ju=mai s-si+u-@-m!
INT] 3SG=TOP what=ACC=even know-THM+PROG-NPST-RLS

‘No way! She knows everything! [speaker is certdiat she is wise]

(10-112)gui! kuri=a nau=ju=mai s-si+ur-@!
INT] 3SG=TOP what=ACC=eveb know-THM+PROG-NPST

‘Wow! She knows everything!’ [speaker assumed #egt was dull.]

Likewise, in the following example, the use of themarked form indicates newly

learned information perceived with surprise.

(10-113)vva=a nagahama-+pztu=u s-i+u-tar!
2SG=TOP Nagahama+man=ACC2 do-THM+PROG-PST

‘(Oh!) you were (from) Nagahama!’ [speaker did knbw this fact.]

The correlation between the unmarked form and nelejrned information is
explainable. In formulating a cross-linguisticalllid epistemic scale of REALIS and
IRREALIS modalities (as shown iniduURE 10-2 below), Akatsuka (1985) situates

newly learned information at the left edge of tloenchin of IRREALIS modality.
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I
REALIS 1 IRREALIS
1
1
I
|
1
know get to know not know know
(exist x) (exist x) (exist x) not (exist x)
newly-learned counter-
information factual

FIGURE 10-2. Akatsuka’s (1985) epistemic scale

Newly learned information is like realis in thatdesignates a situation that speaker
considers to hold true (schematised as ‘existbd}, it is nevertheless unlike REALIS
since it is not integrated into the speaker’s distiadd knowledge (‘get to know (exist
x)). Akatsuka shows that in many languages thima#ic scale is reflected in
morphosyntactic distinctions. For example, the Bhgtonjunctionif is characteristic
of IRREALIS modality, but it may also be used insea where the proposition is
regarded as true but the speaker perceives tregisituwith a surprise, as ihhe'’s so
happy to see me, | should have come eafdatsuka 1985: 630). In Irabu, newly
learned information is encoded by the unmarked faather than the realis form, thus
supporting Akatsuka’s claim that newly learned mnfation is distinct from REALIS

modality. But, in Irabu newly learned informatios treated distinctly from the other
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part of IRREALIS modality, which is encoded by atis forms®®

Turning now to the environment where the unmarf@ath as opposed to the
irrealis forms is selected in non-past tense, timaarked form signifies habituality and
general truth, or a state of affairs that holdse tmithout respect to specific time
reference. Also, when combined with the progressispect auxiliary, the unmarked

verb form expresses present time reference.

(10-114)sjensoo=nu tukja=n=na nau=mai fau-@=i.
war=GEN time=DAT=TOP  what=even eat-NPST=CNF

‘In warfare, (one) eats anything, right?’

(10-115)mii+jarabi-mmi=a, mmija, utedama=u=mai ag,
female+child-PL=TOP INTJ juggling =ACC=too  do-NPST
maar=mai vE-@. biki+jarabi-mmi=a, mmja,
ball=too hit-NPST male+child-PL=TOP INTJ

% Akatsuka’s other claim that counterfactuality erdisguistically belongs to IRREALIS domain and
therefore is expected to be coded by irrealis mmsphtax is not fully justified in Irabu. We obsedvin
§10.5.1.1 that in Irabu the realis form can be usedrhetorical questions, which expresses
counterfactuality in that the speaker knows thataposition is false (thus it can be schematise@rasy
not (exist x)’ in the abovEIGURE). The epistemic scale suggested by Akatsuka asstima¢ epistemic
modality is more sensitive to truth value (schesstias ‘(exist x)' and ‘not (exist x)’) than speigke
perceived certainty (schematised as ‘know’ isURE 10-2), since in the scale REALIS modality and
counterfactuality are situated in the opposite m@argven when they share the characteristic ofkg&sa
certainty. This way of formulating epistemic motlais based on Western philosophical tradition @Biv
1994), and does not seem to be true in all langudgdrabu, it seems rather that speaker’s cdytam

more important than truth value and can be encatbdically with the same form.
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tatimma=tii=mai, mata naugara=tii=mai asd.
stilt=QT=too and whatever=QT=too do-NPST

‘Girls do juggling, and bounce balls; boys playsstiits and so on.’

(10-116)atu+fini=a sad’ nar-@.
late+boat=TOP first become-NPST
‘The boat (that started) late will become (the}tfifthat arrives).” [proverb:

‘stay alert even when the game is on your side’]

(10-117)zZu=u c-Ci-i=du ur-@.
fish=ACC catch-THM-MED=FOC PROG-NPST

‘(He) is catching fishes.’ [i.e. he is fishing]

10.5.1.4. Relative tense

The tense in adnominal clauses is a relative a®sgupto absolute tense (Comrie
1985a). That is, the deictic centre of the tenseawfadnominal clause predicate
(underlined below), is not the moment of speechthe&tmoment of the event described
as a main clause predicate (double-underlined)xeSihe verb form of an adnominal
clause must be a finite unmarked form, the tensein@is either pasttar or non-past

-r/-@ (Class 1/Class 2).

(10-118)unu nak-i+ur-@ ffa=u=du mutagi-tar
that cry-THM+PROG-NPST child=ACC=FOC lift-PST

‘(1) lifted the crying child.’ [Relative clause]
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(10-119)z-zai-i=bakaar ur-@ jarabi=du a-tar=ruga,

scold-PASS-MED=only PROG-NPST child=FOC COP-PST=but

nnama=gami=a zau+bikidum+nisjai=n nar-i+ur-@.
now=EMP=TOP good+male+young.guy=DAT  become-THM+PROG
-NPST

‘(He) was a child who was always scolded, but n®a good young guy.’

(10-120)c-ci+u-tar cn=nu=du nv-tar

wear-THM+PROG-PST clothes=ACC=FOC take.off-PST

‘(She) took off the clothes she had worn (until #oe of taking off)’

10.5.2. Aspect

Aspect is marked by (1) an auxiliary verb (87.1.) finite unmarked inflection
(86.3.1), or (3) verbal reduplication (83.3.5.2hefe are five aspect auxiliaries, namely
progressive, resultative, prospective, perfect, experiential, of which the first three
can be compounded with the lexical verb, dependingthe focus marking on the
lexical verb (word-phrase alternation; 86.4.2.3)e bther two aspect auxiliaries always
form a complex VP with the lexical verb, and nousanarking is allowed on this verb.
Finite non-past unmarked inflection without any iéiary construes an event as a
habitual one, which holds true without respect piecific temporal locatiofi’ Verbal

reduplication marks iterativity or habituality.

%9 On the other hand, finite non-past unmarked iticwithout any auxiliary construes an event as a
single whole, i.e. perfective in Comrie’s (197a)nts.
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TABLE 10-2. Aspects and their coding strategies
auxiliary inflection verbal reduplication
Progressive  +
Resultative  +
Prospective  +
Perfect +

Experiential +

+
+
+

Habitual

lterative +

10.5.2.1. Progressive

Progressive aspect is expressed by the aspectaayxit. This is a grammaticalised
form of the lexical verlur ‘(animate referent) exist’. In Irabu, there aré¢ many stative

verb lexemes in the lexicon, so that many statst®ons such as ‘know’, ‘have’, ‘be ill’,
etc., are derived from punctual lexemes (that esphealise’, ‘lift’, ‘become ill’, etc.)

by the aspect auxiliary.

(10-121)jarabi=nu nak-i-i=du ur-@.

child=NOM cry-THM-MED=FOC PROG-NPST

‘A child is crying.’

(10-122)pjaa=ja aagu=u=mai

old.times=TOP  song=ACC-=too
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s-si-i=du u-tar=ruga=du,

know-THM-MED=FOC PROG-PST=but=FOC

ui+pztu=n nar-i-i=kara,

old+man=DAT become-THM-MED=after

mmja, as-irai-n-@.
INTJ do-POT-NEG-NPST

‘Previously (1) used to know songs, but (now I) 8decome an old man, (I)

cannot sing.’
(10-123)vva=a tuz=za muc-i-i=ru ur-a?
2SG=TOP wife=ACC2 have-THM-MED=FOC PROG-NPST

‘(Do) you have a wife?’

(10-124)ba=a jam-i-i=du ur-@=rju.
1SG=TOP fall.ill-THM-MED=FOC PROG-NPST=EMP
‘am ill.’

10.5.2.2. Resultative

Resultative aspect is expressed by resultative caspexiliary ar. This is a
grammaticalised form of the lexical vedy ‘(inanimate referent) exist’. Resultative
aspect expresses that the action so marked hdtedesua certain state, focusing on the
current state rather than the action itself. Treiltative auxiliary may co-occur either
with an intransitive verb (10-125) or a transitiverb (10-126), though the latter is more
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typical.

(10-125)vva=a nautti=ga nak-i+ar-@=ga?
2SG=TOP why=FOC cry-THM+RSL-NPST=Q

‘Why have you cried?’

(10-126)nakagus=su=baa tur-i-i, ara-i-i=du ar-@.
gut=ACC=TOP take-THM-MED wash-THM-MED=FOC RSL-NPST

‘As for the guts (of a pig), (I) have taken thent and cleaned them.’

In (10-127) and (10-128) below the patient is e®tb as a subject. Thus
resultative aspect seems to function like pasdioisg810.4.2). However, as shown in
(10-129) and (10-130), as well as in (10-126) abdhe clause may often remain the

active voice, and the subject is very likely toumexpressed

(20-127)miz=nu=du nci+ar-@.
water=NOM=FOC put+RSL-NPST

‘(A bucket of) water has been put out.’

(10-128)ahaa kuri=a Z-Zai-i mmja

l.see 3SG=TOP scold-PASS-MED INTJ

0 Martin (1975) refers to the corresponding auxliaru in Japanese as ‘intransitivizing resultative’, as
in Japanese the resultative auxiliary derives gaisitive clause where the subject encodes therpat
In this regard, then, the Irabu resultative aurjliar is different from the Japanese counterpart.
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nak-i-i=du ar-@=ri=tii pazimi=a naugara

cry-THM-MED=FOC RSL-NPST=CNF=QT first=TOP FIL

umuv-tar=dara.
think-PST=EMP
‘I see, having been scolded this (boy) has criedtlfe effect that he has a

red-rimmed eyes); like this | thought.’

(10-129)buuz=zu=baa ibi-i=du ar-@.
sugarcane=ACC=TOP plant-MED=FOC RSL-NPST

‘As for the sugarcane, (it) has been planted.’

(10-130)daizna surumik-ja ja-i-ba,
great clean-NLZ COP-THM-CVB.CSL
jaa=ju=mai Zjautuu=n ssabi-i=du ar-@.

house=ACC=too satisfaction=DAT clean-MED=FOC RSL-NPST
‘(She) is a person who likes cleanness, so theehbas also been cleaned to

satisfaction (lit. (she) has also cleaned the hbowusatisfaction).’

10.5.2.3. Prospective

Prospective aspect is so named because it endoelenplicit prospect of an event/state
resulting from the event that is deliberately ddneadvance and is encoded by
prospective aspect. In the following example, thedrate is encoded with the
prospective auxiliaryfi, which is a grammaticalised form of the lexicattvefi ‘put’.
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(10-131)ba=a zin=nu tami-i=du uk-a-di.
1SG=TOP money=ACC save-MED=FOC PROS-THM-INT

‘I will save money (for some future event).’

The preliminary event is construed either as glsiwhole (i.e. perfective event)
or as an ongoing process (imperfective, as showrebIn the following example, the
predicate marked with the prospective auxiliaryigiestes a perfective action that will

have been completed by the time one eats dinner.

(10-132)kan=mai ZzZu=mai banti=ga  tumi-i=du ikutu.
crab=too fish=too 1PL=NOM search-MED=FOC PROS-OBL

‘We will search for crabs and fish (for dinner).’

In the following example, the predicate marked wilie prospective auxiliary (a
compound verb) designates an imperfective eveniinprary for the future event (i.e.

the arrival of the parcel).

(10-133)vva=a par-i-@. ba=ga mac-i+uk-a-di.
2SG=TOP leave-THM-NPST.IMP 1SG=NOM wait-THM+PROSNIH
-INT

‘You leave. | will wait (for the parcel to come).’

As schematically shown below, prospective aspeotl aesultative aspect
(810.5.2.2) have parallel aspectual-temporal atrest in that in both aspects the
state/event resulting from the event marked withabpect auxiliary is relevant.
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Past Present
preceding resulting
event state
FIGURE 10-3. Resultative aspect
Past Present Future
preliminary  targeted
event event/state

FIGURE 10-4. Prospective aspect

Both of the following examples are concerned weht&@in states/events resulting from
preceding events encoded with the respective amesi, but contrast in the time of the
preceding event.

(10-134)a. tigami=u=baa kak-i+ar-@.
letter=ACC=TOP write-THM+RSL-NPST

‘As for the letter, it has been written.’

525



b. tigami=u=du kak-i+ui-@.
letter=ACC=FOC write-THM+PROS-NPST

‘(1) will write a letter (e.g. before sending it afternoon)’

Since both aspects are more or less concernedheatbtate/event resulting from a
preceding event, their aspectual meaning may ermailevidential meaning, i.e.
inferential evidentiality. That is, these aspecése the preceding event encoded by the
auxiliary from the resulting state. This evidengatension of perfect/resultative aspect
is common cross-linguistically (Comrie 1976: 11@Be, Perkins, and Pagliuca 1994
95-97). In the following example, the resultatiapact marking expresses that one can

infer what happened from the present state of hfiid.¢"

(10-135)mii-tarjaa=du naugara ahaa, kuri=a
look-PST.ANT=FOC FIL INTJ 3SG=TOP
jam-i-i=du ar-@=ri=tii.

fall.ill-THM-MED=FOC RSL-NPST=CNF=QT
‘(1) looked (at the child), then (I thought) “hmmrthis guy has come down

with illness.” [resultative aspect implying infargal evidence]

The prospective aspect also has inferential enggitm However, the resulting

event/state is the present state rather than eefeteent/state, a present state which has

" The inferential evidential entailment of resuliataspect has already been reported in the ddseript
of Ishigaki (a Southern Ryukyuan language spoketsbigaki Island) by Miyara (1995: 163-164), where
he notes that the resultatiger may be used in such cases as where the speakdhsegound wet and
infers that it rained.
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resulted from the past event, In this respect ijus like resultative aspect in the
aspectual-temporal structure (seeURe 10-3). Also, the ‘preliminary’ event is not
really preliminary, as it is not volitional. Theage simply two related events, and the
speaker is focusing on the resulting event/statam fwhich he infers the preceding
(‘preliminary’) event. In example (10-136), the usfethe prospective aspect auxiliary
expresses that there is a present state (i.e.tlkaground is wet), from which the

speaker infers that it rained some time beforarbenent of speech.

(10-136)ami=nu=du f-fi+ufi-@=i.
rain=NOM=FOC fall-THM+PROS-NPST=CNF

‘(Considering the fact that the ground is wet)ashained.’

In example (10-137), the use of the prospectiveetsauxiliary expresses that there is a
present state (that they are absent in the plagedhould be), from which the speaker

infers that they have already died.

(10-137)kantja=a ur-a-t-ta=iba, n-i+ufi-@=paz=i=ti.
3PL=TOP exist-THM-NEG-PST=sodie-THM+PROS-NPST=n&yBNF=
=QT
‘They weren’t (at the place where we promised t@tyneso (I) thought “(they)

have died.

Likewise, in the following example, the prospectaaxiliary expresses that there is a
certain resulting state (i.e. that his shoes arthénentrance) that the speaker actually
sees, from which he infers that he has come bagiehy the time of speech.
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(10-138)c-ci-i=du ufi-@=paz.
come-THM-MED PROS-NPST=maybe

‘(He) has come (back), perhaps.’ [looking at hiseshin the entrance.]

10.5.2.4. Perfect

Perfect aspect is expressed by the perfect aspexiiagy njaan This is a
grammaticalised form of the lexical vemgaan ‘not exist’. The perfect auxiliary
expresses a currently relevant state brought dhbpthe past event. To demonstrate the
current relevance inherent to perfect aspect, tetconsider the following pair of
examples where the (a) example ends with a lexiedd inflected for past unmarked

and the (b) example ends with the perfect auxiliary

(10-139)a. uri=u=baa cfi-tar.
3SG=ACC=TOP hear-PST

‘() heard about that.’

b. uri=u=baa cik-i-i njaa-n.
3SG=ACC=TOP hear-THM-MED PRF-NPST

‘() have heard about that.’

Here, the (a) example may be followed by such aumession as ‘but | had forgotten it,
whereas the (b) cannot. This is because in thex@nple the past event ‘| heard about
that’ has current relevance.

The perfect auxiliary often pragmatically entdilse speaker’s regret about the
resulting state.
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(10-140)ju-taa u-tar=ruga,

four-CLF.HUMAN exist-PST=but

tavkjaa=ja sh-i-i njaa-n.
one.person=TOP die-THM-MED PRF-NPST

‘There were four (children), but one has died.’

(10-141)jurus-i-i fii-hama-ci. unu  zin=nu=baa
forgive-THM-MED BEN-HON-IMP that money=ACC=TOP
cika-i-i njaa-n=ti=du az-tar=ca.

spend-THM-MED PRF-NPST=QT=FOC say-PST=HS

‘(He) said, “Please forgive me; (I) have spent thaney.

10.5.2.5. Experiential
Experiential aspect is expressed by experientipeas auxiliary miir, which is a
grammaticalised form of the lexical venhiir ‘look’. Experiential aspect designates an

action roughly translated as ‘try V-ing'.

(10-142)nzi, az-Zi-i mii-ru.
INTJ say-THM-MED EXP-IMP

‘OK, try speaking.’

(10-143)ik-ai-r tukuma=gami  ik-i-i mii-di.
go-POT-NPST place=LMT go-THM-MED EXP-INT
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‘I will try going as far as | can go.’

(10-144)mii-@ mii-tarjaa=du, uku+bav=nu u-tar=ca.
look-MED EXP-CVB.PST.ANT=FOC bigtsnake=NOM exist-RS
=HS

‘When (she) had a look (inside), there was a bakeri

The semantic bleaching of the auxiliary venbr in the above examples is clear. First,
in all the examples above, the auxiliary does neam’‘look’. Note that in (10-144) it

co-occurs with the lexical venmiir, which would result in redundancy if the auxiliary
also meant ‘look’. Second, the argument structdrd® predicate is determined solely

by the lexical verb.

10.5.2.6. Habitual and iterative

Habitual aspect describes a situation which is atttaristic of an extended period of
time, and is viewed as a characteristic featura @fhole period (Comrie 1976: 28).
Habitual aspect is expressed by progressive aoxil{@0-145) or finite non-past
unmarked inflection without auxiliary (see (10-114)(10-116) above). It may also be
expressed by verbal reduplicatiag+asi ‘do’, as illustrated in (10-146) and (10-147)

below.

(10-145)imi-kar-@=kja=gami=a, mmja,  juu pinza=nu

small-VLZ-NPST=when=EMP=TOP INTJ often goat=GEN
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fisa=u=mai kar-i-i=du u-tar.
grass=ACC=too cut-THM-MED=FOC PROG-PST

‘When (I) was small, (I) used to gather grass foatg.’

(10-146)ssagi=ti as-tigaa, midum=mu bikidum=nu

wedding.ceremony=QT do-CVB.CND woman=ACC man=GEN

mai=nkai saar-i-i ik-i-, budur=mai

front=ALL take-THM-MED go-THM-MED dance=too

aagu=mai asgtasi.
song=too RED+do
‘When it comes to a wedding ceremony, (people) akeide to the house of

the groom, and do dances and songs.’

(10-147)kari=a saada+pZtu ja-i-ba=i,
3SG=TOP Sawada+man COP-THM-CVB.CSL=CNF
sagu=u S-i-, nau idarjaa,

melody=ACC do-THM-MEDwhat do-CVB.PST.ANT

ika g-tarjaa=tii asi+asi.

ECHO do-CVB.PST.ANT=QT RED+do

‘She is from Sawada, so (she) has a charactesggech melody, doing (i.e.

saying) like “if you do such and such....”
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Iterative aspect is encoded by verbal reduplicatidnlike the case of habitual
aspect, verb stem reduplication is not restrictedst ‘do’. It is also very common for
the reduplicated form to be framed in a specifiostauction where A=topic B+B LV (A
is inflected for medial verb, B+B is a reduplicateztb form, and LV is a light veras).

Here, the actions encoded by A and B are iterated.

(10-148)uki-i=ja kair+kair s-i-i=du ifi-tar=ca.
stand-MED=TOP RED+turn.over do-THM-MED=FOC go-PSTs-H

‘(He) went standing up and turning over and over.’

(10-149)pur-i-i=ja tur+tur as-i-i=du ur-@.
dig-THM-MED=TOP RED+take do-THM-MED=FOC PROG-NPST

‘(They) are digging and taking (potatoes).’

(10-150)nak-i-i=ja fau+fau, nak-i-i=ja fau+fau

cry-THM-MED=TOP RED+eat cry-THM-MED=TOP RED+eat

as-i-ba=gami=du, mmna barav-tar.

do-THM-CVB.CSL=EMP=FOC all laugh-PST

‘(The girl) was crying and eating repeatedly, sergene laughed (at her).’

532



Chapter 11

The complex sentence

This chapter describes complex clause structuresngithree major clause linkage
types: (1) coordination, (2) clause chaining, aBggubordination. | also describe the
syntactic characteristics of focus constructionkl(8), as focus marking and complex

clause structures are inter-related.

11.1. Overview of complex clause structures

Coordination falls into symmetrical coordinationh@ve the first clause and the second
clause are conjoined by a conjunction word: 8333.and asymmetrical coordination
(where the first clause is marked by a conjunctiltic; 89.2). Clause chaining consists
of a series of non-finite, medial clauses (86.3.2é&minated by a finite clause.
Subordination falls into adsentential subordinatigwhere the subordinate clause
functions as a sentential adjunct), adverbial stibation (where the subordinate clause
functions as a predicate adjunct), adnominal subatdn (where the subordinate
clause functions as an adnominal), and complementéihere the subordinate clause

functions as an argument).
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TABLE 11-1. Irabu clause linking types

Linking type Subtype

Coordination Symmetrical
Asymmetrical

Clause chaining

Subordination Adsentential
Adverbial
Adnominal

Complement

11.2. Coordination
Coordination links two main clauses either by ajencation word (83.3.5.3) or by a

conjunction clitic (89.2) attached to the firstude.

11.2.1. Symmetrical coordination

In symmetrical coordination, two (or more) main udas are linked by a free
conjunction word such asata‘and’ (see 83.3.5.3 for a full list of conjunct®n Both
clauses in the coordinate construction are fullgependent, i.e. both clauses have a
form that can be used independently, may be irdteébdr any finite form (86.3.1), and
are independently specified for speech act (ddolatainterrogative, or imperative;
810.1). Also, there is an intonational break betw#e two clauses. Thus | insert a

period ‘.’ rather than comma ‘,’ between the linkdduses.

(11-1) nkjaan=na budur-nagi=mai umissi-ka-ta-m.

old.times=TOP dance-APPR=too interesting-VLZ-PSTSRL
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assuga, nnama=a mii-n-@=ni.
but now=TOP see-NEG-NPST=CNF

‘In old days dances were fun; but now (we) doné &tances), eh?’

(11-2) buuc=cu=mai ibir-tigaa ibi-ru.

sugarcane=ACC=too plant-CVB.CND plant-IMP

mata, nngi=nu paa=mai  tur-tigaa tur-i-@.
and  sweet.potato=GEN leaf=too take-CVB.CND take-TFHlP

‘Plant sugarcane if you want; and take sweet pdéstees if you want.’

11.2.2. Asymmetrical coordination

In asymmetrical coordination, the first clause iarked by a conjunction clitic. This
clause is inflected for a finite form like the sadp but there is a severe restriction on
the finite inflection of the first clause. As sunwisad in BBLE 11-2 below, the
restriction varies depending on the type of cliiat is attached to the clause. The clause
marked by the temporal conjunctierkja (89.2.1) is not a coordinate clause but an
adsentential subordinate clause, and is excluaed fine table below (and the verb form

must be a finite unmarked form).

TABLE 11-2. Conjunction clitic and finite inflection

Unmarked Realis Irrealis

PST NPST PST NPST INT OPT IMP
=(ss)iba‘so’ + - - - + i ]
=suga‘but’ + + - + - - -
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The following examples illustrate the use efss)iba ‘so’ (see §9.2.2 for the
morphophonemics of this clitic) with the unmarkedspinflection and the irrealis

intentional inflection.

(11-3) [aur nana-¢ jaad=nu munu=n

stil  seven-CLF.GENERAL eight-CLF.GENRAL=GEN man=DA

azki-i=du pai=nkai=mai par-ta=iba],
trust-MED=FOC field=ALL=too leave-PST=s0
nau=ja h-u-da u-g-m=bjaam=mi.

what=ACC2 do-THM-NEG.MED PROG-NPST-RLS=l.wonder=CNF
‘() have trusted (the baby) to a child of only sewor eight years old and left

for the field, so | wonder if (the child) is notidg something bad.’

(11-4) [kuma=n nci-di=ssiba], muc-i+par-i-d=juu=i.
this.place=DAT put-NPST.INT=s0 have-THM+leave-THMP=
=EMP=CNF

‘(1) will put (this bag) here, so take (it) awayK®

The following examples illustrate the use sbuga ‘but’ (See 8§9.2.3 for the

morphophonemics of this clitic) with the unmarkatlaction and the realis inflection.
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(11-5) [mz-taa u-tar=ruga], tavkjaa=ja B-i-i....
three-CLF.HUMAN exist-PST=but one.person=TOP  dieM-H
-MED

‘(There) were three (children), but one died, ahd..

(11-6) [mmi-gama=nu kama=n zjaa=tti akaras-i+ur-@=ruga]
sea-DIM=GEN that.place=DAT ONM=QT light-THM+PROG-SP
=but
kuri=a kuma=nkai=mai akaras-i-i ur-@=bjaam=mi.
3SG=TOP this.place=ALL=too light-THM-MED PROG-NPSTwonder
=CNF
‘(The evil spirit) is lighting up over there beyoride sea, but this (one) is

perhaps trying to light up this place too, | wonder

(11-7) [kari=a  fii-@-m=suga], nnama ar-a-n-@=dooi.
3SG=TOP come-NPST-RLS=but now COP-THM-NEG-NPST=EMP

‘He will come, but (it) is not now.’

The first clause in an asymmetrical coordinateistaconstruction is dependent, in
that it is usually followed by another, non-clised clause, as illustrated in the examples
above. This kind of structure is actually canonigalelicitation. Thus it is like an
adverbial or adsentential subordinate clause, wtnerdirst clause is dependent and the
second clause is independent. However, it is venyison in texts (especially in
conversational texts) for the first clause in aynametrical coordination construction to
terminate a sentence (nearly 65% of all the atlesteymmetrical coordination),
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demonstrating a construction like insubordination ‘(ncoordination’). Furthermore,
the sentence-terminating coordinate clause is wétign marked by the focus marker

=du.

(11-8) unukja=ga mmja unu  kuusjuu=n=mai tavkjaa=ja

3PL=NOM INTJ that bombardment=DAT=too one.perso@fT

Sin-i-i, mmija, mz-taar a-tar=ruga=du.
die-THM-MED INTJthree-CLF.HUMAN COP-PST=but=FOC
‘They (my child), among them one died in the bondibaent; (they) were three

(brothers), though.’

There is usually a major intonational break betwibensentence-terminating coordinate
clause and a clause that follows.
As illustrated in (11-9) below, the sentence-temting coordinate clause may

contain a focus marker within itself.

(11-9) kazi=a ik-i-i=du ur-@=ruga=du.
wind=TOP  blow-THM-MED=FOC PROG-NPST=but=FOC

‘The wind is blowing, though.’

The above examples suggest that the sentencefbnak marker’ does not really
function as a focus marker, as the declarative docuarker never occurs
sentence-finally in other contexts (89.1.2.4) amel focus marker in principle appears
only once in a sentence. It is unclear at this estdgpwever, what function this
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sentence-final marker has.

11.3. Clause chaining
Cross-linguistically, clause chaining has beenrgfias ‘the use of non-finite forms not
headed by a conjunction with temporal or circum&hmeaning’ (Myhill and Hibiya
1988: 363). This definition is morphological anchétional. There are also syntactic
criteria that identify clause chaining as opposedther clause linking strategies such as
adsentential subordination and coordination (811S&e also §87.1.3.2 for the related
and important issue of the distinction between sdadhaining (medial clause + main
clause) and a phrasal SVC (medial verb + finitdo\aer a single complex predicate).

A clause chain consists of one or more non-fimi@uses, specifically medial
verbal clauses (86.3.2.2), and one finite clauaé tdérminates the chain. The following
example illustrates a typical clause chain, in thése consisting of seven chained

non-finite clauses (each of which is numbered &,.lg.) and a finite final clause (h).

(11-10)a.unu démi=u=kara guusg=tii uri=a tur-i-i,

that claw=ACC=first ONM=QT 3SG=ACC2 take-THM-MED

b.birafi=nkai rri-i,

basket=ALL put-MED

c.fitaa-a, fitaa-d, kai badzakar-i-i,

two-CLF.GENERAL two-CLF.GENERAL that.way raise.aldal HM-

-MED
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d.f-fa-@=ti as-i-i,

bite-THM-NPST.INT=QT do-THM-MED

e.uri=a tur-i-i,

3SG=ACC2 take-THM-MED

f. rri-i,

put-MED

g.mata kuimi-gama=u=mai bur-i-i,

and small.claw-DIM=ACC=too break-THM-MED

h.ai=sii=du fau-tar.

that.way=INST eat-PST

‘() take the claws (of the cralyg) put them into a Birafu (small baskgt)
(crabs) raise their claws, two (clawg)trying to bite mgy, (I) catch theng;, put
(them) into (the Birafyy; and (in so doing I) also break the small clgwél)

ate (crabs) in this way.’

As illustrated above, chained clauses encode teaiposequential events (or
‘foreground’ in Hopper’'s 1979 terms) or temporalhon-sequential, descriptive
events/states (‘background’). For example, thegianend clauses in (11-10) are [a], [b],
[e], and [f], which are surrounded by backgrouralsks that describe each event, e.g.
[d] describes the circumstantial event of [c], atmbse two clauses describe the
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background for the sequential events [a] and [b].

Thus a medial clause with (affirmative) or-da (negative) is contextual, used
either as a foreground clause or as a backgroursisel® Although the
foreground-background distinction is largely comtetly inferred, there are several
means to make it explicit. These are (1) same aickvgubject reference tracking, (2)
limiter clitic attachment, and (3) second accusatharking.

First, when the subject of a following clause he same as that of the medial
clause in question, the foreground function is lUgentailed (e.g. (a) and (b), (e) and
(). This is not exceptionless, as illustratedifh-10) where the (g) clause has the same
subject as (h), but they overlap temporally. Ondtier hand, if the subject is switched,
the two clauses are not normally temporally seqaknut are contrasted with each
other. For example, in (11-10), the (c) clauseddsdferent subject ‘crab’, and it serves
as a background clause for the preceding sequenials (a) and (b).

Second, the limiter clitickara (89.4.5) expresses ‘after’, marking the foreground

use of the medial clause to which it is attachedsteown in (11-12).

(11-11) [nuuma=n nuur-i-ij=du par-tar.
horse =DAT ride-THM-MED=FOC leave-PST
a. ‘(He) rode a horse, and left.’

b. ‘(He) left riding a horse.’

(11-12) [nuuma=n nuur-i-ij=kara=du par-tar.

horse =DAT ride-THM-MED=after=FOC leave-PST

2 This conflation of foreground and background fimws is a typical feature of clause chaining inahsi
languages (Central, South, and East Asian langhaggsneral (Bickel 1998).
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a. ‘(He) rode a horse, and left.’

*b. ‘(He) left riding a horse.’

Third, the second accusativa is largely restricted to medial clauses in clause
chaining, and it usually indicates the backgrowntfion of the medial clause in which
it appears. (see 84.3.3.1). Thus, in the followax@ample, only interpretation (b) is

allowed.

(11-13)[bura=a mak-i-i]=du ifi-tar.
sleeve=ACC2 turn.up-THM-MED=FOC go-PST
*a. ‘(He) turned up his sleeves, and went.’

b. ‘(He) went with his sleeves turned up.’

The connection between the second accusative andbaitkgrounding function is
explainable. As noted in 84.3.3.1, the second atmestypically marks a non-specific
and/or indefinite NP, a feature of low transitivity the clause in which it appears
(Hopper and Thompson 1980: 252-253). According tpper and Thompson, low
transitivity features tend to covary cross-linguslly, so that a clause with a
non-specific/indefinite O is likely to have atelspect, i.e. temporally non-sequential
and therefore backgrounded aspect. Hopper and TémmgpTransitivity Hypothesis is
that transitivity features covary so as to expécatforeground and a background in
discourse. The strong connection in Irabu betwelea s$econd accusative and
backgrounding is thus an empirical support of thgpothesis.

In (11-10) above, it can be seen that both the&l@)se and the (e) clause contain
the second accusative, even when each of thengisalty sequential with (b) and (f)
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respectively. However, they *entail* iterativitygi (a)-(b) are iteratively carried out, so
are (e)-(f). Thus the presence of the second atieasa a sequential clause does affect
the interpretation of sequential clauses, implysogne temporal overlap rather than a

perfective sequence.

11.4. Subordination
Subordination embeds a clause within the main elamsking the subordinate clause
function as a constituent of the main clause, are.argument, an adnominal, or an
adjunct. The latter is either a predicate adjuadiérb) or a sentential adjunct.

The distinction between adsentential and advedb@alses is justified on the basis
of whether the clause is under main clause illon#ry force, as will be discussed in

§11.6.3.

11.4.1. Adsentential subordination

An adsentential subordinate clause is a senteafiiinct of the main clause. It
functions as a spatial-temporal setter, providingp@c or framework for subsequent
discourse described by the main clause (‘senterargimin Thompson and Longacre’s
1985: 236 terms; see also Bickel 1998: 384). Itallgwoccurs at the left margin of a
sentence, as illustrated in (11-14) below, but &ynalso be nested within the main
clause, as in (11-15). This nesting structure oftecurs when the subject of the main
clause is a topic (cf. internal topic marking isaliowed in a subordinate clause;

§11.6.2).

(11-14)[saki=u num-tigaa], ba=a sugu=du niv-&J
Sake=ACC drink-CVB.CND 1SG=TOP right.away=FOC sld&ST
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‘When | drink Sake], | sleep easily.’

(11-15)ba=a [saki=u num-tigaay, sugu=du niv-@
1SG=TOP Sake=ACC  drink-CVB.CND right.away=FOC sid#pST

‘When | drink Sake], | sleep easily.’

Both finite and non-finite clauses serve as aneadmtial clause. The finite
adsentential clause is a clause with the tempanajuaction clitic=kja ‘when; while’
(89.2.1). Also, the adnominal clause with a formaln such asukja ‘when’, mai
‘before’, atu ‘after’, jau ‘state’, andtami ‘purpose’ (84.2.1) functions like a finite
adsentential clause, even though it is syntacyicadit a sentential adjunct, but occurs
within an NP (adnominal clause + head noun). Se@.B4for these formal noun
constructions, which are not dealt with in whatldels. The non-finite adsentential
clause is a converbal clause (86.3.2.1). Many hait adl converbal clauses are
adsentential clauses, including: the (negative)ditmmmal clause ‘if (not)’, the causal
clause ‘because; so’, the continuous clause ‘whamethe immediate anterior clause

‘as soon as’, and the aversive clause ‘lest’.

11.4.1.1. Temporal clauses witkkja ‘when/while’

A temporal adsentential clause is a finite clawssghating ‘when/while’ marked by the

temporal conjunction clitickja ‘when’ (§9.2.1).

(11-16)[ba=ga jarabi=a s-i+tur-@d=kjaal,

1SG=NOM child=ACC2 do-THM+PROG-NPST=while
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ffa+mur-ja=mai as-d.
child+sit-NLZ=too do-NPST

‘IWhen | was a child], (I) would do a baby sitter.’

In the above example, the main clause ends in amatked non-past form, which

encodes habitual aspect (810.5.2.6).

11.4.1.2. Conditional clause
A conditional clause is a clause encoding theréfation or the ‘when’ relation. This
clause is headed by one of five conditional consetin, -tigaa‘if, when’ and dakaa
‘if not’ and -djaadakadif will not’ (§6.3.2.1).

The conditional formba ‘if; when’ is restricted to fixed expressions suah the

following:

(11-17)[vva=ga kak-a-ba]=du, zau-kar-@.
2SG=NOM  write-THM-CVB.CND=FOC  good-VLZ-NPST
‘If you write, (that) will be good.’ [fixed expregm: Stemba(=du) zaukar

‘Why not ..."?]

(11-18)[ba=ga kak-a-ba]=mai, Zjaubu=ru?
1SG=NOM  write-THM-CVB.CND=even alright=FOC
‘Even if | write, (is that) alright?’ [fixed expre®n: Sterba=mai zjaubu'lt is

OK to...]

Conditional ‘if, then’ is more commonly expressed-tigaa.
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(11-19)[zin=nu a-tigaa |, kav-@=suga.
money=NOM exist-CVB.CND buy-NPST=but

‘[If (there) is money], | would buy, though.’ [adsential subordination]

The negative conditional forrdlakaaencodes ‘if not; unless’.

(11-20)[zin=nu para-a-dakaa], idah-a-n-@=dooi.
money=ACC pay-THM-NEG.CVB.CND let.go.out-THM-NEG-ISF=
=EMP

[If (you) don’t pay money], | will not let you ouit

The negative conditional intentional forrdjaadakaaencodes ‘if not’ with an

intentional meaning.

(11-21)[zin=nu para-a-djaadakaa], idah-a-n-@=dooi.
money=ACC pay-THM-NEG.CVB.CND.INT let.go.out-THM-NENPST=
=EMP

‘[If (you) won’t pay money], | will not let you out

11.4.1.3. Causal clause with converb ‘because; ithen’
A causal clause is a clause encoding ‘becauséf/mhen’.”® This clause is headed by

the causal converba

3 This semantic conflation of causal and temporamiveg in one subordinating morpheme is common
cross-linguistically. Thompson and Longacre (198%t) state that this is because two events whieh ar
mentioned together as being simultaneous or adjacéime are often inferred to be causally related
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(11-22)[ffa=nu mmja maini¢ nak-i-ba]=du

child=NOM INTJ everyday cry-THM-CVB.CSL=FOC

niv-vai-n-g=saa.
sleep-POT-NEG-NPST=R.EMP

‘[Because (my) child cries everyday], (I) cannaeg.’

(11-23)[unu  mc=cu ik-i-ba]=du kujagaa=nkai idi-r.
that road=ACC go-THM-CVB.CSL Kujagaa=ALL exit-NPST

‘[If (you) go through that road], (you) will get tduyagaa.’

11.4.1.4. Continuous clausegakaaZ ‘whenever’
A continuous clause is headed by a continuous cbnwéh -gakaaz ‘whenever’. All
the collected examples in my texts indicate thatcamtinuous clause encodes

exasperation on the part of the speaker.

(11-24)[kari=u jurav-gakaaz], saki-gama=u muc-i+kuu-@=ti=du
3SG=ACC call-CVB.CNT Sake-DIM=ACC carry-THM+come-
-IMP=QT=FOC
as-@.
do-NPST

‘[Whenever (we) call him], (he) says “bring Sak&egse.”

11.4.1.5. Immediate anterior clause withtuu ‘as soon as’
An immediate anterior clause is headed by an amteanverb with-tuu ‘as soon as’.
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(11-25)[Context: in the past a pupil had to wear a ‘veutacboard’ around his/her

neck when the teacher heard him/her using Iralherdahan Japanese.]

asi, [unu sinsii=ga par-tuu]=du, mmja,

then that teacher=NOM leave-PST=FOC INTJ
nubui=n kaki+ar-@ munu=u=baa tur+tur.
neck=DAT hang+RSL-NPST thing=ACC=TOP RED+take

‘Then, [as soon as the teacher left], (the stujembsild take off the thing (the

vernacular board) from the neck.’

11.4.1.6. Aversive clause witkzim ‘lest’

An aversive clause is headed by an aversive corwighlzim ‘lest’.

(11-26) [kuma=n NiV-Vi-i njaa-imj,

this.place=DAT sleep-THM-MED PRF-CVB.AVR

naugara ah-u-di.
something do-THM-INT

‘[Lest (we) should fall asleep here], let's do sohieg.’

11.4.2. Adverbial subordination

Adverbial subordination embeds a clause withinrttaen clause as a predicate adjunct,
i.e. as an adverb (83.3.5.1). An Irabu adverbiausé modifies the main clause
predicate as a manner modifier or a purpose moddied is encoded by a converbal
clause. Just as there are very few underived advierdrabu (83.3.5.1), only two

548



converbal clause types are used for adverbial slirion, i.e. (1) a simultaneous
clause, and (2) a purpose clause, and (2) is besngalysed as a monoclausal element,

i.e. a phrasal SVC.

11.4.2.1. Simultaneous clause withccjaaki‘while’

A simultaneous clause is headed by a simultanemugech with-ccjaaki‘while’.

(11-27) [tatimma ag-ccjaaki]=du tii=ju kai+kai as-i+ur-@.
stilt do-CVB.SIM=FOC hand=ACC RED+change do-THM+PRO
-NPST

‘(He) is taking his hands off the stilt several éisfwhile doing stilts].’

(11-28)[naci-ccjaaki],c-ci+u-tar dgn=nu=baa nug-i-i...
cry-CVB.SIM wear-THM+PROG-PST clothes=ACC=TOP taeTHM-
-MED

‘She took off her clothes [while crying].’

11.4.2.2. Purpose clause witkga‘(go) in order to’

A purpose clause is headed by a purposive convighb-ga ‘in order to’.

(11-29)nnama=kara [ssjuga&nu ski+munu
now=ABL Obon.festival=GEN offering+thing
kav-ga], it-kutu.

buy-CVB.PUR go-OBL
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‘(1) have to go [to buy things for offering in tii@bon festival].’

(11-30)[sinsii=ju jurav-gal, ik-a-di.
teacher=ACC call-CVB.PUR go-THM-INT

‘Let’s go [to call the teacher].’

This converb only co-occurs with directional verasch asifi ‘go’, fii ‘come’, and
mudur ‘return’, and so on, and no word can intervenaveen the two. It is thus like a
phrasal SVC (87.1.3), and | describe it as an nmé¢gliate case between a biclausal
construction (adverbial clause + main clause) aptirasal SVC (I thus do not indicate
the clausal boundary with ‘" as in the case ofeotbonverbal clauses). For example,
among the five criteria | suggested in §87.1.3.2tf@ distinction between a biclausal
construction and a phrasal SVC, which are restated1-31) below, the purposive

converbal construction satisfies four, the excephieing (e).

(11-31)a. monoclausality: nothing can intervene betweenwo verbs
b. argument sharing
c. encoding of sequential events, manner, motietes,
d. shared predicate categories such as tense, megation, etc.

e. single intonational unit

With respect to (a), the purposive converb and rtien clause verb form a tight
syntactic unit, and nothing can intervene betwdemt With respect to (b), the two
verbs together require a single set of argumenith kspect to (c), it is fairly common
cross-linguistically for an SVC to encode purpoBeléy and Olson 1985; Aikhenvald
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2006). With respect to (d), predicate categorieh as tense, negation and interrogative
hold/have scope over an entire purposive constmictiowever, this feature is seen in
I[rabu subordination in general (811.6.3). Finallg) distinguishes a purposive
construction from a phrasal SVC. As noted in 82.6h¢thmic alternation maps onto an
entire phrase if the first member of a phrase m&smoora only. Thus the phrasal SVC in
(11-32) shows the prosodic pattern (a) rather {bayH/ represents High tone, and /@/
toneless). However, in a purposive constructio(lLiir33), the attested prosodic pattern
is (b) even when the first member (i.e. the punpwsionverb) has one mora. Thus

prosodically the construction is not a phrase.

(11-32)jak-i-i fau-tar.
burn-THM-MED eat-PST

‘burned and ate.’

a.|(H) (2)(2)

*b.

(11-33)kav-ga if-kutu.
buy-CVB.PUR go-OBL

‘go to buy’

*a. |(H) (2)(2)
b.[(H) (H)(@)

11.4.3. Adnominal subordination

11.4.3.1. Overview
An adnominal clause functions like an adnominaldw§3.3.2), so that it directly fills
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the modifier slot of an NP without carrying caseg¢urring prenominally. No relativiser

is required, but the predicate verb of the adnomaiause must have the finite

unmarked form (inflecting only for tense; 86.3.10%.1.3). In the relativisation of the

argument of the adnominal clause, the ‘gap’ stsa{&genan 1985) marks the position
relativised. Any argument, core, extended core,peripheral, can be relativised.

Furthermore, an NP that cannot be seen as an anjuwhé¢he adnominal clause can
establish a modifying semantic relationship wite #unominal clause, where pragmatic
inference determines how the adnominal clause wardmwn the reference without the
head noun playing any role in the adnominal clausethis latter case it is more

appropriate to call the modificational relationshgimple attribution rather than

relativisation’® In what follows | first describe relativisationpliowed by simple

attribution.

11.4.3.2. The NP that can be relativised

In relativisation, the underlying adnominal clawsstains an NP coreferential with the
head NP that it modifies. This coreferential NFeff out of the surface adnominal
clause, leaving a gap. In the following examplese #dnominal clause is shown in

brackets.

(11-34) [kuu-ttar] pztu=u=baa

come-NEG.PST man=ACC=TOP

" The encoding of relativisation and simple attribotwith the same structure is found in Japonic
adnominal clauses in general. Teramura (1993)gadethis distinction between relativisation anusie
attribution as ‘internal’ and ‘external’ relationiph respectively, noting whether the NP relativisad be
considered to be underlyingly an internal memher én argument) to the adnominal clause.
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Z-za-dakaa nar-a-n-@.
scold-THM-NEG.CVB.CND become-THM-NEG-NPST

‘() have to scold those men [(who) did not compubject]

(11-34) above and the following set of exampleggesgthat in Irabu one can relativise
any argument on the so-called Accessibility Hiehgr¢Keenan and Comrie 1977):

subject > direct object > indirect object > poseess

(11-35)[zzi-tar] munu=gami=a ukaasa ar-@
obtain-PST thing=EMP=TOP plenty  exist-NPST

‘(There) are a plenty of things [(I) obtained (frdnm)].’ [direct object]

(11-36) kuri=a [vwa=ga unusjuku
3SG=TOP 2SG=NOM so.much
iravc=cu naraag-tar] pztu=dara.
Irabu=ACC teach-PST man=CRTN

‘This (guy) is the man (to whom) you taught Irablo&’ [E argument: indirect

object]

(11-37)[vva=ga nar-a-baa=ti umu-i+ur-@|

2SG=NOM become-THM-NPST.OPT=QT think-THM+PROG-NPST

munu=u nau=ga?
thing=TOP  what=Q
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‘What is the thing [you think you want to becomd’argument: the argument

of the ‘become’ verb]

(11-38)[muz kar-@| juurja=n=na
barley harvest-NPST  season=DAT=TOP
muzi=nu puu-gama f-fi-i C-Ci-i...
barley=GEN spike-DIM bite-THM-MED come-THM-MED

‘In the season (when) [(one) harvests barley],willl bring barleys holding

them in my mouth, and...’ [peripheral argument: penal]

(11-39) banti=ga zidai=n=na, munu=u  #&ii-@=ti asi-tigaa,

1PL=GEN  time=DAT=TOP thing=ACC make-NPST=QT do-CZBLD

[munu=u jai-d] konro=mai njaa-t-ta=iba...
thing=ACC  burn-NPST grill=even not.exist-PST=so
‘In our times, when it comes to cooking, (there)swe grill [with which one)

burns things], so...” [peripheral argument: insteuntal]

(11-40) nau=ti=ga az-tar=gagara,unu,

what=QT=FOC say-PST=l.wonder INTJ

[ffa=nu jamatu+jumi=a s-i+ur-@] sjuu...
child=NOM mainland.Japan+wife do-THM+PROG-NPST oidn

‘How can | say, well, the old man [(whose) child aswife of a Japanese
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mainlander]...’ [possessor]

11.4.3.3. Relativisation of an NP from a complememiause

If the underlying adnominal clause contains a serdkecomplement (introduced by
quotative=ti(i) ), it is still possible for an NP within the compient to be relativised.
For example, from the underlying clause (11-41&g NP pztu (subject of the

complement clause) can be relativised, as shohlia1b)”

(11-41)a. ba=a [pZtu=nu icigu togucinupama=n

1SG=TOP man=NOM  always Toguchi.beach=DAT

bizi+ur-@]=ti=du az-tar.
Sit+PROG-NPST=QT=FOC say-PST

‘| said [that a marms always sitting on Toguchi beach].’

b. [ba=ga [icigu toguchinupama=n
1SG=NOM always Toguchi.beach=DAT
bizi+ur-@]=ti az-tar] agnm pZtu
SittPROG-NPST=QT say-PST man

‘The man [(who) | said is always sitting on Togubbkach].’

> The (b) examples are taken from texts, and theesponding (a) examples were constructed by the
present author and checked by native consultants.
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11.4.3.4. Relativisation of an NP from an adjunctlause

The NP in an adjunct clause (an adverbial clausanoadsentential clause; 811.4.1,
811.4.2) may be relativised, even though this iscoonmon in natural discourse. Thus
from the structure [G[Cmair]], the NP in Gq (adjunct clause) can be relativised, giving
rise to an NP [6{Cmainl]adnm Nnead The relativisation of core arguments is the most
common, but a peripheral argument may also bevised. In (11-42) the relativisation
of the direct object NP in an adverbial clause (diameous converbal clause) is

illustrated. (11-42a) is an underlying clause, frehich (11-42b) is derived.

(11-42)a. ba=a [pZtu=u maé-ccjaaki]=du sgutu=u
1SG=TOP man=ACC wait-CVB.SIM=FOC  work=ACC
as-i+u-tar.

do-THM+PROG-PST

‘I was doing work [while waiting for a man].’

b. [ba=ga [mad-ccjaaki] sgutu=u
1SG=TOP wait-CVB.SIM work=ACC
as-i+u-tar] agnm pztu.
do-THM+PROG-PST man

‘The man [(whom) | was doing work [while waitingri].’

(11-43) below illustrates the relativisation of thecative NP in a conditional
adsentential clause.
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(11-43)a. [kunu jaa=n s$mav-tigaal, ngjamasgi-ka-@-m.
this house=DAT live-CVB.CND noisy-seem-VLZ
-NPST-RLS

‘[If ' live in this house], (it) should be noisy,seems.’

b. [[simav-tigaa], ngjamasgi-kar-Blagnm jaa.
live-CVB.CND noisy-seem-VLZ-NPST house

‘A house [in which [if | live], it should be noigy

11.4.3.5. Relativisation of an NP from other kindef complex clause

It is impossible for an NP within a coordinate day811.2) to be relativised. When the
NP in a clause chain (811.3) is relativised, tHatresed NP must belong in the final

main clause, not in a chained clause. In (11-44dpwv the topic-marked subject

belongs in the main clause. It may be relativiskdiving (11-44Db).

(11-44)a. hikookFa [bakudan=nu utus-i-i], [¢n-as-i-i],

plane=TOP  bomb=ACC drop-THM-MED die-CAUS-THM-MED

[Kizjuu=ju VC-i-i], par-tar.
machinegun=ACC shoot-THM-MED leave-PST
‘The plane [dropped bombs], [killed (people)]r¢fil machineguns,

and] left.’
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[[bakudan=nu utus-i-i], [$n-as-i-i],

bomb=ACC drop-THM-MED die-CAUS-THM-MED

[Kizjuu=ju ve-i-i], par-tarlagnm  hikooki.
machinegun=ACC shoot-THM-MED leave-PST plane
‘The plane [(that) [dropped bombs], [Killed (pe®))) [fired machineguns,

and] left].’

(11-45) and (11-46) below further illustrate thestreetion of relativisation in clause

chaining. In (11-45) below, from the underlyingude (11-45a), the E argument NP of

the final main clause is relativised to derive ¢Bb).

(11-45)a.
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uja=a [ffa=u nas-i-i|, pztu=n

parent=TOP  child=ACC give.birth-THM-MED  man=DAT

azki-tar.
trust-PST

‘The parent (mother) [gave birth to a child, ardjrusted it to a man.’

[uja=nu [ffa=u nas-i-ij,

parent=NOM child=ACC give.birth-THM-MED

azki-tar] agnm pZtu
trust-PST man

‘the man [to whom the parent (mother) [gave bitth a child and]



entrusted it]’

If the final clause here is turned into a chainkdise, as shown in (11-46) below, then

the relativisation of the same E argument NP besameossible.

(11-46)a.

uja=a [ffa=u nas-i-i], [pZtu=n

parent=TOP  child=ACC  give.birth-THM-MED  man=DAT

azki-i], par-tar.
trust-MED leave-PST
‘The parent (mother) [gave birth to a child], [ersted it to a man, and]

left.’

*[uja=ga [ffa=u nas-i-ij, [aziki-i],

parent=NOM child=ACC  give.birth-THM-MED trust-MED

par-tar]agnm  PZtu
leave-PST man
[Intended meaning] ‘a man [with whom the parenbilmer) [gave birth

to a child], [entrusted it, and] left].’

If the structure of the last medial clause and fihal clause (i.e.azkii, partar) in

(11-46a) is rearranged as a monoclausal constjtuenta phrasal SVC, with single

phrasal prosody (87.1.3.2 (5); see also 811.4.2Z%ii partar is treated as the main

clause predicate VP governingja ‘a parent’ (A argument),ffa ‘child’ (zero
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pronominalised O argument) amftu ‘man’ (E argument). In this structure, it is

possible for the E argument to be relativised} &glongs in the main clause.

(11-47) [uja=nu [ffa=u  nas-i-i], azki-i

parent=NOM child=ACC  give.birth-THM-MED trust-MED

par-tar]agnm  PZtru
leave-PST man

‘a man [to whom a parent, [after giving birth taolald], entrusted it]’

11.4.3.6. Simple attribution

In simple attribution, the NP modified by an adnonaticlause does not function as an
argument in the underlying adnominal clause. Tihudi-48) below the relativised NP
kaagi ‘smell’, which serves as head of the subject NRhef main clause, cannot be
analysed as an argument of the adnominal claus&hwimias a complete set of

arguments, i.e. (ellipted) A andZ3u‘fish’.

(11-48)[zzu=u jafi-@] kaagi=nu=du fii-@.

fish=ACC burn-NPST smell=NOM=FOC come-NPST

‘A smell [that (occurs when one) burns fish comies].

Likewise, the NP in (11-49) below is not seen @@ or peripheral argument of

the adnominal clause.
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(11-49)[vva=ga budur-tar] kagi-sa=a mmja iciban.
2SG=NOM dance-PST beautiful-NLZ=TOP INTJ best

‘The beauty [with which you danced] is, well, thesh’

Further examples follow, which demonstrate thapiimciple any head noun and any
clause can establish the modificational relatiomsts long as pragmatic inference can
permit this. In (11-50), the head nokui ‘voice’ and the adnominal claus&abutu=nu

ur ‘there is a bedfellow’ establish a modificationalationship, even though the head
noun has no role in the adnominal clause. By praignrderence the hearer knows that

this adnominal clause narrows down the type ofevbieard over the telephone.

(11-50)hai, kuri=a mmja  [sitabutu=nu ur-@| kui=dooi=tii.
Hey 3SG=TOP well bed.fellow=NOM exist-NPST voice=EMT
‘Hey, this (voice of her that is heard over telepé) sounds like a voice which
is heard when her bedfellow is at her place.’ [Tleis voice is so upset that this

probably indicates that her bedfellow is at hecelaow.]

In (11-51a) below, the interpretation is that tleadh noun has a role in the adnominal

clause (as a patient subject), whereas in (11-tbinterpretation is that the head noun

has no role.
(11-51)a. [cuu-fi sigu-rai-tar] mipana
strong-AVLZ hit-PASS-PST face

‘The face that was terribly hit.’
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b. [cuu-fi sigu-rai-tar] mipana

strong-AVLZ hit-PASS-PST face

‘The face that (indicates that he) was terribiy’ He.g. when you are
looking at a person with a bitter face, you infeattthis person must have been

teriibly beaten.]

11.4.4. Complementation

Complementation is the ‘syntactic situation thases when a notional sentence or
predication is an argument of a predicate’ (Nooridd85:42). Complementation
involves two syntactic constructions: quotative stounction (811.4.4.1) and adnominal
clause + formal noun (§11.4.4.2).

A complement clause functioning as the objectpefesh act verbs such as‘say’,
cifi ‘hear’, andtanum‘ask’, and cognitive verbs such asmuv‘think’ is introduced by
the quotative=ti(i) . Otherwise, no special complementiser morphemstexn Irabu.
Rather, there is a grammaticalisation path frona@dmominal clause structure towards a
complement clause structure, and a formal nawguj ‘thing; man’, kutu ‘fact’, and
munu‘thing’) heading an adnominal clause function® lkk complementiser. Thus, this
latter type of complementation is actually a subtgb adnominal clause structure, but

functions as a complement clause.

11.4.4.1. Quotative complement

A quotative clause is a type of finite complemelduse, functioning as an object
complement of speech act verbs suchZsay’, as' ‘do’ (which has the senses ‘do’ and
‘say’), panag ‘speak’, etc., and cognitive verbs suchuasuv‘think’, kangair ‘think’,

si7 ‘know’, etc.
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(11-52) [kjuu=ja ueno=nkai=du ik-i-1 t-tar=tii]=du

today=TOP  Ueno=ALL=FOC go-THM-MED come-PST=QT=FOC

asi+asi.
RED+do

‘(She) goes like, [“Today (I) went to Ueno”].’

(11-53) [uri=u fa-a-baa=tii|=ja umu-u-n-@.
3SG=ACC eat-THM-NPST.OPT=QT=TOP  think-THM-NEG-NPST

‘() don't think like, [*(1) want to eat it"].’

Unlike other subordinate clauses, a quotativesdacan contain a topic marker
and/or focus marker independently of the main @answhich it is embedded, as it is
direct quotation. In (11-54) below, the quotativause contains the topic markeja
and the focus markerdu. Note that the quotative clause itself is markgdhe focus

marker=du, which belongs in the main clause.

(11-54) [kuri=a nau=n=mai=du nar-i+ufi-@J=tii|

3SG=TOP what=DAT=too=FOC become-THM+PROS-NPST=QT

umu-i-ba=du, puka=nkai=ja ik-ah-a-n-@=dooi.

think-THM-CVB.CSL=FOC outside=ALL=TOP  go-CAUS-THM-
-NEG-NPST=EMP

‘(It is) because (l) think like, [“This (guy)'s gma become (troubled by)

whatever trouble”], (that) (1) do not let you goto [object complement]
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11.4.4.2. Adnominal clause structure functioning ke a complement
Two formal nounssu(u) ‘thing; man’ (84.2.1.8) and#lutu ‘fact’ (84.2.1.4), function like
an English complementiser ‘that’, and the modifyadnominal clause functions like a
complement clause. The formal nouns are glossed EG&lbw.

In (11-55a) below, the NP consisting of the adm@htlause and the formal noun
su(u)(which is realised asiu as a result of assimilation) functions as a diobgect. As

an NP, it carries case, just like other NPs astilated in (11-55b).

(11-55)a.[fau-tar=ruu]=ju=mai bassi-i=du ar-@.
eat-PST=COMP=ACC=even forget-MED=FOC RSL-NPST

‘(He) has even forgot [the fact that (he) atejbject complement]

b.[uri]=u=mai basi-i=du ar-@.
3SG=ACC=even forget-MED=FOC RSL-NPST

‘(He) has forgot even [that].’ [object NP]

There are two important differences between a &moun construction and a
guotative clause construction. First, whereas tnmnér carries case when functioning
as an argument just like an argument NP, the guetatause does not carry case in the
same environment. Second, whereas quotation engb&dby finite, fully independent
clause of any speech act type (i.e. declaratiterrimgative, or imperative; 810.1) into a
main clause, an NP consisting of an adnominal elaumsl a formal noun is subject to
severe restrictions, just like other adnominal sé=u(811.4.3.1): (1) the adnominal
clause is a finite unmarked form; (2) the adnomaialise cannot contain its own topic
and focus, as a general restriction on subordina{i8) the adnominal clause cannot
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have an independent interrogative/imperative foeggin as a general restriction on
subordination. In (11-56) below, the quotative skaus headed by a finite realis verb,

contains the topic markesa, and is an interrogative clause.

(11-56)[vva=a kuu-ka-ta-m=mu=tii] az-tar.
2SG=TOP hard-VLZ-PST-RLS=Q=QT say-PST

‘(1) said, [“Did you feel painful?"]’

By contrast, the predicate of the adnominal clang&1-57) below is a finite unmarked
verb, the clause does not contain the topic marked the clause cannot be an

interrogative or imperative clause.

(11-57)[vwwa=ga  kuu-ka-tar=ru]=u=baa s-si+ur-@.
2SG=NOM hard-VLZ-PST=COMP=ACC=TOP know-THM+PROG-NPS

‘(1) know that you felt painful.’

11.5. Focus constructionKakarimusubi)
This section describes the focus construction. Eocarking is discussed in this chapter
because it is associated with complex clause siregt(e.g. a focus marker may be

attached to an adsentential clause, and so on.).

11.5.1. A brief note orkakarimusubi

The focus construction in Irabu and other Ryukywarieties and in Old Japanese is
known askakarimusubi(literally ‘marking and predication’) in Japands®uistics (see
Hendriks 1998 and Shinzato and Serafim 2003 foristéoftical account of Japonic
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kakarimusuhi and Karimata 1999 and Uchima 1985 for Ryukydkakarimusubi.
Kakarimusubiis characterised by two features: focus marking\arthal concordance,
as discussed below.

As a simple approximation, a standard Japdwm&arimusubiis a concord
phenomenon where the use of a focus marker trigbersise of a specific verb form,
e.g. adnominal form drentaikej instead of the expected finite, hushike(based on
Shinzato and Serafim 2003: 189). Pragmatically,ftices marking on an argument (or
another non-predicate element such as an advetai)sethe presupposed status of the
predicate.

Whereas a standard Japokakarimusubis a ‘positive’ concordance phenomenon
where the use of a focus markequires the use of a specific verb form, Irabu
kakarimusubis a ‘negative’ concordance phenomenon, wheraiseeof a focus marker
blocks the use of a specific verb form, the finite rediem (86.3.1), due to the
pragmatic characteristic that this verb form maksassertion carrying new information
(§10.5.1.1, §10.5.1.3f. That is, the finite realis form marks predicateus, thus this
form cannot co-occur with the focus marking on éingument (argument focus, where

the predicate is presupposed).
(11-58)ba=ga=du mii-tar/-di/*-ta-m
1SG=NOM=FOC do-PST/-INT/*-PST-RLS

‘| saw/will see/*(surely) saw.’ [predicate is prggosed]

In argument focus structure, the predicate verimfigra finite form other than the realis

® On the other handtakarimusubin other Miyako Ryukyuan varieties may be refert@ds ‘no
concordance’ phenomenon, since the use of a foaukemdoes not restrict the choice of verb form, i.
any verb inflection is possible (Uchima 1985).
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form, i.e. an unmarked form (810.5.1.3) or an liiseéorm (810.5.1.2). Thus Irabu
kakarimusubican be explained in terms of the pragmatic fumcod the verb form,
rather than in terms of a mere syntactic concorglaas in the case of a standard
Japonickakarimusuhi

In what follows | note which element in a senterman be focus-marked,
especially noting the focussability of the coordenalauses, chained clauses, and
subordinate clauses described above (see 89.1P & description of which element
can be focus-marked in a simple sentence). | ootg the declarative focus clitredu

(89.5.2.1) here, but the generalisation holds fbeofocus markers (89.5.2.2).

11.5.2. Focus marking

The focus clitic=du has scope over a clause-level constituent in tesed, i.e. an
argument, a predicate, or an adjunct (see 89.foP #hore detail on focus marking on a
predicate). It appears once only in a sentencespgxtthe sentence embeds a quotative
clause, which itself shows a sentential feature§tt.4.4.1, (11-52)).

With regard to focus marking on an argument, sitiee focus clitic has scope
over the whole argument, it never occurs withinoaplex NP. Thus the modifier,
whether it is an NP, an adnominal word, or an adnamclause, cannot be
focus-marked. In (11-59) below, the pragmaticatlgused element in B's speech is the
modifier NPucinaa=nuof the superordinate peripheral argument NP (sfelaharked),
but the focus marker does not mark the modifiertNPthe entire peripheral argument

NP (indicated by square brackets) that containsrbeifier NP.

(11-59)A. pZsara=nu kuukoo=ru? uicaa=nu kuukoo=ru?
Hirara=GEN airport=Q Okinawa=GEN airport=Q
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‘(Are you leaving from) the airport in Hirara, tire one in Okinawa?’

B. [ucihaa=nu kuukoo=kara]=du ifkutu.
Okinawa=GEN airport=ABL=FOC go-OBL

‘I am supposed to go [from the airport in HIRARA].

A complement clause may be focus-marked if inimeyument of the main clause.

(11-60) [nnama=kara ik-i-i, kurus-a-di=tii]=du az-tar=ca.
now=ABL  go-THM-MED kill-THM-INT=QT=FOC say-PST=HS

‘(He) said, [“(1) will go now, and kill (him)~].’

(11-61)[cin=nu mima-i+u-tar=ruu=ju]=du

clothes=ACC tidy-THM+PROG-PST=COMP=ACC=FOC

juu ubui+ur-@.
clearly remember+PROG-NPST

‘(1) remember [that (he) would tidy up my clothes].

An (sentential) adjunct, an adsentential clause6@) or an adverbial clause

(11-63) may be focus-marked.

(11-62)[vva=ga mii-n-@=Kkja]=du, bara-i+ur-@=pai.
2SG=NOM look-NEG-NPST=when=FOC laugh-THM+PROG-NPST=
=maybe
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‘(It is) [when you are not aware] (that) (they) émaghing, perhaps.’

(11-63)[aagu=u asg-ccjaaki]=du, ig+muju  ark-i+u-tar.
song=ACC do-CVB.SIM=FOC five+tsix walk-THM+PROG-PST

‘(It was) [while singing a song] (that) the five six (people) were walking.’

A chained clause or a series of chained clausgsaiea be focus-marked.

(11-64)unusjuku num-i-i, bjuu-i-i=du,

so.much drink-THM-MED get.drunk-THM-MED=FOC

aagu=mai az-tar.
song=too say-PST
‘() drank so much, got drunk, and then sang a stog’ [medial clause as

adsentential clause]

According to my text data, the focus-marked claunsa clause chain is always the last
medial clause in a chain, as illustrated aboves Ehggests that an entire medial clausal
chain (M, M, Ms...M,)) is focus-marked, as opposed to the final cla&3eThus the
clause structure of (11-64) is schematised asiJ[[M2]-roc F].

An asymmetrical coordinate clause is not focuskedr This means that an
asymmetrical coordinate clause and a following sgawannot establish a single
presupposition-focus information structure. Seeiginfpcus-marked asymmetrical
coordinate clauses are in most cases sentencexsging coordinate clauses (811.2.2),
and as noted in 811.2.2, this focus marker doesfuraition as such, as there is no
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clause that governs it. The very few attested eXesnpvhere an asymmetrical
coordinate clause seems to be marked by the foltis and further followed by

another clause, such as (11-65), turn out to entestial in several respects.

(11-65)kazi=a fk-i-i=du ur-@=ruga=du.
wind=TOP blow-THM-MED=FOC PROG-NPST=but=FOC
kunkuriito ja-i-ba=du, maadaa s-sai-n-@=dara.

Concrete  COP-THM-CVB.CSL=FOC not.very know-POT-NEBST=
=CRTN
‘The wind does blow, but (the house you are livings made of) concrete, so

(you) can’t recognise (the fact that the wind blawsside).’

First, there is a major intonation break betweenfitst clause and the second, as in the
case of symmetrical coordination (811.2.1) and @tesee-terminating asymmetrical
coordinate clause (811.2.2). Second, if we consikdar the asymmetrical coordinate
clause is dependent on the second clause (whiateimally complex, consisting of an
adsentential causal clause and the main clauss),thie main clause governs two focus
markers, one on the coordinate clause and the otihéhe adsentential clause. This
would be a serious exception to the general cansttiaat the focus marker appears
once only in a sentence (see the first paragraphi®tection). It is thus more plausible
to consider that the coordinate clause here isi@8ee-terminating one, and the second

clause commences a new sentence.
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11.6. Degree of dependency: Coordination, clause aihing, adsentential and
adverbial subordination

In this section | describe criteria for distingurgl between coordination, clause
chaining, adsentential and adverbial subordina#@nsummarised inABLE 11-3 below,
there are four criteria: (1) focus marking, (2)triesion on clause-internal topic marking,
(3) dependency with respect to main clause illengry scope, and (4) relativisation of

an NP from inside the clau$é.

TABLE 11-3. Coordination and subordination: distinction

Linkage type Subtype Focus  Restriction  under the Relativisation
marking on clause- scope of of an NP from
internal main clause inside the
topic illocutionary clause
marking force
Coordination Sym - - - -
Asym - - - -
Clause chaining + + -
Subordination Ads + + * +
Adv + + + +

The major criterion for distinguishing between atination and other linkage types is
focus marking. Coordination and clause chainingpe@ hand and subordination on the
other are distinguished by the restriction on relsdtion. These and other criteria are

discussed in the sections below.

" Criteria (1) and (3) are due to Foley and Vaniv&li984), Bickel (1993) and Bisang (1995). Critario
(3) is known as ‘operator dependency’ in the litiera, which concerns whether a clause is deperafent
the main clause for specification of clausal categp or ‘operators’, such as tense, negation, and
illocutionary force. Foley and Van Valin (1984) as® a three-way distinction of clause linking typas
‘nexus’ types with the two criteria (1) and (3):)(Boordination (-embedded, -dependent), (B)
subordination (+embedded, +dependent), and (Cuborsglination (-embedded, +dependent).
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11.6.1. Restrictions on focus marking

As noted in 811.5.2, an adsentential clause, aarbl clause, and a chained clause (or
a series of chained clauses) may be focus-markbile woordinate clauses may not,
assuming that the sentence-final focus marker ymasetrical coordination is not
functioning as such (811.5.2).

The most relevant theoretical question here isthdrefocussability of a clause
reveals the embedded status of the clause. Thislagant especially in the study of
clause chaining, which is standardly defined asisah ‘co-subordination’ (Foley and
Van Valin 1984), where a clause is dependent butentbedded (see Footnote 77).
However, if we assume that focussability indicadesbeddedness (as in Haspelmath
1995: 15), Irabu clause chaining would be an emipedstructure, as in the case of
adsentential and adverbial subordination.

I do not take focussability as a feature of emleddéss, and | argue against the
analysis that chained clauses in Irabu are embedtleid argument rests on two
observations. First, a chained clause cannot be @&@ constituent of a superordinate
clause. This is in sharp contrast to complementsghwserve as (fill the structural slot
of) argument NPs, adjunct clauses, which servesasténtial or predicate) adjuncts, or
adnominal clauses, which serve as adnominal w&esond, whereas clear embedded
processes such as complementation and adverbettatsial/adnominal subordination
are not freely recursive (due to the extralingaigtictor of information-processing),
clause chaining is almost unrestricted with reganecursiveness.

| take focussibility as a feature of dependendatlis, a focused element cannot be
independently a focus but must always entail tresgmce of a presupposed element.

This is a dependency at the level of informationctre.

572



11.6.2. Restricted clause-internal topic marking
A coordinate clause may contain a topic marke(1Ir66), two independent clauses are
conjoined by a conjunction word (83.3.5.3), demiaistg symmetrical coordination.

Each clause contains the topic markar(89.5).

(11-66)pinza=a mé=kara=du par-tar=ca.

goat=TOP road=ABL=FOC leave-PST=HS

mata unta=a kaa=kara=du par-tar=ca.
and frog=TOP river=ABL=FOC leave-PST=HS

‘The goat left along the road; the frog left aldhg river.’

Example (11-67) demonstrates asymmetrical cootidimawvhere the first clause is

marked by a conjunction clitic (89.2). Again, eatéuse contains the topic markea.

(11-67)kari=a nnama=kara=du ii-@=suga,

35G=TOP now=ABL=FOC come-NPST=but

vva=a sugu=du iFkutu?
2SG=TOP right.away=FOC go-OBL

‘He is going to come soon, but are you going now?’

An adsentential or adverbial subordinate clause,tte other hand, does not
accommodate topic marking. In the following exampleerefore, the topic-marked
subject NP belongs in the main clause, not in tseatential clause.

573



(11-68)pztu=u [sn-tigaa], nza=nkai=ga i-kutu?
man=TOP die-CVB.CND where=ALL=FOC go-OBL

‘Where does a man go when (he) dies?’

Since the topic-marked NP belongs in the main eauwshen the converbal clause is

extraposed to the left margin of the sentence, etelge following structure:

(11-69)[sin-tigaa], pztu=u nza=nkai=ga itkutu?
die-CVB.CND man=TOP where=ALL=FOC go-OBL

‘Where does a man go when (he) dies?’

In (11-70) below, the nominative-marked NP belomgshe converbal clause. This is
evidenced in the fact that it is impossible for the to be transposed to the medial
position, as in (11-71), where the strict verb-fineder within a subordinate clause is

violated.

(11-70) [pztu=nu sh-tigaa], nza=nkai=ga i-kutu?
man=NOM  die-CVB.CND where=ALL=FOC go-OBL

‘Where does a man go when (he) dies?’

(11-71)*[sin-tigaa, pztu=nu] nza=nkai=ga ifkutu?
die-CVB.CND man=NOM  where=ALL=FOC go-OBL

‘Where does a man go when (he) dies?’

A chained clause may contain the topic marker only if the clause is
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backgrounded. Pragmatically, when the topic maskeappears in a chained clause, it

Is always interpreted as marking a contrastivectopi

(11-72) bikidum=ma samsin-gama=mai pZK-i-i,
male=TOP Samsin-DIM=too play-THM-MED
midum=ma aagu-gama=u=mai az-d.

female=TOP song-DIM=ACC=too = say-NPST

‘Men play theSamsirguitar, whereas women sing songs.’

By contrast, when a chained clause functions a®ragfound clause encoding a

sequential event (see 811.3), it cannot containdpie marker.

11.6.3. Main clause illocutionary scope

An adverbial clause is under the scope of the ulionary force (interrogative force,
imperative force, mood, negation, etc.) of the maeuse (demonstrating ‘conjunct
scope’ in Bickel's 1993 terms), whereas a coordinegiause is not (demonstrating
‘disjunct scope’). An adsentential clause and angthclause may be either under the
scope of the main clause illocutionary force orjpendent of it.

Let us take negation and interrogative force aasngtes of the main clause
illocutionary force, as these represent the narsbveed broadest scopes of various
illocutionary forces in Irabu respectively. As suammsed in ABLE 11-4 below, a
coordinate clause (A in A + B), a chained claused an adsentential clause are
independent of the scope of the main clause ne@@jpwhereas an adverbial clause is
always under the scope of the main clause negaftr.respect to interrogative force, a
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chained clause and an adsentential clause may der timee scope of the main clause

interrogator.

TABLE 11-4. Main clause illocutionary force

Coordination Chaining Adsentential Adverbial

Negation - - -
interrogative - +

I+

11.6.3.1. The scope of negation

A coordinate clause, either symmetrical or asymicediris independent of the scope of
the main clause negator, as both clauses are,fimtiecting for negative polarity.
Likewise, a medial clause in a clause chain is aldependently inflected for negation
(-i for affirmative and da for negative). If the medial clause in a chaininsthe

affirmative, the main clause negator does not reethet medial clause:

(12-73)nak-i-i, fa-a-t-ta-m.
cry-THM-MED eat-THM-NEG-PST-RLS

‘Crying over, (she) didn't eat.’

Here, if this construction is rearranged as a @r@¥C (87.1.3), by making the whole
construction pronounced with a single unit of pasd@phrasal mapping of rhythmic

alternation; 82.9.4), the main clause negator scoper the entire SVC:

(11-74)nak-i-i(=ja) fa-a-t-ta-m.
cry-THM-MED(=TOP) eat-THM-NEG-PST-RLS

‘(She) did not eat crying.’ or
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‘(She) ate in some way but not while crying’ (castive)

Here, the topic markera may appear as a (contrastive) negative markenrwghvP
(89.5.1.2).
An adsentential clause is independent of the sobfige main clause negator, as in

(11-75).

(11-75) batafsari-ka-i-ba, puka=nkai idi-t-ta-m=dooi.
angry-VLZ-THM-CVB.CSL  outside=ALL  go.out-NEG-PSTHS=
=EMP

‘Because (I) was angry, (1) didn’t go out.’

An adverbial subordinate clause such as the saimedtus converb is under the
scope of the main clause negator. In (11-76a),nthgative scope is over an entire
sentence. In (11-76b), the negative scope is orctimeerbal clause. Here, the topic

marker indicates contrastiveness.

(11-76)a.[naci-ccjaaki] munuz-Za-t-ta-m
cry-CVB.SIM speak-THM-NEG-PST-RLS

‘(He) did not speak crying.’ [i.e. It wasn’t thase that he spoke eating]

b.[naci-ccjaaki=a] munuz-za-t-ta-m
cry-CVB.SIM=TOP speak-THM-NEG-PST-RLS
‘(He) did not speak crying.’ [i.e. He spoke in samccasion, but not while
eating]

577



11.6.3.2. The scope of interrogation
A coordinate clause, either symmetrical or asymicediris independent of the main

clause interrogator (here the question chtia; 89.6.6).

(11-77)ba=a fa-a-n-@=suga, vva=a fa-a-di=ru?
1SG=TOP eat-THM-NEG-NPST=but 2SG=TOP eat-THM-INT=Q

‘I don’t eat (it), but will you eat (it)?’

A chained clause may be within the scope of thenrokuse interrogator, as in
(11-78a), or outside it, as in (11-78b) (see algd. 8.2 (4)). Furthermore, the medial
clause alone may be within the scope of interrogativith a contrastive meaning, as in

(11-78c). In this case, the medial clause is divens-marked.

(11-78) ucinaa=nkai ik-1-i(=ru), kaimunu  asta-m=mu?
Okinawa=ALL go-THM-MED(=FOC) shopping do-PST-RLS=Q
a. ‘Did (you) go to Okinawa and go shopping?’
b. ‘(You) went to Okinawa, and did (you) go shom’
c. ‘Did (you) go to Okinawa (rather than to Hirpeand went

shopping?’

An adsentential clause may also be either withi $cope of the main clause
interrogator or independent of it. However, unl&enedial clause, when an adsentential
clause is within the scope of the main clause laggtor, the interrogative scope is not
over the entire sentence (as in the case of (11-&Bave), but over the adsentential
clause only, with a contrastive meaning (11-79b).
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(11-79) ucinaa=nkai it-tigaa(=ru), kaimunu ah-u-di=ru?
Okinawa=ALL go-THM-MED(=FOC) shopping do-THM-INTZ
a. ‘Will you (you) go to Okinawa and (you) go sipopg?’

b. ‘Will (you) go shopping if you go to Okinawaather than to Hirara)?’

An adverbial clause is always under the scopehefrhain clause interrogator,
either with a sentential scope (11-80a) or witraerawer scope on the adverbial clause

only (11-80Db).

(11-80) munu=u vv-ccjaaki(=ru), fa-i+u-tar=ru?
thing=ACC sell-CVB.SIM(=FOC) eat-THM+PROG-PST=Q
a. ‘Were (you) eating while selling things?’

b. ‘(Was it) while selling things (that) you werateg?’

11.6.4. Restrictions on relativisation
As noted in 811.4.3.3 to 811.4.3.5, whereas itassgble for an NP in an adsentential
clause and an adverbial clause to be relativigad,impossible for an NP in a chained

clause or in a coordinate clause.
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Appendix

In what follows I list two narrative texts producbd two native speakers of Irabu, and

transcribed by the present author with the helpnaf native speaker of Irabu.

(1) Junaitama, a mermaid of Tooriika folktale explaining how Tooriike on Shimoji
Island (MaP 2 in 81.1) was created. This text was narrated lbgnaale speaker
living in Nagahama (age: 92).

(2) Vernacular plate a narrative describing the speaker’s schooldaysn pupils
would be punished when they used Irabu insteaddidese, the standard language
of Japan. The pupils who used Irabu had to wedat firom their neck, and the
plate was called a vernacular plate. This text masated by a female speaker living

in Nagahama (age: 67).

To keep confidentiality secured, these texts samedicontain XX, which substitutes
person names, place names, etc. When a text corgairiences of Japanese, | indicate
it by square brackets. Loan words from Japanese ahdr languages are not
particularly indicated, and phonemically represéntgth Irabu orthography (82.2).
Each Irabu sentence is numbered, but when a senigeio long that it is reasonable to
break it down into two parts for translation purp®s| did so and numbered

accordingly.
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(1) Junaitama, a mermaid of Tooriike

01.tooriike=tii=du=i, ssibara, maibara, satu+bztu=nu
Tooriike=QT=FOC=CNF back front neighbour+person=NOM
a-tar=ca. fita-kiv.
exist-PST=HS two-CLF.HOUSE

‘In (what is now called) Tooriiké® there were two neighbouring houses, back
(north) and front (south).’

02.fita-kiv ar-i-utui=du,
two-CLF.HOUSE exist-THM-CVB.CRCM=FOC

pztu-kiv=ga im=nu acca ja-i-ba, unukja=a,
one-CLF.HOUSE=NOM sea=GEN side COP-THM-CVB.CSL 3POP
‘Of the two houses, one was beside the sea, so...’

03. pZtu-kiv=nu pztu=nu
one-CLF.HOUSE=GEN man=NOM

ssibara=ru a-tar=ru maibara=ru a-tar=ru mmja sa-n-@=suga,
back=FOC COP-PST=Q front=FOC COP-PST=Q INTJ knd¥F

-NEG-NPST=Dbut
‘The man from one of the houses - I'm not sure Wwhet(the house) was of the
backside or of the frontside - ...’

04. pzZtu-kiv=nu... fita-kiv=kara pztu-kiv=nu pztu=nu
one-CLF.HOUSE=NOM two-CLF.HOUSE=ABL one-CLF.HOUSEanxNOM

junai, ningjo, junatama=u tu-i+c-ci-i,

junai mermaid  Junaitama=ACC catch-THM+come-THM-MED
‘(The man from) one house of the two houses caagttbroughjunai, | mean, a
mermaid Junaitama..’

8 Tooriikeis literally “trans-pond”, which consists of tweighbouring ponds. These ponds developed
from underground cavern$ooriikeis situated on Shimoji, and there are numerousrdg and folktales
about it.
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05. kurus-i-i, mmja uri=a Zzu ja-i-ba,
kill-THM-MED INTJ 3SG=TOP fish COP-THM-CVB.CSL

kurus-i-i, kata+bata=u=baa jak-i-i fa-i-@,
kill-THM-MED half+body=ACC=TOP burn-THM-MED eat-THMVED

kata+bata=u=baa jaa=nu pana=n  nuusi-i,
half+body=ACC=TOP  house=GEN roof=DAT [ift-MED

pus-i+a-tar=ca.

dry-THM+RSL-PST=HS

‘and killed it, as it is a fish; (he) killed and imed and ate half of the body (of
Junaitama, and laid the other half on the roof of his house

06. aidu, rjuukjuu... rjuuguu=nu kam=nu
then Ryukyu sea.world=GEN god=NOM
junaitama, junaitama=tii as-si-ba=du
Junaitama  Junaitama=QT say-THM-CVB.CSL=FOC

‘Then, the god of Ryukyu, no, Ryugu (sea world)dsaialling “Junaitama!l
Junaimata!”, so...’

07.nara=a mmja kurus-ai-@=du, katat+bata fa-ai-i,
RFL=TOP INTJ Kkil-PASS-MED=FOC half+body eat-PASSEM

kata+bata=a jaa=nupana=n nuusi-rai+u-i-ba,
half+body=TOP  house=GEN roof=DAT lift-PASS+PROG-THBV/B.CSL

nara=n=na kuu-rai-n-@=tii az-tar=ca.

RFL=DAT=TOP come-POT-NEG-NPST=QT say-PST=HS
‘(Junaitama) said, “I have been killed, and halfof body was eaten, and the other
half has been laid on the roof, so | cannot conok ki@ the sea world).”

08.unu rjuukjuu... rjuuguu=nu kam=nu=du mmja,
that Ryukyu Ryugu=GEN god=NOM=FOC INTJ
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ui+saar-@-=tii C-Ci-, jurab-i-ba,
3SG+take-NPST=QT come-THM-MED call-THM-CVB.CSL
‘The god of Ryukyu, no, Ryugu, called (Junaitaneafakke her back home, so...’

09.nara=a kata+bata fa-ai-i,
RFL=TOP half+body eat-PASS-MED
kata+bata=a jaa=nu pana=n nuus-i-i=du,
half+body=TOP house=GEN roof=DAT lift- THM-MED=FOC
nara=u=baa pus-i-i nci+ar-@=tii az-tarjaa,

RFL=ACC=TOP dry-THM-MED  put+RSL-NPST=QT say-CVB.PBNT
‘(Junaitama) said, “I have had my half eaten; agHe other half, (the man) has laid
it on the roof of his house and dried”, so...’

10.ttigaa, uku+nam=mu jar-ah-a-di=ssiba,
then bigtwave=ACC  create-CAUS-THM-INT=s0

uri-i kuu-@=juu=tii az-tarjaa,
come.down-MED come-IMP=EMP=QT say-CVB.PST.ANT
‘(The god) said, “Then | will let there be a big wea so come down riding on it”,

SO...

11. nndi=ti asi-tarjaa,
yes=QT say-CVB.PST.ANT
‘(Junaitama) said, “I see”, so...’

12.uku+nam=mu baa=tti jar-asi-tarjaa, tuduk-a-n-Jra,
bigtwave=ACC ONM=QT create-CAUS-CVB.PST.ANT reacHMI-
-NEG-NPST=s0
mata mme-+pZtu+nam ookii uku+nam=mu baa=tti
and another+one+wave big big+twave=ACC ONM=QT
jar-asi-tarjaa, zazaa=ttii  uri-i,

create-CAUS-CVB.PST.ANT ONM=QT come.down-MED
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13.

mmja  uri=a mmja par-tar=ca.

INT] 3SG=TOP INTJ leave-PST=HS

‘(The god) created a big wave, but it did not reaahd (he) created another big
wave, so that (Junaitama) came down riding on theewand left (for the sea
world).’

aidu uma=nu ssibara maibara=a mmja
thus that.place=GEN back front=TOP INTJ
doofi=ti  uti-i=i, tooriike=n nar-tar=ca.

ONM=QT collapse-MED=CNF Tooriike=DAT become-PST=HS
‘Thus, the place around the backside and the fidmitsollapsed, and became what
we now callTooriike’
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(2) The vernacular plate

Ol.banti=ga $ma=n=na hoogen=nu... hjoozjungo
1PL=GEN island=DAT=TOP vernacular=ACC standardyleage
cikav-@  pztu=nu=du mii-da, mmna sinsii-taa=rkaai

use-NPST man=NOM=FOC see-NEG.MED all teacher-PL=fdven

hoogen=nu ika-i+u-tar=dara=i.
vernacular=ACC use-THM+PROG-PST=CRTN=CNF
‘In our island, (we) do not see people who useraacular... no, the standard

language (Japanese); everyone would use thaadar even (when speaking) to
teachers.’

02.mmja, juubinkjokucjoo=nu ffa=nu unukja=a... untja= mmja,
INTJ postmaster=GEN  child=NOM  3PL=TOP 3PL=TOP INTJ

sokai=ja S-i-, ik-i-1 $tjaaki,
evacuation=ACC2 do-THM-MED go-THM-MED do-CVB.CRCM

mudur-i+c-ci-i, hjoozjungo ika-i+u-tar=dara.
return-THM+come-THM-MED standard.language use-THNROG-PST
=CRTN

‘Well, (there was) a child of a postmaster; théyey evacuated (to escape from
the bombard, as it was in the middle of the 8dd&orld War), and spent

sometime for a while; when they returned, thegesl up with speaking the
standard language.’

03.untja pztu-kiv=du mmja  hjoozjungo=u=baa
3PL one-CLF.HOUSE=FOC INTJ standard.language=AGCORT

cika-i+ufi-@=paz.
use-THM+PROS-NPST=maybe
‘They alone were speaking the standard languagigppose.’

0O4.mmna  hoogen=na S-i-1.
all vernacular=ACC2 do-THM-MED
‘Everyone (else) spoke the vernacular.’
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05.aidu, hoogen+tia=a, konsjuu=no reikoo=wa

06.

07.

08.

then vernacular+board=TOP this.week=GEN goal=TOP

hjoozjungo=0 cuka-i-masjoo=tii=du
standard.language=ACC use-THM-POL.NPST.HRT=QT=FOC

kokuban=@ kak-ai+u-tar.

blackboard=DAT write-PASS+PROG-PST
‘With regard to the vernacular plate, (a message) written on the blackboard

saying, “This week’s goal is this: let us use #tandard language ”.

mmja, hjoozjungo=u ika-a-n-@ pztu=u,
INTJ  standard.language=ACC use-THM-NEG-NPST pers@&
akaataka=nu ica=u=baa=i, hoogen+fla=tii=du az-tar.

RED+red=GEN board=ACC=TOP=CNF vernacular+plate=QDEF say-PST
‘Well, (for) those who do not speak the standardjleage, (there was) a red board,
which was called a vernacular plate.’

asi, uri=u=i, nubui=n pak-as-i-i maar-tar.
then 3SG=ACC=CNF neck=DAT wear-CAUS-THM-MED wandR3T
‘Then (the teacher) made them wear it.’

uri=a kaki-smi-i=du hoogen=nu i&av-tigaa=ju,
3SG=ACC2 wear-CAUS-MED=FOC vernacular=ACC use-G¥BD=EMP

batafsari-ka-i-ba, unu juubin=nu XX,
be.angry-VLZ-THM-CVB.CSL that post.office=GEN XX

banti=tu piti-d’ tugsita ja-i-ba,

1PL=ASC one-CLF.GENERAL junior COP-THM-CVB.CSL
‘(The teacher) would make (pupils) wear it, if @heused the vernacular; (this
made us) angry; now XX (person name), the postmisgtiaughter), was one year
junior to us...
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09.

10.

588

uri=u=ba amcc-i-i, hoogen=nu ika-i-@!
3SG=ACC=TOP pinch-THM-MED vernacular=ACC use-THM#M

vva hoogen=nu ika-i-@,
2SG vernacular=ACC use-THM-IMP

nande vva tavkjaa uri=u kaki-n-@=ga=ti aizba,
why 2SG one.person  3SG=ACC wear-NEG-NPST=Q=QT TsdyI-
-CVB.CSL

‘(I) pinched her (so that she would utter the vetdar involuntarily), saying
“use the vernacular! You use the vernacular! Homegou alone don’t wear it
(the plate)?™...’

site, watasi=ni=wa i-e-nai=noni=ti az-Zi-ba,

for 1SG=DAT=TOP say-POT-NEG.NPST=s0=QT say-THM-CEUBL
az-zi-@, az-zi-g, vva=mai hoogen=na
say-THM-IMP say-THM-IMP PL=too vernacular=ACC2
az-zi-@=tii az-tar.

say-THM-IMP=QT say-PST
‘So (she) said, “For | cannot speak (the vernagwdayway”, (so 1) said “Say (it)!
Say (it)! You speak the vernacular (like us)!”.’
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