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ABSTRACT

This dissertation is the first grammatical sketch of the Nxa’amxcin (Moses-
Columbian) language. Nxa’amxcin is an endangered member of the Southern
Interior branch of the Salish language family, a linguistic group indigenous to the
Pacific Northwest region of North America. Building on previous work by other
Salish linguists, I address to varying degrees all three major aspects of the
grammar (phonology, syntax and morphology) from a Lexeme-Morpheme Base
Morphology approach to word formation (Beard 1995).

A brief introduction to the phonology of Nxa’amxcin provides a look at
the segment inventory, the status of schwa, various segmental processes, and
syllable structure. An overview of the syntax focuses on aspects of the noun
phrase—determiners, demonstratives, locative prepositions, genitive
marking—and the major clause types—simple clauses, relative clauses and
fronting.

An extensive discussion of lexical operations (derivational morphology)
addresses the categories of valence, voice, secondary aspect, control, category-
changing operations, and operations marking locative, augmentative, diminutive
and relational. An overview of inflectional operations (inflectional morphology)
is presented starting with the marking of person, number and grammatical relation
on the predicate. Viewpoint aspect, mood, temporal marking, negation, non-
declarative operations—yes/no questions, imperative, prohibitive—and
nominalization are also discussed.

A description of the three different types of compounds found in
Nxa’amxcin—two involving free stems and the third (known as lexical
affixation) comprising a free stem and a bound stem—is provided along with the
corresponding word structure rules responsible for these compounds. A number
of arguments in support of a compounding analysis of bound stem constructions
(lexical affixation), as opposed to a syntactic analysis, are presented. The set of
classifiers that has developed from lexical affixation is also addressed.
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APP
ASP
AUG
CN
COL
CS
CIR
DEM
DET
DIM
DIR
DM
Dv
EM
EP
FUT
GN
GR

IMP

PAS
PER
PL

Abbreviations

antipassive POS
applicative pro
aspect PS
augmentative PST
connector Q
collective RC
causative RF
control RL
demonstrative
determiner S
dimension ST
directional SUB
diminutive TO
developmental TR
emphatic VAL
external possession vC
future

genitive

grammatical relation

habitual

imperfective

imperative

inchoative

instrument

indefinite object

irrealis

iterative

limited control

locative

middle

mood

negation

nominalizer

number

object

oblique

out-of-control

plural

passive

person

plural

7]

X

positional
pronoun
possessive
past
interrogative
reciprocal
reflexive
relational
singular
subject
stative
subordinating particle
topical object
transitive
valence
voice
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Chapter One
Introduction

1.0 Purpose of this Study

The focus of this dissertation is to present a synchronic grammatical sketch
of the Nxa?amxcin [nxa?amxacin] language. In this grammatical sketch, I
address to varying degrees the three major areas of grammar: phonology,
morphology and syntax. I first provide a brief introduction to the phonology.
This is followed by a sketch of the syntax, an area of Nxa?amxcin grammar that
has received relatively little attention in the literature. Finally, I address the
morphology, which is by far the major focus of this grammatical sketch. All three
major aspects of word formation are dealt with: derivation, inflection and
compounding.

Over the past thirty-five years, there has been ongoing research into the
phonological and morphological systems of Nxa?amxcin from both a synchronic
and diachronic perspective, primarily by M. Dale Kinkade and Ewa Czaykowska-
Higgins. Their observations have been presented both descriptively and
theoretically in various articles and papers. While both authors have addressed
many phonological and morphological issues in Nxa?amxcin, their findings have
not been compiled in a unified form such as a reference grammar. My goal here is
to provide a general description of Nxa?amxcin grammar by combining my own
observations with those of Kinkade and Czaykowska-Higgins. This grammatical
sketch is intended to fill a void until a more comprehensive grammar of

Nxaramxcin is available.

1.1 The Nxa?amxcin Language

Nxaramxcin is generally referred to in the linguistic literature as
Columbian, Moses-Columbian, or Moses-Columbia Salish. Speakers refer to the
language as Nxa?amxcin, or simply Moses. Nxa?amxcin is a member of the
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Southern Interior branch of the Salish (or Salishan) family.! The family is
comprised of 23 languages spoken throughout the Pacific Northwest. Of these
23 languages, 5 subdivisions have been made (Czaykowska-Higgins and

Kinkade 1998:3).2

I Bella Coola
Il Central Salish

Comox Northern Straits
Pentlatch Klallam

Sechelt Nooksack
Squamish Lushootseed
Halkomelem Twana

m Tsamosan

Quinault Upper Chehalis
Lower Chehalis Cowlitz

v Tillamook

A\ Interior Salish
Lillooet Colville-Okanagan
Thompson Columbian
Shuswap Spokane-Kalispel-Flathead

Coeur d’Alene

Geographically, this family covers an extensive area in the Pacific
Northwest: southern British Columbia, Washington State, northern Idaho,
western Montana and northwestern Oregon (see Czaykowska-Higgins and
Kinkade 1998:2 for a detailed map). Pentlatch, Nooksack, Twana and Tillamook
are no longer spoken, and many more of the Salish languages are near extinction.

The Nxaramxcin language, along with Colville-Okanagan, Spokane-
Kalispel-Flathead and Coeur d’Alene, is part of the southern branch of the

Interior Salish subdivision. Nxa?amxcin is comprised of four dialects: Chelan,

1For a general overview of the Salish family, see Thompson 1973, 1979a;
Thompson and Kinkade 1990; Kinkade 1990a, 1992; Czaykowska-Higgins and
Kinkade 1998; and Kinkade, Elmendorf, Rigsby and Aoki 1998.

2The Bella Coola and Tillamook languages are each considered to be
separate subdivisions within the family.
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Entiat, Wenatchee (Pesquous) and Moses-Columbia (Czaykowska-Higgins and
Kinkade 1998:67). Ruby and Brown (1992) provide geographic information
about the tribes of the same names. The Chelans, they state, “lived in north-
central Washington east of the Cascade Mountains in the vicinity of the southern
end of Lake Chelan” (p.17). “The Entiats, also known variously as the
Sintiatgkumuhs and the Intietooks, lived mainly along the Entiat River. One
Entiat band, the Sinialkumubhs, lived on the Columbia between the Entiat and
Wenatchee rivers” (p.75). The Wenatchees “lived primarily in the Wenatchee
River watershed and the area near its mouth and for a short distance up and
down the Columbia River” (p.266). The Sinkiuse, or Moses, “lived primarily
along the Columbia, [although] its members roamed a 5,000-square-mile area,
mostly on the Columbia Plateau south and east of the Columbia River” (p.204).
Today, the language is primarily spoken on the Colville Indian Reservation in
north-central Washington State by approximately forty speakers who vary in
fluency.

1.2 The Data

The Nxaramxcin data presented in this dissertation comes from three
separate sources: (i) M. Dale Kinkade’s files from the 1960’s and 1970’s which
contain numerous dialogues and narratives along with independently elicited
examples; (ii) Ewa Czaykowska-Higgins’ field notes from the 1980’s and 1990’s
which contain primarily independently elicited examples along with a lengthy
narrative; (iii) my own field notes from the 1990’s consisting of independently
elicited examples. All of Kinkade’s and Czaykowska-Higgins’ examples cited in
the dissertation contain the original record number from the source. The key to
the record numbers is given in Appendix One. Examples not marked with a
record number are from my own field sessions with Agatha Bart, Matilda Bearcub
and Norine Smith.

The data found throughout this work is presented in a four part structure,
illustrated below:
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(1)  line 1: phonological form
line 2: division of lexemes and morphemes
line 3: glossing of lexemes and morphemes
line 4: translation and record number

With respect to line 1, I have chosen to write the Nxa?amxcin examples
throughout this dissertation in phonological form. This is necessary in order to
maintain consistency, as many of Kinkade’s and Czaykowska-Higgins’
transcriptions are phonetic while my own are primarily phonological. Some
consonant symbols have been changed to match the phonological system
presented in section 4.1. It is generally assumed that schwa is not underlying in
Nxa?amxcin, but in order to maintain consistency the following are represented
in the data: (i) all transcribed root schwas; (ii) all bound stem schwas; (iii) all
epenthetic schwas adjacent to glottals; and (iv) schwas resulting from the nasal to
schwa shift. Excrescent schwas and most epenthetic schwas have been omitted
from the data. I do include such phonological operations as the spreading of
retraction and glottalization in the surface forms, even though these are generally
not considered to be underlying. I have also taken the liberty in some cases to
separate certain constituents in accordance with my analysis. For example, the
imperative marker ta?is generally written as a suffix; however I analyze it as a
clitic and thus write it as a separate element from its host.

In line 2 of the four-part structure, I use the symbol “+” for a clitic
boundary; the symbol “s” for an infix boundary; and the symbol “=" for a
bound stem (lexical affix) boundary. Translations in line 4 are directly from the
source, unless in square brackets indicating some alteration on my part. As
gender is not marked in Nxa?amxcin grammar, I have changed instances of
“she” and “he” to “s/he” and likewise “her” and “him” to “her/him” in all
directly elicited examples (but not in examples from stories and narratives as they
are set in a context). While “it” can also be included in many of these cases, in
others it may be prohibited on semantic grounds unfamiliar to me, so I therefore
exclude it. Translations of ungrammatical examples marked by an asterisk appear
in round brackets.
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1.3 Outline of the Dissertation

This dissertation is very much a data-oriented as opposed to results-
oriented piece of work which basically falls into two parts. The first part, chapters
2 and 3, provide background information to the second part, the grammatical
sketch. Nxaramxcin falls under the traditional label “polysynthetic” as words
tend to be long and morphologically complex. As a result, understanding how
words are put togethef in this language is relevant to essentially all aspects of its
grammar. Thus, I begin by outlining the theoretical approach to word formation
adopted in this work. A lexeme-based approach to word formation (Matthews
1972, 1991; Aronoff 1976, 1994; Anderson 1992; Beard 1995) has proved to
have the best explanatory value in the case of Nxa?amxcin. Chapter 2 provides
an introduction to Beard’s (1995) Lexeme-Morpheme Base Morphology and a
brief comparison of this lexeme-based framework with a morpheme-based
approach like Lieber (1992). Note that it is not the purpose here to argue for the
superiority of any particular theoretical viewpoint. I am incorporating a
theoretical framework simply as a tool to facilitate a description of the language.

In chapter 3, I present an analysis of Nxaramxcin word structure,
specifically focusing on the concepts of root and lexeme. I argue for a lexemic
(as opposed to roof) stem domain in addition to a derivational and inflectional
stem at the level of morphological word structure. I compare my analysis with
that of Czaykowska-Higgins (1996, 1998), who proposes a morphological root
domain. I then adopt Czaykowska-Higgins’ analysis that the root is the primary
domain at the level of phonological word structure.

Having established a theoretical framework and an analysis of the internal
structure of words, I then turn to the second part of the dissertation, which is the
grammatical sketch. In Chapter 4, I provide a brief introduction to Nxa?amxcin
phonology. Following works by Czaykowska-Higgins and Kinkade, I discuss
the segment inventory of the language, the status of schwa, various segmental
processes, syllable structure and stress. In Chapter 5, I present a description of
Nxa?amxcin syntax. I first briefly look at the question of whether or not lexical
categories should be distinguished in Nxa?amxcin based on an ongoing debate
in Salish linguistics. Assuming that verbs, nouns and adjectives are distinct
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categories in Nxa?amxcin, I then turn to the syntax of noun phrases, simple
clauses, relative clauses and fronting constructions.

The morphology of Nxa?amxcin is an extensive topic, and is divided here
into three separate chapters. Chapter 6 is an overview of lexical operations in the
language (i.e. derivational morphology). In this chapter, I address the categories
of valence, voice, aspect, control, category-changing operations, locative,
dimension (i.e. augmentative, diminutive), and relational. Chapter 7 is an
overview of inflectional operations (i.e. inflectional morphology). Categories
discussed are person, number and grammatical relation, viewpoint aspect, mood,
temporal marking, negation, non-declarative speech (i.e. interrogative, imperative,
prohibitive), and nominalization.

The focus of Chapter 8 is compounding, for which I distinguish three
separate types in Nxa?amxcin. The first two types involve free stems only and
are referred to as at-compounds and unmarked compounds. I refer to the third
type as bound stem compounds. This type of compounding is generally labelled
lexical affixation in the literature. I enter into the debate over whether these
bound stem constructions are syntactically engaged or formed by compounding,
and I provide morphological and syntactic arguments in support of a compound
analysis.

Chapter 9 provides a summary of this work.
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Chapter Two
Introduction to Lexeme-Morpheme Base Morphology

2.0 Introduction

I have chosen to discuss the data presented throughout this work within a
Lexeme-Morpheme Base Morphology (LMBM) framework. This theory, which
views morphology from a lexeme-based as opposed to morpheme-based
perspective, has been formulated by Beard (1995), and many aspects of his work
are in line with other work that has been done on lexeme-based (or word-based)
morphology (Matthews 1972, 1991; Aronoff 1976, 1994; Anderson 1992). The
lexeme-based approach has recently been used in morphological analyses of two
other Southern Interior Salish languages. Black (1996) investigates Spokane
phonology and morphology constituent structure primarily within the LMBM
framework, and N. Mattina (1996) analyzes aspect and category in Okanagan
word formation from a lexeme-based perspective. It is not the purpose of this
dissertation to argue for the superiority of LMBM over other theories of
morphology. This would distract readers from the focus of the dissertation, which
is language-centred as opposed to theory-centred. However, a theoretical
framework can be a useful tool in describing a language, and I believe that
Nxa?amxcin’s complex morphological system can best be described using the
LMBM framework.

The present chapter provides an outline of the major assumptions of the
LMBM framework, while also touching on the works of other lexeme-based
proponents. Since many of the major works on morphology over the last century
(both descriptive and theoretical) have come from a morpheme-based perspective,
it would be useful to first address what exactly a morpheme-based approach to
morphology is, and what are the major assumptions, theoretically speaking, within
such a framework. The chapter is organized as follows: In section 2.1, I outline
the major assumptions of a morpheme-based model using Lieber 1992 as an
example. I then present an introduction to Lexeme-Morpheme Base Morphology
and the major theoretical assumptions of this lexeme-based approach in section
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2.2, highlighting where Beard’s assumptions (and those of other lexeme-based
proponents) diverge from a morpheme-based perspective. Finally, in section 2.3 I
review some of the problems that have challenged morpheme-based theories, and
discuss why these problems do not arise within the LMBM framework.

2.1 The Morpheme-Based Model

Morpheme-based approaches to morphology have been widely accepted
in morphological theories since the early Structuralist views, and it is through this
perspective that word-formation is generally taught in introductory linguistics
courses, no doubt due to its conceptual simplicity. In this section I outline the
major assumptions of a morpheme-based model and illustrate examples of word
formation using Lieber’s (1992) theory.!1

It is only since Chomsky’s 1970 landmark paper on nominalization that
morphology has been recognized as an independent component of generative
grammar. Before that time, morphology was generally subsumed under syntax or
phonology. Since 1970, various theories of morphology have surfaced, some of
which have been labelled “morpheme-based” approaches to morphology. These
include works by Lieber 1981, 1992; Selkirk 1982; Scalise 1984; Sproat 1985;
DiSciullo and Williams 1987; and Baker 1988, 1996. While these morpheme-
based theories differ from each other in a number of ways, there are several
underlying assumptions common to all that can be traced back to Bloomfield
(1933). The first of these assumptions concerns minimal forms in grammar. From a
morpheme-based perspective, there is only one type of minimal element in word
formation and that is the morpheme. Using the English noun bakers as an
example for illustration, there are three minimal elements, {bake, -er, -s}, all of
which are necessarily of the same type element: the morpheme. Although bake is
clearly an independent form in the language and -er and -s bound affixes, with
respect to word formation each of these forms are considered to belong to one
group. They are all minimal forms, hence they are all morphemes.

The next major assumption of a morpheme-based approach to word
formation is that all morphemes constitute signs, meaning that all features of a

1See also Beard 1995 for a comparison of Lieber 1992 with LMBM.
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9

morpheme (phonological, grammatical and semantic) are mutually implied. These
features all function together as a unit, and this unit is identified with a particular
concept. This is illustrated in the following examples for bake and -er

respectively:

() a [ [beik] ] phonological features
{ [#V] r grammatical features
| to cook food in dry heat ) semantic features

b. [ [er] ) phonological features
1 NIV 1_] r grammatical features
| someone who doesV semantic features

The phonological, grammatical and semantic features of the morphemes bake and
-er are given in (1a) and (1b) respectively. The brackets show that these features
form an indivisible set, and it is this group of features as a whole that constitutes
the linguistic sign.

The final major assumption of a morpheme-based approach to word
formation is that all morphemes are stored in the lexicon. Since it was stated
above that both affixes and free forms are morphemes, it follows that both affixes
and free forms are stored in the lexicon. Thus, each of the morphemes bake and
-er would have their own entry in the lexicon.

The main point to be emphasized in this discussion is that free forms like
bake and affixes like -er have essentially the same status in a morpheme-based
model. Both are morphemes, both are linguistic signs, and both originate in the
lexicon. In word formation there is only one kind of item, the morpheme, which is
stored in one place, the lexicon. Thus, whether it is an independent stem like
bake or a bound affix like -er, both are signs and both are stored in the same
component.

Before moving on to a discussion of Lexeme-Morpheme Base
Morphology, it would be useful for the sake of comparison to give a visual
illustration of word formation within a morpheme-based theory. Lieber (1992)
provides an excellent example as she clearly adopts all three of the above
assumptions. Lieber (p.21) claims that “syntax and morphology are not separate
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10

components of the grammar, either in the sense of being two separate ‘places’
where words and sentences respectively are derived, or in the sense of being two
(at least partially) distinct sets of principles (Sproat 1985; Baker 1988[a])”.
Instead, she claims that both words and sentences can be formed within a single
modular framework with the appropriate principles. The formation of words can
be accounted for (with some modifications) within the X-bar framework proposed
for the formation of clauses by Jackendoff (1977), Chomsky (1981) and Stowell
(1981). The position of a word’s head within this X-bar framework depends on
the parameter selected by a particular language (see Lieber 1992, chapter 3). X-
bar theory provides the modular framework for word formation, but it is not
enough as Lieber (p.77) states:

[...] X-bar theory alone cannot account for everything that is relevant in
the construction of complex words. X-bar theory determines the position
of the head in words and sentences, but it says nothing about the actual
mechanism that effects labeling of nodes within words, that is, the process
by which categorial information and other features are projected up from
lexical entries to produce fully labeled word structures.

In order for the appropriate features to be passed on from one node to another
within the X-bar framework, Lieber proposes two distinct processes. The first,
which is the one of most interest in this discussion, is feature percolation. This
process allows for the morphosytntactic features of the head to “percolate” up to
the dominant node. The second process, which I do not address here, is
inheritance, which ensures that argument structures are passed on from one node
to another.

This condensed discussion of Lieber 1992 should provide enough
background to explain how a word like bakers is formed within this morpheme-
based framework. In line with the major assumptions of a morpheme-based
theory outlined above, Lieber assumes that the forms bake, -er and -s are all
morphemes and that they all constitute linguistic signs, as indicated in (1). In
addition, each of these forms has its own entry in the lexicon. Since all of these
are considered to be signs, and signs are comprised of indivisible features, all
idiosyncratic phonological, grammatical and semantic features are part of this
entry.
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First consider the formation of the word baker, which is comprised of the
verb bake and the agentive suffix -er. Following Lieber’s framework (see 1992,
chapter 3), this formation would look (roughly) like the following:

@ 51:1] —

[V] er
[N] ——

The diagram in (2) illustrates the combining of the morphemes bake and -er. The
morpheme bake is of the lexical category V, and -er is of the category N.
Assignment of heads within a word is parametrically determined; for English it is
(generally) the rightmost element. This would indicate that -er is the head in (2).
The lexical category features of -er are passed on to the higher node via the
process of feature percolation, hence the dominant node marked is marked N
indicating that the combined morphemes bake and -er are of the category N.

The above example contains an independent stem combined with a
derivational affix. Lieber claims that the morphosyntactic features of derivational
morphemes can percolate to the next highest node. Inflectional morphemes,
however, do not contain full categorial signatures like derivational morphemes.
Lieber (p.112) states that:

Only stem, bound bases, and derivational affixes will have full categorial
signatures. Inflectional affixes will be marked only with individual features
for which they contain specified values. [...] Features from inflectional
morphemes can never override features from their bases, but can only fill in
values unspecified in the categorial signatures of their bases. Inflectional
word formation is therefore additive in a way that derivational word
formation and compounding are not. A corollary of this is that while
dertvational affixes may or may not be heads of their words, inflectional
affixes will never be heads.

Now consider an example involving an inflectional affix:
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3) — 5 [ N]

[V] er s
[N] [+p]]

The diagram in (3) illustrates the formation of bakers from the stem baker. The
diagram indicates that the inflectional suffix -s contains the feature [+ plural], and
is marked to attach to stems of the category noun. The stem baker does not
contain the feature [+ plural] and, as a result, this feature is able to percolate to the
dominating node. Inflectional morphology is not, by nature, category-changing.
Thus, the category of the stem baker percolates to the dominant node of bakers,
and the form remains a noun.

Now that we have seen a brief illustration of word formation using
Lieber’s (1992) morpheme-based theory of morphology, I turn to a discussion of
Lexeme-Morpheme Base Morphology and indicate how the formation of the
same word, bakers, would take place.

2.2 The Lexeme-Morpheme Base Model

As outlined in the previous section, the general assumptions in a
morpheme-based model of word formation are: (i) the morpheme is the minimal
element in word formation; (ii) the morpheme constitutes a linguistic sign; and (iii)
all morphemes are found in the lexicon. Beard’s (1995) theory of Lexeme-
Morpheme Base Morphology, and other lexeme-based theories such as Aronoff
1976, 1994, and Anderson 1992, argue against all of these assumptions, as word

formation is viewed in terms of two distinct entities: the morpheme and the
lexeme. I will take these three assumptions as my focus of comparison between
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the morpheme-based approach and LMBM. I then discuss the details of Beard’s
model referring occasionally to specific points from other lexeme-based theories.

LMBM theory differs from all three general assumptions of a morpheme-
based theory, as we will see in section 2.2.1. First, Beard argues that the
morpheme is not the minimal element in a grammar, but rather both lexemes and
morphemes constitute minimal elements. The distinction between lexemes and
morphemes correlates with open-classed and closed-class elements respectively.
The lexeme is the minimal element within an open class while the morpheme is the
minimal element within a closed class.

With respect to the second assumption, Beard claims that it is the lexeme
and not the morpheme that constitutes a linguistic sign, the reason being that
only the lexeme is comprised of mutually implied phonological, grammatical and
semantic features. The morpheme is not considered to be an indivisible set of
features, but is rather the phonological marking of a grammatical or semantic
operation on a stem. The morpheme is comprised of phonological features only,
not grammatical or semantic features.

Finally, Beard claims that only open-class items, i.e. lexemes, are contained
in the lexicon. The operations involving grammatical features are found in the
grammar, operations involving semantic features are found in the semantic
component, and the morphemes themselves are stored in, or produced by rules of,
the Morphological-Spelling Component. There are no morphological items and
no morphological spelling rules in the lexicon.

The fact that LMBM differs on all three major assumptions of a morpheme-
based theory is a preliminary indication that this theory takes a radically different
approach to word formation than theories put forward by Lieber (1981, 1992),
Selkirk (1982), Scalise (1984), Sproat (1985), DiSciullo and Williams (1987) and
Baker (1988, 1996). In the following sections, I provide a condensed discussion
of the mechanics involved with the LMBM framework.

2.2.1 Lexeme vs. Morpheme

At the core of LMBM theory is the fundamental distinction between
lexemes and morphemes. Beard (1995:44) defines lexemes as “direct associations
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of properly specified sequences of phonemes, grammatical features, and semantic
intensions, that is, noun, verb, and adjective stems”. In other words, the
phonological, grammatical and semantic features of a lexeme are mutually implied
and “form an integral unit at every stage of derivation. This prohibits the
insertion of derivation material between them by any derivational rule”
(Beard:57). All open-class items are lexemes, and a lexeme represents the base
form of a word before any lexical or inflectional operations have taken place.
Returning to the example of bake in (1a), the lexical entry of this lexeme
from an LMBM perspective would coincide with that of a morpheme-based
approach as all of the lexeme’s features are mutually implied. The example in (1a)
is repeated below, as its representation within the LMBM framework is the same:

4) bake
([beik] ) phonological features
[+V] r grammatical features
lto cook food in dry heat) semantic features

All of the features in (4)—phonological, grammatical and semantic—form an
indivisible unit and, therefore, constitute a linguistic sign. Only lexemes are
linguistic signs and, according to Beard, only lexemes are stored in the lexicon.
Thus, we would expect to find only nouns, verbs and adjectives in the lexicon
and not affixal material.

The term morpheme in LMBM theory has a completely different
interpretation than that discussed for morpheme-based approaches in section 2.1.
Beard’s (1995, chapter 2) claim that lexemes and morphemes are two completely
different types of elements stored in separate components is, in part, driven by the
fact that they have such distinct properties. First, lexemes, i.e. open-class lexical
items, are always phonologically specified. There are no “zero lexemes”.2 On
the other hand, zero morphemes are not uncommon cross-linguistically. This
leads into the next point. Bound-morphemes always presuppose lexemes and

2This statement is not without controversy. Beard refers to Mel’¢uk
(1979) and Anceaux (1965) for analyses of zero lexemes in Russian and
Nimboran respectively.
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never the other way around. Morphemes essentially modify the phonological
representations of lexemes and therefore it is both logical and necessary that
lexemes always precede any morphology. Third, while lexemes are open classes,
affixes are always closed classes and never undergo the same lexical and
inflectional operations as lexemes. And finally, lexemes are always listable items.
They are never operations or rules like affixes.

Beard argues that morphemes, which are closed-class items such as bound
affixes and clitics, are not indivisible units comprised of mutually implied
phonological, grammatical and semantic features, as is assumed in morpheme-
based theories of morphology. Rather, they are “modifications of the
phonological form [...] of lexemes” (Beard:44). These modifications
phonologically mark the addition of some grammatical and/or semantic feature to
a stem by modifying the phonological form of a stem. Thus, the diagram given for
-er in example (1b) is incompatible with the LMBM framework. The term

morpheme refers only to the phonological features [or], as shown in (5):

5) -or
{[or]} phonological features (morpheme)
NVEIZD grammatical features
{someone who does V} semantic features

As the individual curly brackets in (5) indicate, the suffix -or is not comprised of
indivisible features, as was the case for the lexeme bake in (4). As we will see in
the following section, each of these features are associated with a separate
component in the grammar and are distinct from each other. With respect to the
term morpheme, it is indicated in (5) that the morphemic element is associated

with the phonological features only. It does not refer to the grammatical or
semantic features in (5), but rather signals that these features have been added to

a particular stem.

Beard splits morphemes into two types: bound grammatical morphemes
and free grammatical morphemes. The former he defines as the “modifications
of the phonological form [...] of lexemes” (p.44). This encompasses prefixation,
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suffixation, infixation, reduplication and other phonological processes performed
on a stem. Beard defines free grammatical morphemes as “independent items
requiring syntactic positions, which cannot be assigned by the lexicon. [...]
[They] must also be stored in an autonomous morphological component but
somehow distinguished from bound morphemes” (p.44). These include items
such as clitics, prepositions and articles.

2.2.2 Lexical and Inflectional Operations

Many linguists follow the SPLIT MORPHOLOGY HYPOTHESIS (a term coined
by Perlmutter (1988)) in assuming that derivational and inflectional morphology
take place at different levels in the grammar, respectively the lexicon and syntax
(Matthews 1972; Aronoff 1976, 1994; Anderson 1982, 1992). Numerous
arguments have been put forward throughout the literature in support of a
distinction between derivation and inflection. The major defining points between
derivational and inflectional morphology are outlined in section 3.4.2.

Beard (1995) also views derivation and inflection as taking place at
different levels in the grammar, but he claims that “bound derivational morphemes
do not differ in any significant respect from inflectional ones” (p.46). Beard
views derivation and inflection in terms of operations on a stem and labels these
“lexical derivation” and “inflectional derivation” respectively. In order to avoid
any confusion with the traditional use of the term “derivation”, I will use the
terms lexical operation for Beard’s “lexical derivation” and inflectional
operation for his “inflectional derivation”. Grammatical features are realized
through lexical and inflectional operations. The component responsible for these
operations is either the Lexicon (lexical operations) or the Syntax (inflectional
operations). (The Semantics component is responsible for any semantic
operations, but I will not address this aspect of word formation in this work.) A
partially constructed representation for a LMBM model of grammar is given in (6)
(Beard 1995:45 with some modifications and omissions):
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6) base rules
lexical insertion
l lexical operations (but not affixation)

d-structure

| inflectional operations (but not affixation)
l movement rules

S-Structure

\J

If we apply the schema in (6) to the example bakers, the lexeme bake is selected
from the lexicon and first undergoes a lexical operation in which the grammatical
feature [+N] is added. There is no phonology added at this point, only the
grammatical feature. Once all lexical operations have been completed, the form
reaches the level of D-Structure. It then undergoes an inflectional operation in
which the feature [+pl] is added. Again, only this grammatical feature is added,
and not any phonology. Once all inflectional operations have been completed,
the form reaches the level of S-Structure. At this point the list of grammatical
features for bakers is complete and no further operations on the grammatical
features take place. I will illustrate the lexical and inflectional operations on the
grammatical features of the lexeme bake as follows:

@) [beik]
[+V]

l lexical operations

[beik]
[+V] + n[ V1]

| inflectional operations

\!

[berk]
[+V] + n[v[1] + [+pl]
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While lexical and inflectional operations take place in different
components of the grammar (the lexicon and the syntax respectively), Beard
argues that the resulting bound morphemes do not differ in any significant way.
The phonological marking of grammatical operations are produced by a single
component, regardless of whether the operations are lexical or inflectional. Beard
refers to this as THE INTEGRATED SPELLING HYPOTHESIS, and he labels the
component responsible for phonological operations the Morphological-Spelling
Component.

2.2.3 Morphological Spelling Component

The actual realization of morphemes in LMBM is termed morphological
spelling. Beard (1995) makes a very clear distinction between phonological
affixation and lexical/inflectional operations. This distinction is referred to as the
SEPARATION HYPOTHESIS, which “implies that morphological spelling has no
access to the internal workings of [lexical and inflectional operations]; it operates
in true modular fashion, solely on the output of [these] rules” (Beard 1995:50).
These spelling operations simply signify that a lexical or inflectional operation has
taken place. The outcomes of these spelling operations, such as affixes and
phonological modifications of stems, are morphemes. Morphemes are realized by
a distinct morphological component, referred to as the Morphological Spelling
Component or MS-component. The MS-component operates on a stem, spelling
out operations concatenatively. It must be able to access the grammatical,
semantic and phonological representations of the stem. It can operate on the
phonological representation at the phonological level; however it cannot operate
on the grammatical and semantic representations. It can only read them. If we
add on to Beard’s model presented in (6), morphological spelling operations

occur after all lexical and inflectional operations have taken place (Beard 1995:45
with some modifications and omissions):
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® base rules
lexical insertion
J lexical operations (but not affixation)

d-structure

| inflectional operations (but not affixation)
d movement rules

S-Structure

\

morphological spelling (affixation, reduplication, etc.)
phonology

Returning to the example bakers, in the previous section it was noted that at the
S-Structure level, the lexeme bake had undergone a lexical operation and an
inflectional operation. The next step after S-Structure is morphological spelling,
which is realized through the MS-Component. The phonological, grammatical
and semantic features of the lexeme are never separated during any stage of word
formation since the lexeme bake is a linguistic sign. However each of these
features can be accessed individually for various types of operations. The lexical
and inflectional operations that take place on bake operate only on the
grammatical features of the lexeme. The morphological forms marking these
operations are realized after S-Structure when morphological spelling takes place,
as shown in (9):
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©) [berk]
[+V]

l lexical operations

[beik]
[+V] + N{vl]]

] inflectional operations

!

[beik]
[+V] + N[ vl 1] + [+pl]

| morphological spelling operations

l

[beik] + [o1]
l

[berkor] + [z]
2

[betkorz]

While the MS-Component is able to read the results of the lexical and inflectional
operations, this component cannot access the grammatical features of the form. It
can determine that a lexical operation with the feature [+N] has taken place, and
subsequently modifies the stem of the lexeme bake to indicate that such an
operation has taken place. In this case, the suffix [or] is added to the stem.
Likewise, the MS-Component determines that an inflectional operation with the
feature [+pl] has taken place and the stem [beikor] is modified with the addition
of the suffix [z], resulting in [beikorz].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



21

2.3 Why Lexeme-Morpheme Base Morphology?

In the previous two sections I discussed and compared both morpheme-
based and lexeme-based approaches to morphology. The reason for the
comparison was, in part, to provide the background for this section where I
discuss one major advantage of LMBM over morpheme-based theories.

There are a number of cross-linguistic morphological patterns that are
problematic for a morpheme-based approach to morphology. What is often found
when examining the morphology of a particular language is that form and
function do not always show a one to one correspondence. For example, in both
English and Nxa?amxcin we can find forms where more than one morpheme is
linked to a single function. The plural form of child in English is one example.
Two separate processes take place when this form is marked plural. First, there is
a vowel change from [ai] to [1]; second, there is the addition of the suffix -ren,
resulting in [Ciljron]. The following Nxa?amxcin example also illustrates this
kind of morphological asymmetry:

(10) tox"mintn
tox¥-min-tn
sew-INS-INS
thread Kinkade 1981a:20

Both -min and -t are glossed as instrumental suffixes. In (10) we have one
function, instrumental, linked with two forms, -min and -tn.

Conversely, it is possible for one morpheme to be linked to a number of
different functions. In the Nxa?amxcin example in (11), person, number and
grammatical function can be represented by a single form.

(11) ?omcinn
Pom-t-si-nn
feed-TR-2s0-1sS
I feed you. 90.N206
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The suffix -si represents (i) 2nd person, (ii) singular and (iii) object function, while
the suffix -nn represents (i) 1st person, (ii) singular and (iii) subject function,
illustrating that multiple functions can be associated with one form.

Another problem for morpheme-based theories is zero morphology:
meaning is present but there is no corresponding form. For example, some
English resultative nominalizations require affixation while others do not:

(12) Resultative Nominalization

Affixed Unaffixed
a paint-ing  a state-ment aslice
an etch-ing a declar-ation aroll
acarv-ing  a confess-ion a find Beard 1995:26

In (12), “slice’, ‘roll’ and ‘find’ are nominalized without any overt marking to
represent this function. The most common occurrence of zero morphology in
Nxa?amxcin is the 3rd person absolutive. 3rd person intransitive subjects and

transitive objects are never overtly marked, as shown in the following examples:

(13) taqqlx

taeqeqlx
Sit(sg.)*0Cesit(sg.)-(3AB)
S/he sat down real fast. 89.64
(14) wiras ?dmn
fom-t-n
Just got through doing  feed-TR-(3AB)-1sS
I already fed her/him. 90.115

Example (13) contains an intransitive predicate with a third person subject. While
the grammatical features for third person intransitive subject are interpreted in this
construction, there is no overt phonological marking to indicate that the subject is
third person. Example (14) contains a transitive predicate with a third person
object. Again, the grammatical features are present but there is no phonology
present to indicate third person transitive object.

Conversely, it is possible for a form to be present without any associated
meaning. Such forms are referred to as empty morphology. In the following
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English examples the suffix -al appears optionally and has no semantic or

grammatical relevance:

(15)

dram-at-ic(al)
syntact-ic(al)
class-ic(al)
histor-ic(al)
analyt-ic(al)
poet-ic(al)

Beard 1995:30

Leslie Saxon:p.c.

The same is true for the -x of kicx found in the Nxa?amxcin examples in

(18) and (19):
(16) Kkicc
kiecec

(17)

(18)

(19)

arrive*OCearrive-(3AB)
someone came

kicin

kic-1t-n
arrive-APP-(3AB)-1sS
I brought it to him.

kn kicx

Iss + arrive
I got here. I arrived.

kicxin

kicx-tt-n
arrive-APP-(3AB)-1ss
I delivered it to him.

EP4.61.4

JM3.125.3

IM3.4.8

W.7.263

Numbers (16) and (17) are, respectively, intransitive and applicative examples of

the predicate kic ‘arrive’. Numbers (18) and (19) also contain intransitive and

applicative examples of the predicate ‘arrive’ but this time with an unexplained

-x, resulting in the form kicx. To my knowledge, this -x does not contribute any

grammatical or semantic features to the form, and I therefore assume it is an

instance of empty morphology.

The above examples illustrate a number of possibilites of morphological

asymmetry: (1) more than one morpheme corresponding to one meaning; (ii) one
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morpheme corresponding to more than one meaning; (iii) a meaning but no
corresponding morpheme; (iv) a morpheme but no corresponding meaning. The
problem with morpheme-based approaches in these cases is tied in with the
general assumption that morphemes are assumed to be linguistic signs. If
morphemes are comprised of indivisible units of phonological, grammatical and
semantic features, how does one account for the fact that certain features do not
show a one-to-one correspondence or that some features are absent altogether?
As Beard (1995) points out, it is very difficult to do this without resorting to
additional stipulations.

Morphological asymmetry is not a problem for Beard’s LMBM theory. In
fact, as Beard notes, such lack of one to one correspondence is predictable in his
theory given that phonological, grammatical and semantic features are treated
separately. Take the example where more than one morpheme is linked to a
single meaning, as in (10). In LMBM this is simply a case of the morphological
spelling component using two suffixes to mark one lexical/inflectional operation.
Conversely, examples like (11), where one morpheme is linked to multiple
meanings, involve one spelling operation used to mark more than one
derivational/inflectional operation.

Zero morphology and empty morphology can also be accounted for within
the LMBM framework. Zero morphemes, like those found in (12), (13) and (14),
are instances of lexical/inflectional operations that do not trigger morphological
spelling operations. Empty morphemes, on the other hand, are morphological
spelling operations that do not mark any lexical/inflectional operations.

Morpological mismatches like those discussed above are found
throughout Nxa?amxcin. If one analyzes Nxa?amxcin word formation from a
morpheme-based perspective, these mismatches must be accounted for. Because
these mismatches fall naturally within LMBM theory, I have chosen to analyze

Nxa?amxcin word formation within this framework.

2.4 Summary
The various operations of Nxa?amxcin word formation discussed

throughout this work will be analyzed within the Lexeme-Morpheme Base
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Morphology framework. In this chapter I presented the major points central to
LMBM theory. This includes the fact that LMBM makes a clear distinction
between lexemes and morphemes, the former being linguistic signs and the latter
being phonological operations on a stem. These phonological operations mark
operations of word formation that add grammatical and semantic features to a
stem. The fact that LMBM separates phonological, grammatical and semantic
features in operations of word formation provides explanatory power with
respect to morphological asymmetry. The lack of consistent one-to-one
correspondence between individual phonological operations and
grammatical/semantic operations is neatly attributed to the fact that each of these

levels — phonology, grammar and semantics — can be accessed individually
without requiring representation on the other levels.
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Chapter Three
Levels of Word Structure

3.0 Introduction

In this chapter, I propose that there are three levels of morphological word
structure in Nxa?amxcin: the lexemic stem, the derivational stem, and the
inflectional stem. This is in contrast to Czaykowska-Higgins’ (1996, 1998)
analysis of three separate morphological structures in Nxa?amxcin word
formation. In the discussion to follow, I first present Czaykowska-Higgins’ three-
part phonological and morphological structure followed by my own three-part
morphological structure, arguing for a lexemic stem as the primary level of
morphological structure as opposed to the root. I then adopt Czaykowska-
Higgins’ analysis that the root is the primary level of phonological structure
based on evidence that certain spelling operations specifically target the root as
opposed to the lexemic stem. Finally, I outline the criteria [ use to determine
which operations take place at the derivational stem level and which at the
inflectional stem level.

3.1 Czaykowska-Higgins’ Analysis of Nxa?amxcin Word Structure

In her 1996 and 1998 papers, Czaykowska-Higgins investigates the
phonology-morphology interface in Nxa?amxcin “by analyzing the
morphological constituent structure and its interaction with phonology”
(1998:153). She determines that there is a three-part phonological and

morphological structure to Nxa?amxcin words, illustrated in (1) and (2)

respectively:1

1Glosses for Czaykowska-Higgins’ abbreviations are as follows:

ASP = aspect LS = lexical suffix RED = reduplication
ITR = intransitive O = object S = subject
LOC = locative PA = primary affix TR = transitive

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



27

(1) Phonological Structure

[pw ASP LOC RED [ps [pr VROOT RED}pr PALSLS [ TRO S | Ips Ipw
\ITR ASP J

(2) Morphological Structure

[vw ASP [ms LOC RED [yr YROOT]yr RED PALSlus LS [ TROS | Tvw
\ITR ASP )

Czaykowska-Higgins 1998:154

In the structures in (1) and (2) there are three separate domains: a root domain, a
stem domain, and a word domain. With respect to the phonological structure in
(1), the root domain includes root and the -C; and -C;VC, reduplicative suffixes.2
The phonological stem contains the phonological root and all remaining suffixes,
and the phonological word contains the phonological stem and all prefixes. The
morphological domains in (2) are not isomorphic with the phonological domains
in (1). The morphological root is comprised of just the root. The morphological
stem domain encompasses locative prefixes, reduplicative affixes, the
morphological root, primary affixes3 and some uses of lexical suffixes. The
morphological word includes the morphological stem and the remaining affixes.
(Note that the transitive, object and subject suffixes are in complementary
distribution with the intransitive and aspectual suffixes.)

I discuss Czaykowska-Higgins’ arguments for her divisions in both the
phonological and morphological structures below. While it is the latter that is of
primary interest in this work, I include a discussion of Czaykowska-Higgins’

2Czaykowska-Higgins refers to the C,-reduplicative morpheme (i.e. the
‘out-of-control’ marker) as a suffix, although it is analyzed as an infix operating
from the left edge of the root in Willett and Czaykowska-Higgins 1995 and
Czaykowska-Higgins and Willett 1997. I make the latter assumption in section
6.4.1.

3The term primary affixes refers to the morphemes marking the inchoative,
stative and autonomous (referred to as middle voice in this work) categories.
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phonological constituents as my own analysis of Nxa?amxcin morphological
structure supports Czaykowska-Higgins’ claim that the phonological and
morphological constituents are not isomorphic.

3.1.1 Phonological Structure

Czaykowska-Higgins uses the facts surrounding both retraction and stress
assignment to determine the boundaries of phonological structure illustrated in
(1), claiming that three distinct constituents can be distinguished. First, she
isolates the phonological root domain, stating (1998:175) that the rules governing
retraction within the root are different from those governing prefixes and suffixes.
Therefore, with respect to retraction, the root should be considered a separate
domain from the rest of the word. However, Czaykowska-Higgins does include
the reduplicative -C;VC; suffix within the phonological root domain since any
retracted segments within this suffix may in fact be a result of copying segments
that have already been retracted within the root. In addition, Czaykowska-
Higgins (1998:177) notes that when the reduplicative C;VC,-suffix is affixed to a
root, it “does not alter the stress properties of the Root, and therefore stress is
assigned in the word as if the reduplicative suffix were not there”.

The phonological stem, which contains the phonological root and all
remaining suffixes, is distinguished from the phonological word in that prefixes
are excluded. The boundaries of these domains have, like the phonological root,
also been established based on the properties of retraction and stress assignment.
Czaykowska-Higgins first points out (1998:178—179) that prefixes are subject to
optional regressive retraction while suffixes are subject to generally non-optional
progressive retraction. This suggests that prefixes and suffixes are each
contained within separate domains. Czaykowska-Higgins also points out that
stress-assignment takes place within the domain of the phonological root and the
following suffixes, and is never assigned to prefixes. This indicates that the
phonological root and subsequent suffixes should be considered a single domain
distinct from the prefixes. Thus, Czaykowska-Higgins includes all suffixes along
with the phonological root as part of the phonological stem, which itself
combines with the prefixes to form the phonological word.
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3.1.2 Morphological Structure

With respect to the morphological structure in (2), Czaykowska-Higgins
presents arguments to support her analysis of a morphological root, stem and
word level. She claims that the morphological root can be isolated as an
independent level based on the fact that certain affixes target the root only. In
addition to the morphological root, Czaykowska-Higgins argues for the existence
of two more constituents: the morphological stem and the morphological word.
She claims (1998:171) that the morphological stem “consists of all morphology
which is not relevant to the syntax and which represents the lexical content of a
Columbian word”. The morphological stem contains the locative prefixes,
reduplicative affixes, primary affixes, and the nonreferential uses of lexical
suffixes. Czaykowska-Higgins considers all of these morphemes to be lexical,
stating (1998:159-160) that “[1]exical morphemes are those which are not in any
way directly relevant to the syntax; this class includes some morphology that is
often referred to as derivational”. The morphological word, on the other hand,
contains morphemes that are of syntactic relevance. These include the aspectual
affixes, object and subject markers, transitive and intransitive suffixes, and the
referential uses of lexical suffixes.

The division between the morphological stem and the morphological word
marks a contrast between two separate uses of lexical suffixes: nonreferential
and referential respectively. For the first type, which appears inside the
morphological stem domain, the lexical suffixes “play no role in the syntax but
instead serve to specify or extend the lexical meaning of the Root to which they
are affixed” (1998:164). The referential lexical suffixes, which appear outside the
morphological stem, are considered to “function as morphosyntactic objects” in
that they “seem to satisfy an internal argument of the root and to have meanings
which are fairly concrete or referential” (1998:164).

Czaykowska-Higgins points out that the two functions of lexical suffixes
suggest that a lexical vs. grammatical (or morphosyntactic) distinction may be
more relevant in an analysis of the morphological structure of Nxa?amxcin
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words, as opposed to a derivational vs. inflectional distinction.4 The division
between lexical and grammatical/morphosyntactic morphemes in word formation
marks the boundary between the morphological stem and the morphological
word in the structure in (2). Czaykowska-Higgins defines morphosyntactic and
lexical morphemes as follows:

(3) Morphosyntactic morphemes
are relevant to the syntax; that is, they

i exhibit inflectional (configurational, agreement,
inherent, or phrasal) properties
or 1. reflect the syntactic frame or argument structure of a
stem
Lexical morphemes

change or extend the lexical meaning of a stem
Czaykowska-Higgins 1998:159

Czaykowska-Higgins makes it clear that her use of the term “morphosyntactic”
has much broader scope than that of “inflectional”. She writes (1998:159),
“[t]he morphosyntactic category as I am defining it includes morphemes that
reflect what are traditionally considered to be inflectional properties such as case,
number, gender, and aspect, but also includes morphemes that play some part in
determining or reflecting the syntactic frame or the argument structure of a Root.
In other words any entity that plays a role in the syntax is morphosyntactic,
whether that role is inflectional or functional”. In effect, Czaykowska-Higgins
argues that a derivational-inflectional distinction like that defined in Anderson
1982, 1988 cannot account for the dual behaviour of the lexical suffixes, thus, a
lexical-grammatical distinction has more explanatory value in this case.5

4Czaykowska-Higgins notes that the order of morphemes also supports a
lexical vs. grammatical/morphosyntactic distinction.

5Rice (2000) also takes an alternate view in her morphological analysis of
Athapaskan verbs. Instead of a derivational vs. inflectional distinction, Rice
distinguishes between lexical items and functional items. The former covers items
that are usually labelled derivational, while the latter includes some items that
have been considered derivational and others that have been viewed as
inflectional.
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3.1.3 Implications of Czaykowska-Higgins’ Analysis

Czaykowska-Higgins highlights two implications of her analysis for a
theory of grammar. First, the results of her investigation into morpheme
boundaries in Nxa?amxcin suggest that “the salient distinction in Columbian is
not between derivation and inflection [...], but is rather a distinction between
lexical and grammatical—{...] morphosyntactic—word formation” (1998:154).
Second, the fact that the phonological and morphological domains are not
isomorphic, as can be seen in (1) and (2), “presents clear evidence that
morphology and phonology are not ordered in the same component of grammar”
(1998:154).

The remainder of this chapter focuses primarily on the morphological
domains found in Nxa?amxcin word formation with a brief look at the
phonological status of the root. In the following section I propose an analysis of
morphological domains that differs from the one proposed by Czaykowska-
Higgins in (2). I adopt, however, Czaykowska-Higgins’ claim that the root is the
primary level of phonological structure in Nxa?amxcin. My analysis supports
Czaykowska-Higgins’ claim that the phonological and morphological domains in

Nxa?amxcin are not isomorphic.

3.2 An Alternate View of Word Formation in Nxa?amxcin

As just discussed, Czaykowska-Higgins (1996, 1998) claims that three
separate domains can be identified in Nxa?amxcin morphological structure.
These are the morphological root, the morphological stem (which contains the
root and all lexical morphology), and the morphological word (which contains the

stem and all morphosyntactic morphology). In this section I suggest that the
following three domains be recognized:6

6Glosses for the abbreviations are as follows:

ASP = aspect GR = grammatical relation PS = possessive
CTR = control NM = nominalization RL = relational
DIM = dimension NUM = number VAL = valence
DIR = directional PER = person VC = voice

POS = positional
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(4)  Lexemic Stem

[Lx (Y) VROOT (Z) Iix
(5)  Derivational Stem

[Ds NM DIR POS 4SP DIM CTR 4SP[1x (Y) YROOT (Z) JLx DIM ASP CTR VC RL VAL VC NM |pg

(6) Inflectional Stem

[1s PS MOD ASP NM [ps [Lx (Y) VROOT (Z) I x Ips (GR-PER-NUM | Jis
ASP

L »s J

The category labels in (5) and (6) indicate the order in which affixes produced by
the morphological spelling component appear. Those in italics represent
reduplicative and/or infixal spelling operations. Grammatical relation-person-
number, (suffixal) aspect, and (suffixal) possessive marking are each placed on
separate levels in (6) as they are mutually exclusive.

If we compare the notationally expanded structure in (4) to (6) with
Czaykowska-Higgins’ in (2), we see that these analyses do not share an identical
domain.? In the sections to follow, I adopt Czaykowska-Higgins’ claim that the
root must be viewed as an independent phonological domain in Nxa?amxcin
word formation. With respect to morphological structure, however, [ propose an
alternate analysis. First, I suggest that a lexemic stem domain be recognized as
opposed to a root domain. This lexemic stem contains the phonological
representation of a lexeme, in essence the phonological root plus any reanalyzed
morphology. I subsequently maintain, following Czaykowska-Higgins, that a
root stem must be recognized at the phonological level. I then compare my

7The terminology used for the lexical and inflectional affixes in this
dissertation differs somewhat from the terminology used in the work of
Czaykowska-Higgins. For explanation of the terms used in this dissertation, see
particularly chapters 6 and 7.
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derivational and inflectional stem levels with Czaykowska-Higgins’
morphological stem and morphological word. In choosing to observe the
derivational vs. inflectional distinction as opposed to Czaykowska-Higgins’
lexical vs. morphosyntactic distinction, the proposed division between
derivational and inflectional categories is strikingly different from that between
Czaykowska-Higgins’ lexical and morphosyntactic categories. I provide a list of
cross-linguistic criteria used to determine if an operation is derivational or
inflectional, and I use these criteria to support the derivational and inflectional
stem levels proposed in (5) and (6).

3.3 Root vs. Lexemic Stem

I have assumed in (4) that the primary level of morphological word
structure is the lexemic stem. Such a stem comprises the phonological features of
a lexeme, as defined in section 2.2.1. As indicated in (4), this lexemic stem
contains at the very minimum a root, which has traditionally been treated as the
primary level of morphological word structure in the Salish family. Before delving
into reasons why I choose the lexemic stem over the root as the primary level of
structure, it is important to establish clearly the difference between the two.

Aronoff (1994:5-6) claims that the term root has had a number of different
uses in the linguistic literature in addition to its traditional use. In this work I
adopt Aronoff’s (1994) definition of root, which appears to be in line with
traditional views. According to Aronoff (p.40), “roots are purely sound forms [...]
one might say that root [...] abstracts away from all morphology. The most
important thing about roots [...] is that they be morphologically unanalyzable. A
root is what is left when all morphological structure has been wrung out of a
form.”

The diachronic root shape for the Salish family is CVC (Thompson 1979a)
and this is the canonical root shape for Nxa?amxcin. While the vast majority of
roots are of the form CVC, other shapes are possible. Czaykowska-Higgins
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(1993a) lists the following root types found in the available data on
Nxar?amxcin:8

(7)  Root Types found in Nx

2 - C Roots 3 - C Roots 4 - C Roots
CVC ~550 CVCC 92 CVCVC 15 CCvCC 4
CoC ~650 CoCC 87 CoCVC 37 CoCVCC 4
CCv 2 CCVC 19 CVCC 4 CVCCVC 4
CcvCcv 10 CCoC 4  (CaCoC 4 CoCCVC 3
CoCV 4 CcvCcv 1 CaCCaC 3
CVCCoC 15
CVCVCVC 5

Czaykowska-Higgins 1993a:219

Looking at these forms, we see that an overwhelming majority are of the shape
CVC (schwa inclusive). This consistency in shape no doubt largely contributes
to the fact that the root can be easily isolated in a word and has a history of being
viewed as the primary morphological element within morpheme-based analyses of
Salish languages.

The lexemic stem, on the other hand, is very inconsistent in shape. This
stem is the phonological base of a lexeme. It may comprise simply a root, as in
(8a), or a root plus any one of a number of reanalyzed morphemes, as in (8b):

(8) Lexemic Stems

a. Simple Root b. Root Plus Reanalyzed Morphology
[Lx YROOT }ix [1xY VROOT Z Jix

8Czaykowska-Higgins distinguishes between schwa and the full vowels
for the purposes of her analysis of stress assignment. Since this distinction is not
relevant to my own work, I use the abbreviation CVC generically in this work to
include both full vowels and schwa.
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The additional segments in (8b) have synchronically become part of the lexeme’s
phonological representation. These segments can appear at the left or right edge
of the root, or within the root itself.

In the following section I outline reasons why the lexemic stem should be

viewed as the primary level of morphological structure in Nxaramxcin as
opposed to the root.

3.3.1 The Lexemic Stem
The need for recognizing a lexemic stem has been put forward by a

number of Salishanists working in the area of word formation.9 Hess (1993:113),

in his analysis of Lushootseed verb stems, writes:

The root is easily discernible in the vast majority of Lushootseed verbs;
however, it is the stem and not the root that is the basic descriptive unit of
that verb. The descriptive primacy of the stem has gone unnoticed for
many years due to the salience of the root (almost always CVC) which
attracted (or distracted) the researchers’ attention and because several
stem classes turned out to have identical shapes in most utterances
effectively camouflaging significant differences among them.

N. Mattina (1996) follows Hess’s approach in her study of word formation in
Okanagan, stating (p.15-6):

Because of the importance of the canonical (C)CVC(C) shape in defining
Salish roots, we cannot equate the Salishan root with the general term
lexeme, as we can in many other languages. The most obvious reason for
this is that there are many lexemes that do not have the canonical shape of
aroot. These are forms that are wholly or partially unanalyzable by
speakers, but which speakers nevertheless recognize as words.

While the phonological representation for many Nxa?amxcin lexemes is
the root itself, for some lexemes this is not the case. There are numerous examples
in Nxa?amxcin whereby a root and some additional morphology are reanalyzed.
These additional reanalyzed segments were at one time prefixes, suffixes, infixes,
or segments resulting from phonological operations such as reduplication, which
cooccurred with a particular root. As Black (1996:236) notes in her discussion of

9Michelson’s 1990 analysis of Oneida also acknowledges the need to
recognize such stems in an analysis of word formation.
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Spokane morphology, “[t]he process of reanalysis is limited to the extent that
forms are reanalyzed only on analogy with an existing morphological structure”.

Bybee (1985:88) claims that “[t]wo absolute determinants of autonomy
are semantic and morphophonemic unpredictability. If a word is not derivable by
general semantic, morphological and phonological rules from some other word or
stem, it must have its own lexical entry and be autonomous.” It is these
autonomous forms that are found at the lexemic stem level. In the following
sections I discuss three reasons why this level should be recognized in
Nxaramxcin word formation. A lexemic stem level would account for (i) the
semantic noncompositionality of certain forms; (ii) the consistent cooccurrence of
certain morphemes and roots; and (iii) the appearance of morphemes in unusual
positions.

3.3.1.1 Noncompositional Semantics

There are a number of Nxa?amxcin stems for which the combined
semantics of the root and morphemes do not reflect the interpretation of the form
as a whole. In other words, the meaning of the stem cannot be derived from the
combination of its parts. From a semantic perspective the stem is
noncompositional. Some examples of this type of stem are given in (9) to (11):

9 kn c-nak’$rm
1ss + DIR-swim
I swam back across. Y14.166

(10) sacnk¥namx
sac-nk¥anam-mix
IM-sing-IM-(3AB)

S/he is singing. EP4.56.12
(11) nt’al’ana?
wolf Kinkade 1981a:95

Each of the above examples contain a lexemic stem within which a prefix, a root
and a suffix can be recognized. These roots and affixes are not specific to these
stems as they also appear elsewhere. Consider first example (9) which contains
the stem nak’srm- ‘swim’. In this form we can identify the prefix na- ‘in’, the
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root VK’er ‘cut’, and the suffix -m, ubiquitously glossed as middle voice
throughout the Salish literature. This stem is semantically noncompositional as
we cannot derive the meaning ‘swim’ from the individual semantics generally
associated with its parts (‘in’, ‘cut’ and middle voice). Example (10) presents a
similar case. The stem nk"ndm- ‘sing’ appears to be comprised of the prefix n-
‘in’, the root Vk¥an which means grab’, and the suffix -am which could be
glossed as middle voice.10 Again, the combined semantics do not reflect the
actual meaning of this stem. In example (11), nt’al’dna? ‘wolf’, we can identify
the prefix n- ‘in’, the root Vt’al’ ‘tear’, and the bound stem =4na? ‘ear’. The
meaning ‘wolf’ cannot be systematically derived in this case. A learner hearing
this word for the first time would not be able to determine that the meaning is
‘wolf” based solely on the semantic sum of its parts. According to Bybee
(1985:88) this unpredictability of meaning is an indication that the form is
autonomous and must have its own lexical entry.

As the examples in (9) to (11) have shown, forms that appear to be
morphologically compositional are not necessarily semantically compositional.
Because stems like nak’srm- ‘swim’, nk*ndm- ‘sing’ and nt’al’dna? ‘wolf’
contain more than the basic root, but do not involve any synchronic derivational
or inflectional operations, the root cannot be the primary level of morphological
structure in these words.

3.3.1.2 Cooccurrence of Morphemes and Roots
There are a number of roots in Nxa?amxcin which, at the synchronic level,
never appear independently of certain affixal material or bound stems. Because

these roots cannot be separated from these additional phonological segments,
these segments must be included as part of the lexeme’s phonological

representation. Some examples are given in (12) with suggested diachronic
analyses:

10While Kinkade (1983a:9) analyzes this root as ending in a stressed vowel
(Vk"n4), T assume that this form involves the root Vk¥an followed by the
anomalous suffix -am, which marks the middle voice category for this root alone
as opposed to the usual -m suffix. I discuss this further in section 6.2.2.1.
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(12) a. txot’ ‘take care of, keep’
(t- locative, Vxot’ c.f. Thompson VxoX’ ‘care for’)11

b. k’Yu?t ‘end’

(-2- inchoative, Vk’Vut <)
C. mox¥t ‘laugh’

(Vmax™ 0, -t stative)

d. y’aq’lx ‘peek’
(Vy’aq’ ‘P, -ilx middle)

€. tot’p ‘bounce, jump’
(Viat’ from Proto-Salish * tat’ ‘jump, hop, skip’, -p inchoative)12

f. t’aq’%cin ‘holler, shout’
(Nt'aq’™ ?°, =cin ‘mouth’)

g. k’thcay’ ‘try to fool, tease’
(k’#- locative, Vhe [intermediary vowel unclear] ‘?’, =ay’ ‘?’)13

None of the roots listed in the above examples (Vxot’, Vk’¥ut, Vmox¥, Vy’aq’,
Viot’, \/t’eq’w, \/hc) ever surfaces without the additional reanalyzed segments
found in each form in (12a-g). Thus, the forms given above represent the
phonological representations of seven different lexemes (txat’, k’*urt, mox™t,
y’aq’Ix, tot’p, t'aq’¥cin, k’thcay’). The speaker can only be aware that these are
phonological representations of the lexemes if these additional segments are
included in the lexical entry. Again, a lexemic stem level (as opposed to root stem

level) is required in order to account for these forms in Nxa?amxcin word
structure.

3.3.1.3 Morphemes in Unusual Positions
While there is some freedom of word order in Nxa?amxcin syntax, there is
a rigid order for morphological spelling operations. The speaker does not have

11The Thompson form is taken from Thompson and Thompson 1996:393.

12This Proto-Salish form is taken from Kuipers 1981:81.

13] have marked =ay’ as a bound stem because Kinkade (n.d.) includes it
in his list of lexical suffixes (which I am labelling bound stems in this work). The
semantics of this stem is no longer recoverable.
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the option of placing morphemes in varying positions. Scattered throughout the
data, however, are forms in which identifiable morphemes surface in unexpected
positions. Examples appearing to contain four separate morphemes (-min
relational, -xit applicative, -tuft applicative, and -m which is generally glossed as
middle voice) are given below:

(13) katxmoenadlt k’l  sxalwi?s
katxmin=alt sxalwir-s

give=child-(3AB) LOC husband-3Ps
She gave her child to her husband.

(14) .. kva? kn  tawxtdlt
tawxit=alt
and + 1sS  buy=child
... and I bought my children something.

(15) wak“tulna?ntwax>
wak"tutt=ana?-nt-wax"
hide=all over-TR-RC-(3AB)

They hid from each other. EP4.54.1
(16) kihan’a? ?aci wak"madlt
wak¥m=alt
girl DET  hide=child-(3AB)

[The girl kept her baby private/out of the public eye.]

All of the above examples are similar in that they are all bound stem compounds
and there appears to be a suffix surfacing inside the bound stem, as opposed to
the right edge of the bound stem where it would usually surface. Compare the
above examples with the following bound stem compounds in which the same
suffixes surface to the right of the bound stem, as expected:

(17)  kckdlq*minct
k-cok=alq"-min-nt-cut
POS-hit=tree-RL-TR-RF-(3AB)

[S/he bumped into a tree.] Y18.141
(18) Agatha tawenxce wa Moyatat t st’dk’¥m
taw=cin-xit-s
Agatha buy=mouth-ApPP-(3AB)-3ER WA Moyatat OBL carrot

Agatha bought a carrot for Moyatat.
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(19) nckvakstiin
n-cok%¥=akst-tutt-n
POS-pull=hand-aprP-(3AB)-1sS
I pulled it away from her/him. W5.53

(20) c’ox¥c’oxValtm Chuck
c’ox¥c’oxV=alt-m
advise=child-m-(3AB) Chuck
[Chuck talked to the children (tried to influence them to live a better life).]

91.109

If morphological spelling operations are ordered in Nxa?amxcin, the
examples in (13) to (16) pose a problem since the apparent relational and
applicative suffixes are not in their usual position. One cannot assume that the
suffixes -min, -xit, -tutt, and -m have been synchronically fused with the stems
kalx, taw and wak" in (13) to (16) as these stems generally occur without these
suffixes. In addition, -min, -xit and -tu#t are clearly not marking grammatical
features in (13) to (15). (As for (16), it is often difficult to determine what function
is associated with the suffix -m.) The relational marker -min always precedes a
valence-changing marker creating bivalent stems (e.g. transitive, causative), yet
no such marker is present in (13). The applicative suffix -xit marks a valence-
changing operation creating bivalent stems, yet the predicate in (14) is
intransitive. The applicative suffix -tu#t never cooccurs with the transitive marker
-nt as -tutt itself marks an operation creating bivalent stems, yet both -tu#t and -nt
cooccur in (15).

Given that the suffixes -min, -xit, -tutt, and -m usually surface to the right
of bound stems, and that the first three do not appear to have any active function
in (13) to (15), I assume the stems kalxmin, tawxit, wak*tutt, and wak”m in (13)
to (16) are lexemic stems.14

While I have argued for a lexemic stem as opposed to a root stem as the

primary level of morphological structure in Nxa?amxcin, the concept of the root

14The idea that for a given lexeme more than one stem may be available for
word formation has been proposed by Aronoff (1992, 1994). He illustrates that
the Latin future active participle is formed on the stem of the perfect (passive)
participle as opposed to the verb root.
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cannot be abandoned altogether. In the following section I argue that it is the
root that is primary at the level of phonological structure in Nxaramxcin.

3.3.2 The Phonological Root

Czaykowska-Higgins (1996, 1998) claims that a root domain is the primary
level of both phonological and morphological structure in Nxa?amxcin word
formation. In the previous section, I argued for a lexemic stem as the primary level
of morphological structure in Nxa?amxcin. In this section, I adopt Czaykowska-
Higgins’ claim that the root is the primary level in Nxa?amxcin phonological
structure.

Given Aronoff’s definition of root introduced above, in the study of word
formation one would expect to find one root per word (excluding compounds)
since it is defined to be “morphologically unanalyzable”. Consider the following
examples containing the root Veak “hit (by throwing)’:

(21) cokncés t XA it

cok-nt-sa-s

hit-TR-1S0-3ER OBL rock

S/he hit me with a rock. 90.227
22) t John ci scakstiims

s-cok-stu-m-s
OBL John SUB IM-Ait-TR-1S0O-3ER

It’s John who’s hitting me. 92.223
(23) slépas nacakkninn
na-cd*kek-nun-n
MOD POS-hit*OC*hit-LC-(3AB)-1sS
I might hit s.t. accidentally. 90.45

While examples (21) to (23) all have different surface forms, they share the same
root Vcak “hit (by throwing)’. [cok] is the phonological form of the lexeme HIT. It
contains no phonological representations for lexical or inflectional operations,
and cannot be dissected any further for morphological content.

Now consider examples like (24) to (26) which contain the predicate

‘swim’:
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(24) kn  c-nak’$rm

1sS + DIR-swim

I swam back across. Y14.166
(25) nk’srméaxix’cin

nk’srm-at-xx’cin

Swim-CN-horse

[S/he swam a horse across. | Y6.376
(26) s-nek’or*korm-mix Ix

IM-SWimeAUG*swim-IM-(3AB) + PL

[Several people are swimming. ] IM3.2.1

As examples (24) to (26) illustrate, the phonological representation of the lexeme
SWIM is [nak’drm]. From a diachronic perspective, this stem appears to be
comprised of the prefix na-/n-, which marks the positional meaning ‘in’; the root
VK’or which, diachronically, is most likely the root Vk’ar ‘to cut’; and finally the
suffix -m, generally labelled middle voice. In the above examples we see that the
stem nak’drm is targeted for prefixation marking the cislocative in (24), and for
compounding in (25). In (26), however, it appears that the initial segment of the
stem, [n], is bypassed when reduplication takes place. These examples show that
with respect to morphological spelling operations, two stems must be isolated
within the phonological representation of the lexeme swiM. The first is the root
Vk’or; the second is the lexemic stem nak’srm. If the phonological representation
of the lexeme SWIM is nak’drm, how can the segments [k’ar] be isolated as a base

for morphological spelling operations, as appears to be the case with the
reduplicated form in (26)?

In cases like this, not just any segments can be isolated and targeted for
morphological spelling. It is specifically the root that constitutes the base for
word formation within the lexemic stem. This is evidenced in English examples
like understand vs. understood where the root Vstand is clearly salient with the
past alternate being marked in identical fashion with the verb stand. It has been
widely observed that roots are distinctive and unique across languages.

Beckman (1999:183-184) notes that “[c]ross-linguistically, root morphemes
exhibit a more extensive and more marked inventory of segments, and of prosodic

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



43

structures, than do affixes and content morphemes. [...] Root morphemes also
exhibit privileged behavior in the presence of phonological alternations,
triggering or failing to undergo processes which affect affixes”.15

Czaykowska-Higgins (1996, 1998) claims the root is an independent level
in Nxa?amxcin word formation based on the fact that a select number of spelling
operations target the root only. The primary evidence in support of an
independent root level in word formation can be divided into two types: (i)
operations that target the prosodic structure of the root; and (ii) spelling
operations that target the left edge of the root. I discuss each of these in turn
below.

3.3.2.1 Prosodic Operations

The first type of evidence for a root domain put forward by Czaykowska-
Higgins (1996, 1998) concerns operations that target the prosodic structure of the
root. These are the reduplicative operations diminutive and out-of-control. Both
of these are reduplicative-type processes in that the features of a segment of the
root are spread onto affixed prosodic structure. These operations illustrate that
the prosodic structure of the root must be isolatable.16

Willett and Czaykowska-Higgins (1995) and Czaykowska-Higgins and
Willett (1997) (following Bagemihl’s 1991 analysis of Bella Coola) propose that
Nxa?amzxcin has a maximal syllable shape of CVC. Segments that do not fall
within a bimoraic CVC syllable structure are assumed to be licensed moraically

15Beckman (1999:184—185) also refers to a number of psycholinguistic
studies which affirm the special status of roots.

16 exemic stems marked for either augmentative reduplication or
inchoative infixing could potentially provide further evidence that an
independent root level must be recognized. Augmentative prefixing targets the
left edge of the root (section 6.7.1). Thus, if examples of lexemic stems marked for
augmentative prefixing illustrated that reanalyzed prefixes were not recognized
for reduplication, this would give further support to the claim that a phonological
root must be salient. Such examples would involve roots with full vowels so as to
distinguish the augmentative prefix from the augmentative suffix, which is root
syllable as opposed to root edge-oriented. Infixation of a glottal stop as an
inchoative marker follows a similar pattern to that of the out-of-control marker
(section 6.3.2.1).
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(section 4.4). Czaykowska-Higgins and Willett claim in these works that the
diminutive category is marked by the prefixation of an empty mora to a root with
the features of the first consonant of the root subsequently spreading to the
empty mora (Ci-reduplication). This is illustrated below for the CVC root \/p’aq’“’

‘spill’:
27) ] c c
|\ |\ |\
B+t ouu - K. MKW -  u Bop
I N ! /]
P o qV¥ P o qV¥ pPp °qV

The diminutive of the root Vp’aq’* is formed by affixing an empty mora onto the
left edge of the root, as shown in the left-hand structure in (27). The features of
the adjacent segment, [p’], are spread onto the empty mora, illustrated in the
middle structure, and the resulting form on the right is p’p’aq’* ‘to spill a little
bit’.

One could argue from the above structures that the empty mora attaches to
a syllable as opposed to the left edge of the root. However, examples of CCVC
roots provide evidence that this spelling operation does in fact take place at the
left edge of the root. Consider the diminutive example pptix™m ‘he spit a little
bit’ which contains the root Vptix¥ ‘spit’:

(28) o 4] o
|\ |\ |\

BT p pp > pp PR D UP pp
A N A .
p ti x¥ p ti x¥ ppt i x¥

As the above diagrams illustrate, the empty mora surfaces at the left edge of the
root and not the left edge of the syllable. Thus, it is the initial segment of the root,

[p], and not the initial segment of the root syllable, [t], that is copied in pptix"m
‘he spit a little bit’.
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Now we must look at forms which contain reanalyzed stems, stems
containing affixal material that has, over time, become inseparable from the root.
What is of interest here are forms in which prefixes have undergone reanalysis,
since Ci-reduplication operates from the left edge of the root. Consider the

following lexemic stems:

(29) scpirs
heart

(30) sn?icga?tn
toilet

If Cy-reduplication takes place at the left edge of the phonological stem of a
lexeme, we would expect to find the following forms: *sscpi?s ‘little heart’ and
*ssnridcqa?ton ‘small toilet’. What we find, however, is that the morphological

speller is able to locate the left edge of the root within these reanalyzed stems and
the first segment of the root is copied, as shown in (31) and (32):

(31) scpputs
scepepurs
heartsDMeheart
small heart

(32) snra?icqartn
sne?e?ucqarztn
toiletsDMetoilet
small toilet

Lexemes marked for the category out-of-control provide further evidence
that roots have independent status in Nxa?amxcin word formation. Consider
first how out-of-control (C-reduplication) is formed. Willett and Czaykowska-
Higgins (1995) and Czaykowska-Higgins and Willett (1997) analyze out-of-

control formation as the insertion of an empty mora after the initial mora of the
root. They assume that the empty position is filled by feature spreading from the

right adjacent consonant. Consider the example p’3q’*q’* ‘it got spilled’, based
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on the root \/p’aq’“’ ‘spill s.t. dry’. Following their analysis, this form would be
represented as follows:

(33) c o

)
[\ I\ [\
B2+ opop - Hop2p - Hopp
AN AN S0
poqv P o qv P’ o qvqY
In the diagram on the left in (33), an empty mora is added to the root \/p’aq’“’
which is itself a bimoraic syllable. In the middle diagram, the empty mora is
inserted after the first mora and surfaces in second position. The features from the
segment to the right of the empty mora, in this case the obstruent [q’%], spread to
the empty mora. As a result, a second obstruent [q’*] surfaces, as shown in the
diagram on the right. Note that resyllabification occurs as the previously empty

mora is now in the coda position of the bimoraic syllable while the original coda
remains unsyllabified.

Consider now an example involving a CCVC root. When a CCVC root is
marked out-of-control, it is the onset of the root syllable and not the coda that is
reduplicated. The following diagram illustrates C»-reduplication for the root

\ptix¥ ‘spit’, as found in the form kspttix™ ‘spitting a lot’:

(34) c c c
|\ [\ I\

M2+ p pop - KM pp - KM nou

| /] | A
pt 1 xV¥ p t 1 xv ptt i1 xV¥

In this example the empty mora is inserted after an unsyllabified mora, as this is
the initial mora of the root. Subsequent to insertion, the features from the
segment to the right of the empty mora are spread and the obstruent [t] fills the
empty position. Thus we see that in both (33) and (34) it is the second consonant
of the root that is copied in order to mark out-of-control aspect.
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We can provide more concrete evidence that Cy-reduplication targets the
left edge of a root if we examine stems in which prefixal morphology has been
reanalyzed. Take for example the stem k’#kdm’ ‘win’. This stem appears to be
diachronically composed of the prefix k’#- (positional) and the root Vkom’ (‘7).
If the lexical operation out-of-control targets the root only, the second consonant
of the root, [m’], should be reduplicated and not the second consonant of the
reanalyzed form, [1]. As example (35) illustrates, it is the second consonant of the
root that is reduplicated:

(35) k’tkom’m’nis
k’tkoem’sm’-nun-nt-s
Win*OC*win-LC-TR-(3AB)-3ER
S/he managed to win it.

Another example is the stem txot - ‘take care of, look after’, which appears
to be comprised of the prefix t- (positional?) and the root Vxot’ (which in
isolation has no synchronic semantic interpretation). When marked for the
category out-of-control, it is the second consonant of the root, not the second
consonant of the reanalyzed stem, that is reduplicated:

(36) txot’t’nus
txoet’«t’-nun-nt-s
take care of*0Cetake care of-LC-TR-(3AB)-3ER
S/he finally began to take care of it.

3.3.2.2 Right-Edge Operations
The second type of evidence for a phonological root domain in
Nxaramxcin involves operations in which a suffix is realized at the right edge of

the root. These suffixes are the inchoative marker -p and the stative marker -£.17

17In addition to the inchoative and stative, Czaykowska-Higgins also
views the autonomous marker -ilx as targeting the root. This morphological
spelling operation is no longer productive in Nxa?amxcin so I do not consider it
as synchronic evidence for an independent root level.
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Czaykowska-Higgins (1996, 1998) indicates that both of these suffixes surface to
the immediate right of the root, as shown in (37) and (38):

(37) sénp
son-p
gentle-IN-(3AB)
S/he got gentle. W.10.86

(38) kn  x3st
Xas-t
1ss + lose-ST
I am lost. G6.64

Examples (37) and (38) do not specifically illustrate that these spelling
operations target the root only. They simply illustrate that inchoative and stative
markers appear close to the root. One way to clearly demonstrate that these
suffixes target the root only is to find examples of lexemic stems in which suffixal
segments have been reanalyzed. Unfortunately, I have no examples of such
reanalyzed stems marked by the inchoative marker -p or stative marker -t.

Another way to demonstrate that these categories target the root is to look
at compound examples marked either inchoative or stative. The compound
examples available in the data illustrating this are bound stem compounds.
Bound stem compounds are comprised of free stems (usually on the left) and a
limited number of bound stems (usually on the right). There are examples in the
data which illustrate that when a bound stem compound is marked inchoative or
stative, the suffix attaches to the right edge of the root and not the right edge of
the compound. Some examples are given in (39) and (40):

(39) kat’sl’pcin
kat-t’ol’-p=cin
POS-tear-IN=mouth-(3AB)

[S/he got a split lip (from being hit).] IM4.7.9
(40) T’¥on’{’Yan’ps faci mat “tatxV

’%on’¢’Van’p-s ma¥’ v-t=atx¥

magpie-3PS DET  break-sT=house-(3AB)

The magpie’s nest broke up.
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In example (39), the inchoative suffix -p immediately follows the root Veol’

‘tear’, surfacing between the root and the bound stem =cin ‘mouth’. In example
(40), the stative suffix -t also appears inside a bound stem compound, surfacing
between the root Vma$’¥ ‘break’ and the bound stem =a#x* ‘house’. The -p
and -t suffixes are not part of the lexemic stem as the following examples illustrate
that each of the roots in (39) and (40) can surface without the -p or -t suffix
respectively:

(41) Kkat’al’cin
kat-t’ol’=cin
POS-tear=mouth
[1t ripped open at the mouth/tip. (e.g. an envelope or paper sack)]

(42) maY’vatx“ntus wa  smiyaw %on’Y’van’ps
ma¥f’ ¥=atxv¥-nt-wa-s ’%on’Y’Yan’p-s
break=house-TR-TO-(3AB)-3ER WA  Coyote magpie-3PS

Coyote broke up the magpie’s nest.

Given the fact that the -p and -t suffixes are not part of a lexemic stem in
examples (41) and (42), and that derivational operations should target the
compound stem and not a stem internal to the compound, we are left to assume
that, like the diminutive and out-of-control markers in (31), (32), (35) and (36),
inchoative and stative morphological spelling target the root and only the root.
When morphological spelling takes place for the inchoative and stative, the
phonological root is isolated and it is only the root stem that is available for
suffixation. Hence, in (39) and (40) these morphemes are realized inside the
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bound stem compounds.18

One could argue that the facts surrounding -p and -t suffixation indicate
the root must be an independent level of morphological structure. The realization
of reduplicative and infixal morphemes are prosodic processes unlike suffixation
onto the edge of a constituent. However, as both Ewa Czaykowska-Higgins and
Su Urbanczyk have pointed out to me, the affixation of morphology onto the
edge of a designated phonological constituent can be easily accounted for in
McCarthy and Prince’s (1993) Generalized Alignment approach to Optimality
Theory. In such an approach, a category such as inchoative could be specified to
align with the right edge of a phonological root. Such a possibility leaves behind
no conclusive evidence that the root constitutes an independent domain at the
level of morphological structure in Nxa?amxcin.

Having argued for a lexemic stem as the primary stem in the morphological
structure and the root as the primary stem in the phonological structure of
Nxa?amxcin, I now turn to the last two domains of word structure: the
derivational and inflectional stems.

3.4 The Derivational and Inflectional Stems

In examples (5) and (6), repeated below as (43) and (44), I outlined which
categories I assume are contained within the derivational stem and the inflectional
stem:

18Czaykowska-Higgins also discusses an ablauting process which takes
place when a root containing a full vowel takes on a stative interpretation. As
the following examples illustrate, the full vowel is subsequently reduced to

schwa:

) Full-Grade 9-Grade
V¢’at- ‘cool s.t.’ Ve'ot-t ‘be cold’
Vtak- ‘dampen’ Viok- ‘moist’
Vg’vay- ‘blacken’ Vg’ viy- ‘be black’

Czaykowska-Higgins 1998:158

Since this ablauting process applies to roots only, it provides further evidence
that roots constitute an independent domain in word formation.
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(43) Derivational Stem

[Ds NM DIR POS 48P DIM CTR ASP[1 x (Y) VROOT (Z) TLx DIM ASP CTR VC RL VAL VC NM ]pg

(44) Inflectional Stem

[1s PS MOD ASP MM [ps [1x (Y) YROOT (Z) Jix Ios/GR-PER-NUM | Jis
ASP

L s

As indicated in (43), nominalization, directional, positional, dimension
(augmentative and diminutive), control (out-of-control, limited control), aspect
(repetitive, inchoative, stative, iterative, and habitual), relational, valence
(transitive, causative, applicative, external possession) and voice (topical object,
passive, antipassive, indefinite object, middle, reflexive and reciprocal) are all
considered to be derivational categories. In (44), I have indicated that possessive,
mood (irrealis), aspect (imperfective), nominalization, grammatical relation (subject
and object), person, and number are inflectional categories in that they occur at
the level of the inflectional stem. While I leave the indepth discussion of these
categories for the following two chapters, in the two sections to follow I attempt
to clarify (i) what the difference is between derivation and inflection, and (ii) how
to determine which categories are derivational and which are inflectional. (As it is
not the purpose of this work to provide an indepth analysis of properties of

derivation and inflection in Nxa?amxcin, I keep the following discussions brief.)

3.4.1 Derivation vs. Inflection
Drawing a line between derivation and inflection is by no means an easy
task. Bybee (1985:81) has noted:

One of the most persistent undefinables in morphology is the distinction
between derivational and inflectional morphology. While linguists seem to
have an intuitive understanding of the distinction, the objective criteria
behind this intuition have proved difficult to find.

Various analyses of derivation and inflection have been proposed, many of which
can be divided between the strong lexicalist hypothesis and the weak lexicalist
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hypothesis. The strong lexicalist hypothesis claims that both derivation and
inflection are found in the lexicon (e.g. Jensen and Stong-Jensen 1984), while the
weak lexicalist hypothesis argues that derivation and inflection are located in
separate components (e.g. Anderson 1982, 1992). (The separation of derivation
and inflection into separate components has been labelled The Split Morphology
Hypothesis by Perlmutter (1988).) These viewpoints presuppose, in different
ways, a fundamental distinction between derivation and inflection which is not
shared by other theorists. Researchers such as Sproat (1985), Baker (1988, 1996)
and Lieber (1992) argue that both derivational and inflectional morphemes are
located in the lexicon and that both are subject to the same set of rules. This
leaves little room for differentiation between the two.19 Aronoff (1976, 1994),
Scalise (1988), and Beard (1995) also draw little distinction between derivation
and inflection, but from a markedly different perspective. In their view, derivation
and inflection are considered to be rules or operations that are stored in a
component outside of the lexicon. The only thing really distinguishing derivation
from inflection is the level at which these rules operate. Those operating at the
lexical level are referred to as derivation, while those operating at the level of
syntax are referred to as inflection20. Specifically within the realm of the LMBM
framework, Beard (1995) states that derivational operations take place in the
lexicon, while inflectional operations take place in the syntax component (with
the relevant phonological operations taking place in the Morphological Spelling
Component). Beard (p.46) argues that “bound derivational morphemes do not
differ in any significant respect from inflectional ones [...]. Not only do we find
the same morpheme often serving both derivational and inflectional duties, but
the most productive affixes in any given language consistently serve such
double-level duties”. Throughout this work I adopt Beard’s views on derivation

19Anderson (1992:77), refuting this position, points out that “some
aphasic patients (see Micelli and Caramazza 1988; Badecker and Caramazza
1989) show a loss of control of inflectional morphology (as well as syntax) while
retaining control of derivational morphology”.

20As was pointed out in section 2.2.2, Beard’s use of the word
“derivation” is non-standard. For Beard “derivation” essentially means ‘an
operation taking place on a stem’. Beard uses the terms “lexical derivation” and
“inflectional derivation” for “derivation” and “inflection” respectively.
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and inflection, assuming that these operations differ only in the level at which
they take place. Thus, the derivational stem level in (43) and the inflectional stem
level in (44) reflect the components (i.e. the lexicon and syntax) in which
operations of word formation take place. All categories contained within the
derivational stem level in (43) are lexical categories, while the categories within
the inflectional stem level in (44) are syntactic categories.

3.4.2 Determining if a Category is Derivational or Inflectional

The literature outlines numerous criteria for distinguishing between
derivation and inflection, but in reality it has proven impossible to determine a
steadfast set of rules with cross-linguistic application that predict which
categories should be considered derivational and which inflectional. Bybee
(1985) considers the derivational vs. inflectional distinction to be a gradient one
whereby categories most intrinsically tied to the root (i.e. derivational) are at one
end of a spectrum while the categories least tied to the root (i.e. inflectional) are at
the other. Bybee (p.99) makes certain generalizations regarding the cross-
linguistic status of some categories, however acknowledging that a derivational
category in one language may be inflectional in another. This is also noted by
Anderson (1992:82), who uses diminutive formation in Fula (Niger-Congo) and
English as a comparative example; the diminutive category is considered to be
inflectional in Fula, while in English diminutive forms are viewed as derivational.

Cases like this where one category can appear at different ends of a
spectrum depending on the language, involve more than just a distinction as to
where the operation actually takes place (i.e. the lexicon vs. syntax). Bybee
states (1985:99) that “in cases where similar conceptual content is expressed in
the two different ways, we will find that the inflectional expression requires a
fully generai meaning, while the derivational does not”. Hence, while English
and Fula each have a diminutive category, the claim that it is derivational in one
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language and inflectional in another indicates that the former is more intrinsically
tied to the root than the latter.2!

Of the numerous criteria found in the literature, I have focused on five
while determining which categories belong at the derivational stem level and
which at the inflectional stem level in Nxaramxcin: (i) the Peripheral Affix Test;
(ii) semantic relevance; (iii) the ability to change features in lexical
representations; (iv) portmanteau morphemes; (v) the Free Analog Test.

(1) The Peripheral Affix Test. The first of these criteria is the widely noted
observation (appearing as Universal 28 in Greenberg 1963 and as The
Peripheral Affix Test in Beard 1995) regarding the cross-linguistic consistency of
ordering of derivational and inflectional morphemes with respect to each other.
Anderson (1992:77) writes that:

[...] in forms where both derivational and inflectional morphology are
overtly represented, material corresponding to productive inflection comes
“outside of”” other morphology. That is, where two or more suffixes are
involved, inflectional ones come after derivational ones; and where
prefixes are involved, inflectional ones come before derivational ones.
Even where a prefix and a suffix are involved, an argument can sometimes
be constructed for the relative order in which they must have been added
to the stem, and in such cases as well the derivational material seems to be
added prior to the addition of productive inflection.

Thus, we can expect to find derivational morphemes closer to the root than
inflectional morphemes.

There are a number of operations in Nxa?amxcin that are quite clearly tied
to the root and can thus be considered derivational based on the Peripheral Affix
Test. These categories are marked by either morphemes or reduplicated forms and
always appear at the innermost core of the Nxa?amxcin word. The inchoative
and out-of-control markers actually appear inside the root as infixes, as shown in
(45) and (46) respectively:

21Interestingly enough, I have often had difficulty directly eliciting
causative and inchoative constructions in Nxa?amxcin. While causative and
inchoative are clearly syntactic categories in English, they are derivational in
Nxa?amxcin. Under Bybee’s analysis the derivational causative and inchoative
categories should have meanings that are of greater relevance to the predicate
than the causative and inchoative categories realized as independent syntactic
items. This might account for the difficulty in eliciting these constructions.
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(45) it kisq vi2c
lut  ?in-kat-s-q’“ue?ec
NEG 2sPS-IR-NM-fat*IN*fat

Don’t get fat! W.10.40
(46) ktaqqlx

k-ta+q+qlx

POS-sit(sg.)*0OCesit(sg.)-(3AB)

[s/he landed] AfIII:2

In (45) the inchoative marker -7- appears inside the root Vq*uc, resulting in g¥uZc.
The predicate taqlx in (46) is marked out-of-control by the reduplication of the
second consonant, resulting in fagqlx. Both of these categories are represented
by forms that not only appear close to the root but actually surface inside the
root. If inflectional morphemes appear outside derivational ones, then both
inchoative and out-of-control categories must be derivational since their markers
surface within the root domain.

The augmentative, diminutive, stative and the alternate inchoative marker
all surface at the edge of the root, as in (47) to (50) respectively:

(47) snk’arkermix Ix
s-n°k’ar<k’orm-mix
IM-swimeAUG*swim-IM-(3AB) + PL
several people swimming IM3.2.1

(48) cp’p’oq’¥stinn
c-p’-p’oq’¥-stu-nn
IM-DM-spill(s.t. dry)-TR-(3AB)-1ss
I’m spilling a little bit. W.1.52

(49) sqvotntwil’xox¥
s-qVtun-t-wil’x-mix
IM-big-ST-DV-IM-(3AB)
[It’s getting bigger.]

(50) kastok¥pncas
kas-tok¥-p-nt-sa-s
IR-smother-IN-TR-180-3ER
S/he’s going to smother me. W.7.153
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Both augmentative and diminutive marking involve reduplication of some

segments(s) of the root (C1oC;- or C;- respectively), and these reduplicative

prefixes appear at the immediate left edge of the root, as in (47) and (48).
Likewise, the stative and inchoative suffixes -t and -p always surface at the
immediate right edge of the root, as in (49) and (50). Given that all of the
morphemes highlighted in (47) to (50) appear adjacent to the root without any
possibility of intervening material, I assume they are markers of derivational
operations.

(ii) Semantic Relevance. The position of derivational and inflectional
morphology with respect to the root directly ties in with the second observation
which centres on the semantic contribution of derivational and inflectional rules
to the word. Scalise (1988:563) claims that derivational rules “change the
conceptual meaning of their base”, while inflectional rules “change the
grammatical meaning of their base”. This is addressed in detail in Bybee 1985,
who states (p.99) that:

[...] inflectional meaning is always very general, indeed, often so general as
to be redundant in context, and it is always transparent in the sense that its
combination with a stem always produces a predictable meaning.
Derivational meaning, on the other hand, has more semantic content and
often produces idiosyncratic meanings in combination with different
lexical stems.

According to Bybee, the greater the semantic relevance to the root, the closer the
morpheme will appear to the root.

The locative, relational, and limited control categories all provide the root
with some form of semantic extension, as illustrated in (51) to (53):

(51) a. tot’
‘wet’ Kinkade 1981a:20
b. katst’
kat-1ot’
POS-wet-(3AB)
[flat surface is wet] W.10.129

(52) a. y39 Vyol’ vt
‘hard’ Kinkade 1981a:49
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b. yot1’¥akstmn
yot ¥=akst-min-nt-n
strong=hand-RL-TR-(3AB)-1sS
I used force on it (with my hand)

(53) a. yormis
yormin-nt-s
push-TR-(3AB)-3ER
[S/he pushed it.] MS1.60

b. yormnuntx¥
yormin-nun-nt-x%
push-LC-TR-(3AB)-2sS
You accidentally pushed her/him. EP4.35.5

The examples in (51) illustrate the semantic contribution of a locative prefix to the
predicate. The root Viot’ in isolation means ‘wet’, as in (51a). When the locative
prefix kat- is affixed in (51b), the predicate takes on the additional meaning that
the location of the wet state is on a flat surface. The relational category also
contributes additional semantic properties to the predicate as it indicates some
action either moving away from the agent towards another entity, or moving
towards the agent. This is illustrated in (52b) where the combination of the root
\/ye?’w ‘strong’, the bound stem =akst ‘hand’, and the relational suffix -min
indicate that something is being forced by hand either away from or towards the
agent. The limited control category provides the additional meaning that
something was done accidentally or with difficulty. As we see in (53b), when the
limited control suffix is added to the reanalyzed stem yormin ‘push’, the
interpretation of the predicate becomes ‘push accidentally’.

All three of the above categories provide additional features to the
predicate beyond that of grammatical features. These three categories extend the
meaning of the predicate in such ways that there are fundamental changes to the

meaning of the predicate if these are removed. As a result, these categories
should be considered derivational. Sentential aspect, however, has the opposite

effect on a predicate in that any change in sentential aspect has no effect
whatsoever on the semantic interpretation of the predicate of a clause. Consider
the following two examples:
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(54) a. ?itn
eat-(3AB)
S/he ate.

b. sac’itnox¥
sac-ritn-mix
IM-eat-IM-(3AB)
[S/he was eating.] IM3.24.9

The example in (54a) appears in the unmarked perfective form, giving one a
closed view of the activity that took place (i.e. it is seen from start to finish). The
example in (54b) provides an alternate view as it is marked for imperfective
aspect. In this case an open-ended view of the activity is presented with no
specific start or end-point. If we change the view from closed to open, the
semantic integrity of the predicate is not compromised. Whether the predicate is
perfective or imperfective, the meaning of the verb, in this case ‘to eat’, remains
constant. This indicates that sentential aspect should be considered inflectional.

(iii) Ability to Change Features in Lexical Representations. Regarding
the third criterion, there is a fundamental distinction between derivation and
inflection with respect to what each of these can do. Scalise (1988) remarks that
rules of derivation seem to be more powerful than those of inflection, observing
(p.562) that “given a lexical representation, [derivational rules] can change
virtually every single bit of information attached to it, while [inflectional rules]
can change only a fixed set of linguistic information (gender, number, etc.)”.
Operations that clearly have an effect on the lexical representation of a lexeme
are valence-changing categories. These categories can manipulate how many
participants are involved in a situation by changing the subcategorization
features of a lexeme. One example of this is the category transitive which creates
predicates that subcategorize for two participants from predicates which would
normally subcategorize for one participant, as shown in (55):

(55) a. kas-k¥ax¥-t-ox¥
IR-wake up-ST-IM-(3AB)
S/he is going to wake up. EP4.58.8
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b. cni k¥ax¥nc
k¥ax%-nt-sa-s
3sEMpro wake up-TR-1s0-3ER
S/he woke me up. G9.78

The predicate k¥ax" ‘wake up’ in (55a) has not undergone any valence-
changing operation and, therefore, subcategorizes for a single argument. In (55b)
the same predicate is marked for the operation transitive resulting in two direct
arguments. Because valence-changing categories can make changes to the
lexical representation of a lexeme, I include them in the derivational stem level.
The voice categories are another example of operations that can alter the
lexical representations of lexemes. This category can alter which argument in a
lexical representation will assume the role of subject of the predicate. Example
(56a) illustrates the unmarked active voice. In this example the agent is the
subject of the predicate c’alx ‘scratch’ while the theme serves as the direct
object. If we compare this with example (56b) marked for passive voice, the
theme, in this case 7aci xoxdl’a? ‘baby’, is now the subject of the clause while

the agent, pus ‘cat’, appears as an oblique object.

(56) a. ¢’dlxncas
c’alx-nt-sa-s
scratch-TR-1S0-3ER

S/he is scratching me. Y31.77
b. ¢’$lxntm ?aci xxdl’a? t pus

c’alx-nt-m

scratch-TR-PAS-(3AB) DET baby OBL cat

The baby was scratched by the cat.

While it is clear that the category voice can alter the lexical representation

of a lexeme, and this property is widely regarded as a diagnostic for determining
whether an operation is derivational or inflectional, the status of voice as

derivational remains controversial (as does the status of valence changing
operations), in part because of the high degree of productivity of certain
operations such as passive. Scalise (1988:573—4) considers productivity to be a
diagnostic for distinguishing between derivation and inflection, while Anderson
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(1982:585, 1992:78) considers it to be insufficient. Productivity is notoriously
difficult to define, and I will therefore exclude it as a diagnostic. I will contain all
operations that involve changes to the lexical representation of a lexeme within
the derivational stem.

(iv) Portmanteau Morphemes. A fourth noticeable distinction between
derivation and inflection is the fact that portmanteau morphemes are generally
restricted to the level of inflection. A portmanteau morpheme is a single formative
that marks more than one operation on a stem. In Nxa?amxcin, the subject and
object markers are all portmanteau morphemes. Consider the following example:

(§7) tor’qncas
tor’g-nt-sa-s
kick-TR-1s0-3ER
S/he kicked me. Y16.221

In (§7) the predicate is marked by the suffix -sa, which marks three different
categories: (i) object; (ii) first person; and (iii) singular. The suffix -s marks two
different categories: (i) subject and (ii) third person. (Number is marked
separately for third person, as shown below in example (59)). Anderson
(1992:76) remarks that “it seems to be the case that portmanteaux are much rarer
in derivation (if indeed such elements exist at all) [...] there do not ever seem to be
elements which combine inflectional and derivational categories in the same
portmanteau”.

(v) The Free Analog Test. As for the fifth and final criterion, Beard (1995)
points out that free morphemes, such as prepositions, postpositions, auxiliaries
and case markers, are assigned to specific structural positions in the syntax.
Because derivational operations take place before the level of syntax, we would
expect markers of derivational operations to never be realized as free morphemes.
Free morphemes must be restricted to inflection since it is only at the level of
inflection that structural positions are available for these morphemes. The fact
that “any category marked by a free morpheme must be a syntactic hence
inflectional category” is referred to by Beard (1995:102) as the Free Analog Test.
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In Nxa?amxcin intransitive subjects, third person plural, and mood (with
the exception of irrealis) are all marked by free morphemes, as shown in (58) to
(60) respectively:

(58) kn  ndx™t

Iss + go
I went. 92.1
(59) cncnil Ix kxaps wa pus
kxap-nt-s
3pEMpro + PL  chase-TR-(3AB)-3ER WA cat
They chased the cat. 92.13
(60) ¢t sa?k kt t3x¥p
tox¥-p
MOD MOD +1pS  sfop-IN
We’d better quit now! W.6.4.66

Example (58) indicates that the argument of an intransitive verb is marked by a
clitic. In (58) the clitic kn marks three separate categories: (i) subject; (ii) first
person; and (iii) singular. Example (59) illustrates that for third person, plural is
marked by the clitic Ix. Example (60) contains two examples of the category
mood: the particles ¢’il’ and sa?k. Since grammatical relation, person, number,
and mood can all be marked by free morphemes, I assume, following Beard (1995),

that these categories must be considered inflectional.

3.5 Summary

In this chapter I suggested that three independent levels be recognized in
Nxa?amxcin morphological structure: the lexemic stem, the derivational stem and
the inflectional stem. Support for a lexemic stem level came from three separate
arguments: (i) certain complex stems are semantically noncompositional; (ii)
certain morphemes and roots consistently cooccur; and (iii) identifiable
morphemes sometimes surface in highly marked positions. I also adopted
Czaykowska-Higgins’ (1996, 1998) analysis that the root is the primary level in
Nxaramxcin phonological structure, which Czaykowska-Higgins claims is
supported by the fact that certain operations specifically target the root. While
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my breakdown of the morphological structure of Nxa?amxcin words contrasts
with that of Czaykowska-Higgins (1996, 1998), my analysis supports her claim
that the morphological structure is not isomorphic with the phonological
structure. Finally, I outlined the five major criteria I used in determining which
categories belong at the derivational stem level and which at the inflectional stem
level: (i) Beard’s (1995) Peripheral Affix Test; (ii) semantic relevance; (iii) the
ability to change features in lexical representations; (iv) portmanteau morphemes;
and (v) Beard’s (1995) Free Analog Test.

In chapters six and seven I provide a more indepth discussion of

derivational and inflectional operations in Nxa?amxcin.
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Chapter Four

Phonology

This chapter is intended to be a brief introduction to the phonology of

Nxar?amxcin. The major aspects of phonology are addressed here following

work by Czaykowska-Higgins and Kinkade. I first introduce the phonological

inventory of segments, which is followed by a discussion of the status of schwa.

I then look at various segmental processes affecting surface forms: retraction,

vowel deletion, consonant deletion, degemination, vocalization, and affrication.

Finally, I briefly address syllable structure and stress assignment.

4.1 Segment Inventory

The consonantal inventory of Nxa?amxcin is relatively extensive, as

shown in (1):1

(1)  Consonant Inventory

labial
stops p
affricates p’
fricatives
resonants
m
m b

coronal
t C
t’ c’
S

nr y
n, r’ y bl

velar uvular pharyngeal glottal
k k¥ qg q* ?
k s k 'w q ’ q Sw
x x% x x¥ h
h hv
w T
w’ ¢oov

Czaykowska-Higgins 1993a:200

I have omitted the retracted segments ¢, s, 1, I’ and n from Czaykowska-
Higgins’ inventory. These, along with the retracted vowels, are discussed in

section 4.3.1.
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Forty-one consonants make up the above inventory, which contains an
unusually large number of postvelar segments. Most notably absent are voiced
counterparts of the stops and fricatives. Glottalized counterparts of the stops and
resonants and rounded counterparts of the velar, uvular and pharyngeal segments
are present. Czaykowska-Higgins (1990:82) notes that the “fricative s and
affricate c [...] are pronounced with tongue blade articulation and resemble [5]
and [¢], respectively”. Note that ¢’ does not resemble [c’], however.

The vowel inventory is very basic with a high front vowel, a low central
vowel and a high back vowel, as shown in (2):

(2)  Vowel Inventory
1 u

a Czaykowska-Higgins 1993a:200

Given the extensive range available between each of the three vowels in (2), it is
not surprising to find some variation among speakers. The high vowel /i/ is often

transcribed as [€], /u/ as [0], and /a/ as [&]. The status of schwa is unclear and is
addressed in the following section.

4.2 Schwa

Schwa vowels appear regularly in Nxa?amxcin surface forms, which raises
the question of whether schwa should be considered part of the phonological
vowel inventory in (2). This question has surfaced for other Salishanists working
on languages throughout the Salish family. Czaykowska-Higgins and Kinkade
(1998:10) claim that “[t]he phonemic status of schwa is questionable for most, if
not all, Salish languages” (see also Kinkade 1993, 1998a).2 Czaykowska-Higgins
(1993a) and Willett and Czaykowska-Higgins (1995) specifically argue that
schwa is not present underlyingly in Nxa?amxcin. Kinkade (1993) suggests that

2For further reading on analyses of schwa within the Salish family see
Collard 1959; Snyder 1968; Carlson 1972a,b; Jimmie 1994; Matthewson 1994;
Nater 1994; Black 1996; and Blake 2000.
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there are four sources of schwa in Salish languages and that the schwas derived
from these four sources are not underlying. Willett and Czaykowska-Higgins
(1995) show that the Nxa?amxcin facts support this four-way division, claiming
that two of the four schwa types are inserted, while the other two are derived
from some phonological process.

In Nxa?amxcin, the most important source of schwa, as far as syllable
structure is concerned, is the epenthetic schwa, one of the two inserted schwas.
Czaykowska-Higgins (1993a) and Willett and Czaykowska-Higgins (1995) argue
that epenthetic schwa is not present underlyingly because its position
throughout the language is predictable. It surfaces only when “it is required to
prosodically license unsyllabified resonants and to bear stress” (Willett and
Czaykowska-Higgins:114). Epenthesis for the purpose of bearing stress occurs
when stress is assigned to a vowelless root, as in (3). In such cases the epenthetic
schwa appears between C; and C, of the root.

(3) tpx”
tpx™
burn, scorch Willett and Czaykowska-Higgins 1995:115

In order for the root Vipx™ ‘burn, scorch’ to bear stress, an epenthetic schwa must
be inserted. As we see in (3), the schwa surfaces between the first and second
consonant of the root, [1] and [p] respectively. Epenthesis involving
unsyllabified resonants is addressed in section 4.4.

A second source of schwa is excrescent schwa. Like the epenthetic
schwa, excrescent schwa is inserted; unlike the epenthetic schwa, excrescent
schwa is not obligatory. Willett and Czaykowska-Higgins (1995:114) argue that
all inserted schwas not present for purposes of prosodic licensing are excrescent
and optional. Their function is to “[serve] as a release for obstruents, and as a
transitional element between syllables”. They are inserted at the phonetic level
only, as they serve no phonological purpose. These schwas surface outside of
syllable boundaries, as shown in the following examples:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



66

4 a Pac.xVdy.eqon pile of dirt
b. ?dy.2min sister of Mattie Grunlose
c. ray.ax".t tired, worn out
d. (s).c.x2.7it first, in front
e. c’.2p’.q’0.ma.ndws to stick together
f k.t.k’an’.2k’an’.p’.oc’.ndk.son cuffs

Willett and Czaykowska-Higgins 1995:124

The last two sources of schwa are derived through some phonological
process. The first of these phonological processes is vowel reduction. During

this process, unstressed full vowels are reduced to schwa, as in the following
example:

(5) kvonksntwax¥
k¥an=akst-nt-wax¥
grab=hand-TR-RC-(3AB)
[They got married.] Willett and Czaykowska-Higgins 1995:115

In example (5) the unstressed vowel [a], from the root Vk"an “grab’, is reduced to
schwa. (Note that the unstressed [a] of the bound stem akst ‘hand’ is deleted.
Vowel deletion is discussed in section 4.3.2.)

The last source of schwa is derived from the nasal to vowel shift. This
phonological process has been described for Nxa?amxcin in an unpublished
paper by Kinkade (1991).3 In Nxa?amxcin, the nasal to vowel shift involves the
shift of the phoneme /m/ to schwa in certain morphemes. Two examples are the
suffix marking imperfective aspect and the bound stem for ‘people’, both of
which appear as /mix/, although ‘people’ can also take the form /mix*/. When
this form is unstressed, the vowel is deleted and the /m/ shifts to a schwa vowel.
The labial place features of /m/ are then transferred to the following segment, /x/,
which surfaces as [x¥]. This is illustrated in the following examples:

3For further reading on nasal to vowel shifts in other Interior Salish
languages see Carlson 1976, 1997; Kinkade 1982a; Kuipers 1989; and Thompson
and Thompson 1992.
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(6) a. kascoxpmix
kas-coxp-mix
IR-burn-M-(3AB)
It’s going to burn. Kinkade 1991

b. kask’iS%oxV
kas-k’if%¥-mix
IR-pray-IM-(3AB)

S/he’s going to pray. Kinkade 1991

(7 a. sq’iy’mix
school children Kinkade 1991

b. shdptnax¥
Nez Perce Indians Kinkade 1991

In both (6a) and (7a) these forms are stressed and surface as [mix]. In (6b) and
(7b) these forms are not stressed, and the vowel [i] is deleted. The [m] is
subsequently reduced to schwa and its [+ labial] feature is then carried over to
the following [x], resulting in [ox"].

I do not take any particular stand in this work as to whether or not schwa
is an underlying vowel in Nxa?amxcin. A guide to which schwas are transcribed
in the examples throughout this work is given in section 1.2.

4.3 Segmental Processes

There are a number of processes that take place within Nxa?amxcin words
that have an effect on the surface form of segments. These processes usually take
place at the outer boundaries of word formation.4 Both root segments and
segments marking word operations that take place close to the root seem to be
exempt from most of these processes. In the following sections, I discuss six
different segmental processes: (i) retraction; (ii) vowel deletion; (iii) consonant
deletion; (iv) degemination; (v) vocalization; and (vi) affrication.

4See discussion of examples with transitive object markers in section 7.1.3.
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4.3.1 Retraction

The first segmental process to be addressed here is retraction, which has
been a focus of work by Czaykowska-Higgins (1990, 1993b). In an unpublished
paper, Czaykowska-Higgins (1993b:1) writes that “[a]ll languages of the Interior
branch of the Salish family exhibit to a greater or lesser degree some type of long-
distance harmony processes involving spreading of pharyngeal constriction”.
This type of spreading varies from language to language and has been referred to
as retraction in Nxa?amxcin.

A retracted version of all vowels including schwa (i, a, u, 9) and five
consonants (¢, s, 1, I’, n) surfaces in the data. Czaykowska-Higgins (1993b:2)
notes that “the unretracted fricative [s] and affricate [c] are pronounced with
tongue blade articulation [... while] retracted [s] and [¢] are tongue tip
articulations [.....]. Unretracted [l, 1’, n] sound just like their English counterparts,
while the corresponding retracted [l, 1’, n] are “darkened”.” Czaykowska-
Higgins’ phonetic values for the retracted vowels are as follows: [i] = [e™~ €],
[a] = [a], [u] = [2], and [o] = [A].

Czaykowska-Higgins argues that for some roots there is a floating [RTR]
(IRETRACTED TONGUE ROOT]) feature in the underlying representation.
There are a small number of minimal pairs which indicate that the feature [RTR]

must be lexically marked and is, therefore, unpredictable. Compare the following
forms:

&) a. liy  ‘come loose’
liy  ‘stab’
b. td1  ‘hard’
tol-n  ‘pull apart’
c. tdn  ‘tight’
tdn  ‘slow’
d. i’ ‘?’ (in snafit’ ‘salmon stew’)
it’ ‘ragged’
Czaykowska-Higgins 1990:84
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Only roots are marked for the feature [RTR]. Since this is a floating
feature, however, it can spread to adjacent morphemes, as in the following

examples:

(9) lomicas
lom-1t-sa-s
steal-EP-150-3ER
S/he stole it from me. Czaykowska-Higgins 1993b:18

(10) kp’t’gsn’
k-p’ot’=us-nt-n
POS-dump s.t.(liquid)=fire-TR-(3AB)-1sS
[T put it on the fire.] Czaykowska-Higgins 1990:90

In (9) the [RTR] feature spreads rightward to the object and subject person
markers. In (10) the root vowel [9] is deleted in the surface form but the [RTR]
feature still spreads to the following bound stem =us ‘face’.
Czaykowska-Higgins (1993b:1) notes that “[r]etracted vowels and
consonants appear in about 170 forms in the corpus of data available [...]
Whether a particular form surfaces as retracted seems to vary occasionally from
speaker to speaker, and the harmony process itself is clearly not (any longer) a

pervasive process [...]”.

4.3.2 Vowel Deletion

The process of vowel deletion has been addressed in Czaykowska-
Higgins’ 1993a analysis of Nxa?amxcin stress. Czaykowska-Higgins (p.203)
states that “vowel deletion deletes all unstressed vowels situated to the right of
surface stress [...] and many but not all unstressed vowels situated to the left of
surface stress”. Consider the following examples:

(11) x“irkstm
x%ir=akst-m
reach=hand-MD
reach out Czaykowska-Higgins 1993a:230
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(12) naqgsqnwil
naqs=qin=wil
one=top=container
load Czaykowska-Higgins 1993a:206

In example (11) stress falls on the root vowel [i]. The vowel [a] of the bound stem
=akst ‘hand’, which appears to the right of the stressed root vowel, is
subsequently deleted. In (12), stress falls on the leftmost vowel. Of the two
remaining vowels, the first, [a] of nags ‘one’, surfaces, but the second, [i] of =qin
‘top’, is deleted.

4.3.3 Consonant Deletion

The details of consonant deletion in Nxa?amxcin are complex and are too
numerous for this brief introduction to phonology. The environments triggering
consonant deletion have been carefully discussed in Kinkade 1982b, and all
occurrences of deletion in Czaykowska-Higgins 1993a are indicated underneath
the examples. I will give an example of one of the more common processes of
consonant deletion, which is schematized in (13) with an example in (14):

(13) n > @8/ _s

(14) sc’ox¥c’ox"misn
s-Cc’ox¥-c’ox%-min-stu-n
IM-AUG-spill-RL-TR-(3AB)-1sS
I am spilling water. W.7.197

In the above example, the suffix -min is followed by the suffix -stu. When the [n]

precedes [s] it is deleted and the resulting combination is [mis].

4.3.4 Degemination

Degemination is another example of segment deletion. Degemination
occurs when one of two adjacent identical segments is deleted, as in example
(15):
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(15) nptix¥dtk¥n
n-ptix"=atk"-nt-n
POS-spit=water-TR-(3AB)-1sS
I spit in the water. Czaykowska-Higgins 1993a:207

In the above example two processes of deletion have taken place. First, the [t] of
the transitive marker -nt is deleted before [n], which in this case is the 1st sg.
subject marker -n. This suffix is subsequently adjacent to the remaining [n] of the
transitive marker. A process of degemination deletes one of these segments, and
only a single [n] surfaces.5

4.3.5 Vocalization

Another rule of note is vocalization, which is tied in with the language’s
rules of syllabification. As will be discussed in section 4.4, all unsyllabified
resonants in the language either induce epenthesis or become themselves syllabic.
The glides /w, w’, y, y’/ are included among the resonants. When a glide induces
epenthesis, there is a possibility of the place of articulation of the glide being
passed on to the epenthetic schwa, and the glide being subsequently deleted, as
in the following examples:

(16) schaw’i
sc-haw’y
IM-make
make, do

(17) tawxitus
taw-xit-wa-s
buy-APP-TO-(3AB)-3ER
[S/he bought it for him/her.] Willett and Czaykowska-Higgins 1995:17

In (16), the unsyllabified /y/ of the root \/haw’y ‘make’ undergoes this process of
vocalization and surfaces as [i]. The same process takes place in (17) where the

5An exception to the degemination rule is the 1st sg. subject suffix -nn,
which surfaces only following a stressed vowel (Kinkade 1982b).
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topical object marker -wa is reduced to -w when the unstressed vowel /a/ is
deleted, and the unsyllabified /w/ subsequently becomes [u].

When glottalized glides undergo this process of vocalization, the glottal
feature is retained as a full glottal stop following the vowel. This is illustrated in
the following examples:

(18) nap’dxVi?
na-p’x*y’
POS-cough
choke, cough up

(19) tatu?
tastew’
rain*INe*rain
rain

In example (18), the glide /y’/ has been vocalized and appears as [i]. Since the
glottal feature cannot become part of the vowel’s feature inventory, it surfaces as
a full glottal stop following the vowel. Thus, the glide is replaced by [i?] as
opposed to [i]. The same pattern appears in (19) where the glide /w’/ is replaced
by [u?].

4.3.6 Affrication

A final rule of note is the following affrication rule:

(20) t+s > ¢

The rule in (20) indicates that the segment [t] combines with the segment [s] to

form the affricate [c]. This is illustrated in the following example:

(21) ?ackYansc
tac-kVan-stu-s
IM-grab-TR-(3AB)-3ER
S/he’s holding it. Czaykowska-Higgins 1993a:230
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In (21), the unstressed vowel of the suffix -stu is deleted. As a result, the
preceding [t] is adjacent to the third person subject suffix [s], and they combine to

form [c].

4.4 Syllable Structure

Syllable structure is an important area of research in Salish languages
because of the family’s characteristic tendency towards lengthy consonant
clusters. In fact, Bagemihl (1991:589) points out that the Salish language Bella
Coola has many words that contain no vowels, such as yscc’ ‘I’m now fat’ and
tx¥itcx™ ‘you spat on me’. While Bella Coola may be an extreme case within the
family, cases of lengthy consonant clusters are frequently found in word-initial,
medial and final position in Nxa?amxcin (Willett and Czaykowska-Higgins 1995,

Czaykowska-Higgins and Willett 1997), as indicated in bold in the following
examples (bold mine):

(22) a. snkix¥paw’ston
clothesline

b. tk’dmolqstxon
shin

c. scilksq’t
Friday Czaykowska-Higgins and Willett 1997:388

Such complex clusters have been a challenge for theories of prosody.

Previous analyses of Salish syllable structure have focused primarily on
Bella Coola and include Newman’s (1947) argument for no syllable structure and
Hoard’s (1978) analysis that all segments are syllabic. In a landmark paper,
Bagemihl (1991) was able to provide an elegant account of Bella Coola syllable
structure within a Prosodic Morphology framework (McCarthy and Prince 1986).
Based largely on reduplication data, Bagemihl claimed that Bella Coola has simple
syllables with a maximal shape of CRVVC. In addition, Bagemihl argued that
syllabic affiliation is not a necessary requirement for prosodic licensing in Bella
Coola; moraic affiliation is sufficient. Hence, any segments that do not fall within
the CRVVC maximal template can be licensed as a result of being linked to an
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unsyllabified mora. Bagemihl’s paper inspired other analyses of Salish syllable
structure such as Bates and Carlson 1992, 1998 (Spokane); Kirkham 1992
(Lushootseed); Jimmie 1994 (Thompson); Matthewson 1994 (Lillooet); Bianco
1996 (Cowichan dialect of Halkomelem); Urbanczyk 2001 (Lushootseed); and
Shaw 2002. Work on Nxa?amxcin syllable structure has appeared in
Czaykowska-Higgins 1993c; Kinkade 1994; Willett and Czaykowska-Higgins
1995; and Czaykowska-Higgins and Willett 1997.

Willett and Czaykowska-Higgins (1995) and Czaykowska-Higgins and
Willett (1997) claim that the maximal syllable in Nxa?amxcin is of the form CVC.
Arguments in support of this claim come from reduplication facts and phonotactic
constraints. I refer the reader to both of the above for the full details. Segments
that do not fall within a CVC maximal syllable are licensed by several different
means, depending on the properties of the segments.

Following Bagemihl 1991, Willett and Czaykowska-Higgins argue that
moraic affiliation is sufficient for prosodic licensing of stops (and possibly also
fricatives). Thus, the prosodic structure of a root like Vptix¥ ‘spit’ is analyzed as
follows:

(23) c

In (23), the segments [tix™] are assigned to the CVC maximal syllable shape, while
the stop [p] remains unsyllabified. It is not, however, erased as it is affiliated with
an unsyllabified mora meeting licensing requirements for stops in Nxaramxcin.

The prosodic facts surrounding resonants are quite different from those for
stops. Willett and Czaykowska-Higgins (p.120) claim that “[u]nsyllabified

resonants obligatorily induce epenthesis in order to be syllabified”. This means

that a nucleus is inserted, generally to the left of the unsyllabified resonant unless
an onset is required in which case insertion takes place to the right. According to
Willett and Czaykowska-Higgins, there are two possible scenarios once insertion

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



75

takes place. For the first, “schwa is inserted to fill the nucleus node and the
resonant is subsequently syllabified as a coda”. This is illustrated below for the

form sdpon ‘daughter-in-law’:

(24)
\ |

u
|
p

e

/
$ n
The prosodic structure on the left illustrates the mapping of the initial segments
[sap] onto a maximal CVC syllable with the remaining [n] left unsyllabified.
Moraic affiliation is not sufficient for the prosodic licensing of resonants,
therefore a nucleus is inserted to the left of the resonant. The resulting prosodic
structure on the right illustrates that the coda of the initial syllable is subsequently
resyllabified as the onset of the inserted nucleus.

Willett and Czaykowska-Higgins claim (p.121) that a second possible

outcome “is for the resonant to spread onto the [inserted] nucleus and surface as
syllabic”. This is illustrated in (25) for the form yar’r’ ‘tangled up’.

(25) c o©
\ N

N
rr

o —

/
r y

Like example (24), the unsyllabified resonant [r’] in the left hand structure in (25)
triggers the insertion of a nucleus. Unlike example (24), instead of an epenthetic

schwa being inserted, the unsyllabified resonant itself is linked to the nucleus and
surfaces as syllabic.

Willett and Czaykowska-Higgins list nasals, liquids, pharyngeal resonants
and glides as belonging to the set of resonants in Nxa?amxcin. Interestingly,
Willett and Czaykowska-Higgins claim (p.122) that “[g]lottal stop patterns with

the resonants in Nxa?amxcin in that it never surfaces as unsyllabified. Instead,
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like the nasals, liquids, pharyngeal resonants and the glides it always induces
epenthesis to its left. Unlike the other resonants, however, epenthesis always
results in a surface V and never in a “syllabic” glottal”. As shown in the
following examples, the inserted vowel is the unmarked full vowel [a]:

(26) a. mdlxa?

tell a lie
b. =ana?
ear
C. snata?q’mix
It’s rotting. Willett and Czaykowska-Higgins 1995:122-3

The underlined vowels in (26) are vowels inserted for the purpose of licensing
unsyllabified glottal stops.

We can summarize the facts surrounding Nxa?amxcin syllable structure as

follows:
(27) Maximal Syllable: CcvC
Unsyllabified Stops
(and possibly Fricatives): moraic licensing sufficient
Unsyllabified Resonants: require insertion of a nucleus:
- resonant surfaces as coda (or more
rarely onset) of inserted schwa; or
- resonant is itself syllabic
Unsyllabified Glottal Stop: requires insertion of a nucleus,
surfaces as coda of inserted [a] vowel
4.5 Stress

The highly complex stress system in Nxa?amxcin is elaborately discussed
in Czaykowska-Higgins (1993a) within the metrical framework of Halle and
Vergnaud (1987a,b). I provide a brief overview of the basics here and refer the
reader to Czaykowska-Higgins (1993a) for the full details.

Coming from a morpheme-based perspective on word formation,
Czaykowska-Higgins (p.198) states that “[i]n all the Interior Salish languages the
position of primary stress is affected by idiosyncratic morphological stress
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properties”. Czaykowska-Higgins recognizes two major classes of roots and
suffixes which play a crucial role in the placement of stress. The two classes of
roots are labelled strong and weak, the former containing a full vowel ([i], [a] or
[u]) and the latter a schwa. The two classes of suffixes are referred to as
dominant and recessive. Dominant suffixes trigger stress shift to the right, while
recessive suffixes may or may not, depending on the class of the root.
Czaykowska-Higgins points out that the basic stress pattern in

Nxa?amxcin involves stress assignment to the rightmost syllable containing a full
vowel, as shown in (28) and (29):

(28) hananik

jackrabbit Czaykowska-Higgins 1993a:205
(29) macqg’val’
pelican Czaykowska-Higgins 1993a:205

Dominant suffixes trigger stress shift to the right, as shown in (30) and
(31):

(30) nptix¥atk"n
n-ptix¥=atk¥-nt-n
POS-spit=water-TR-(3AB)-1sS
I spit in the water. Czaykowska-Higgins 1993a:207

31) chaw’yiknox¥
c-haw’y=ikn-mix
M-make=back-M-(3AB)
S/he’s making a bow. Czaykowska-Higgins 1993a:215

Example (30) contains a strong root (Vptix¥ ‘spit’) affixed with the dominant
suffix =atk™ ‘water’. Stress shifts from the full vowel of the root to the dominant
suffix on the right. Example (31) contains a weak root (Vhaw’y ‘make’) and

again we see stress shifted to the dominant suffix =ikn ‘back’.6

6Note that Czaykowska-Higgins considers the forms =atk¥ ‘water’ and

=ikn ‘back’ to be affixes, the general pan-Salish view, while such forms are
viewed in this work as bound stems (chapter 8).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



78

Recessive suffixes do not trigger stress shift in the case of strong roots, as
shown in the following example:

(32) sac’im’xox¥
sac-2im’x-mix
IM-mmove-IM-(3AB)
S/he’s moving. Czaykowska-Higgins 1993a:208

In (32), the strong root V?im’x ‘move’ is affixed with the recessive imperfective
suffix -mix and stress remains on the full vowel of the root. With respect to weak
roots, however, stress shifts to the recessive suffix, as shown in (33):

(33) cokncds
cok-nt-sa-s
hit-TR-1s0-3ER
S/he hit me. Czaykowska-Higgins 1993a:216

The full vowel of the recessive suffix -sa in (33) is the only full vowel in this form
and therefore triggers stress shift to the right.

In addition to the interaction of the two classes of roots and suffixes,
features of cyclicity, extrametricality and accent all play a role in the Nxa?amxcin
stress system. At this point I will refer the reader to Czaykowska-Higgins 1993a
for the full details as they are long and complex, and beyond the scope of this
work.

4.6 Summary

In addition to the various aspects of phonology briefly addressed in this
chapter, there are other aspects of Nxa?amxcin phonology that have been
addressed in the literature. Post-velar segments are discussed in Kinkade 1967a;
Bessell 1992, 1993; and Bessell and Czaykowska-Higgins 1992, 1993. Various
reduplication processes have been analyzed in Czaykowska-Higgins 1993¢ and
Czaykowska-Higgins and Urbanczyk 2001. An analysis of the phonological
domains in Nxa?amxcin word structure can be found in Czaykowska-Higgins
1996, 1998.
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Having provided a brief introduction to the phonology of Nxa?amxcin, I

turn to a discussion of the syntax in the following chapter.
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Chapter Five

Syntax

5.0 Introduction

In this chapter I provide a brief introduction to the syntax of Nxaramxcin.
Discussion of Nxa?amxcin syntax in the Salish literature is limited. The only
papers I am aware of are Czaykowska-Higgins 1993d, an unpublished paper
which looks at the various types of extraction discussed in the following
sections; Willett 1996, an analysis of absolutive case-assignment; Czaykowska-
Higgins, Willett and Bart 1996, a discussion of lexical suffix (bound stem)
constructions which touches indirectly on syntax; and N. Mattina 2002, a
discussion of the determiner system. Czaykowska-Higgins spent several years
conducting field word on Nxa?amxcin syntax and a large portion of the
examples in this chapter comes from those sessions.1

As this introduction is meant to be descriptive, I do not adopt any
particular theoretical approach to clause formation in Nxa?amxcin. For
theoretical approaches on the syntax of other Salish languages, I refer the reader
to Gerdts 1988 (Halkomelem); Gardiner 1993 (Shushwap); Jelinek and Demers
1994 (Straits Salish); Roberts 1994 (Lillooet); Beck 1995 (Bella Coola and
Lushootseed); Currie 1997 (Squamish); Doak 1997 (Coeur d’Alene);
Matthewson 1998 (Lillooet); H. Davis 1999, 2000a (Lillooet); and to the
numerous syntax papers that have appeared over the past decade in the
proceedings of the International Conference on Salish and Neighbouring
Languages. Kroeber (1991, 1999) provides a theory-neutral overview of syntax
across the Salish family.

In this chapter, I first address the controversial issue of lexical categories,
and then move on to a description of the noun phrase, simple clauses, relative

1The description of Nxa?amxcin syntax in this chapter has benefited
greatly from Czaykowska-Higgins’ field work and research, especially her work
on extraction which was presented at the First University of Victoria Salish
Morphosyntax Workshop.
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clauses, and fronting constructions. Finally, I look at the distribution and

properties of the particle wa.2

5.1 Lexical Categories

In this section I briefly address the question of lexical categories in
Nxa?amxcin. Before beginning any discussion of Nxa?amxcin lexical
categories, however, it is important to address the ongoing controversy in the
Salish literature over the status of nouns and verbs as independent lexical
categories. Czaykowska-Higgins and Kinkade (1998:35) remark that “[o]ne of
the important controversies in the study of Salish languages concerns the
question of whether or not these languages exhibit a distinction between the
categories ‘noun’ and ‘verb’ ”. This is an issue that has long been debated in
the field of Salish studies. Researchers such as Kuipers (1968), Hukari (1977),
Demers and Jelinek (1982, 1984), Kinkade (1983b), Jelinek (1993, 1995, 1998)
and Jelinek and Demers (1994) have argued, based on morphological and/or
syntactic evidence in various Salish languages, that Salish does not distinguish
between nouns and verbs. In essence, there is no lexical category [+V, -N]
indicating verb, and no lexical category [-V, +N] indicating noun.

Van Eijk and Hess (1986), Beck (1995, 2002), Demirdache and
Matthewson (1996), N. Mattina (1996), Haag (1998), and Davis and Matthewson
(1999) have all argued for a noun-verb distinction using morphological and/or
syntactic arguments for a wide array of Salish languages. Kroeber (1999:33-36)
also adopts this approach. The general claim is that at the lexical level there are
two distinct categories [+V, -N] and [-V, +N], even though these categories may
have fewer properties distinguishing them from each other than in other language
families.

While the general debate has focused on nouns vs. verbs, the status of
adjectives in the grammar is also questionable.3 Consider the following

Nxa?amzxcin examples:

2] do not address subordinate clauses in this chapter. See sections 7.3.1
and 7.7 for relevant data.
3The status of adverbs is unclear and will not be addressed here.
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(1) kas?amtn

kas-?om-t-n

IR-feed-TR-(3AB)-1sS

I’m going to feed him. W.11.106
(2) cmistinn ?ani katyolmix¥m

c-miy-stu-nn kat-yolmix¥m

IM-know-TR-(3AB)-1sS DET IR-chief

I know the soon-to-be chief.

(3) katwosxndlq¥
kat-wisxn=alq"
IR-long=pole-(3AB)
He’s going to be tall. W.11.118

In examples (1) to (3) we see, respectively, a verb, noun and adjective marked for
the operation irrealis, an operation typically associated with verbs. The following
examples also illustrate that nouns can be marked causative, reflexive, imperative
and past. (Information on adjectives is, unfortunately, limited.):

4) yolmx"scut ta?
yolmix¥m-stu-cut
chief~-CS-RF-(2ss) + IMP
Be the chief!

(5) cmistinn ?ani ay’ yolmix¥*m
c-miy-stu-nn
IM-know-TR-(3AB)-1sS DET +PST chief
I knew the former chief.

Both of the above examples contain nouns marked for operations traditionally
associated with verbs. In (4), the noun yoImix™ ‘chief’ is marked causative,
reflexive, and imperative by the suffixes -stu, -cut, and the clitic ta?, respectively.
In example (4), the noun phrase 7ani yslmix¥m ‘the chief* is marked past by the
temporal clitic ay’.

While the examples in (1) to (5) show that verbs, nouns and adjectives are
treated similarly with respect to certain properties, there are a number of reasons
to consider at least verbs and nouns separate lexical categories. (Unfortunately,
the picture is unclear for adjectives as the necessary data for comparison is
unavailable.) First, possessive marking (section 7.1.4) is specific to the category
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noun. Verbs are never marked for possession without having undergone some
nominalizing operation first. Also, morphological marking of irrealis mood is
sensitive to the lexical category of the stem; verbs are marked by the prefix kas-
while nouns are marked by the prefix kat-.4

It is not the purpose of this work to enter into the verb-noun-adjective
debate. In this work I will assume that Nxa?amxcin makes a lexical distinction
between verbs, nouns and adjectives. In addition I will assume, based on
examples like (1), (4) and (3), that verbs, nouns and adjectives can all have a
predicative function at the syntactic level in Nxa?amxcin.

5.2 Noun Phrases
As discussed in the previous section, I am operating under the assumption
that there is a lexical distinction between nouns and verbs in Nxa?amxcin. In the

following sections, I address a number of aspects relating to the noun phrase. I
first look at the determiner and demonstrative systems present in the language

and then discuss oblique and locative marking. Finally, I look at the syntax of
genitive constructions.

5.2.1 Determiners and Demonstratives

The Nxa?amxcin determiner and demonstrative systems are addressed in
N. Mattina 2002 (see also Kinkade 1967b). According to N. Mattina (p.263),
there are four determiners, listed in (5):5

4Note that example (3) contains an adjective stem marked irrealis by the

prefix kat-. This suggests that adjectives pattern with nouns with respect to
irrealis marking. I do not, however, have enough adjective examples to confirm
this.

5It is very difficult to understand the underlying semantics of Nxa?amxcin
determiners by examining isolated texts. Both Matthewson (1998) and Kroeber
(1999) maintain that contrasts in Salish determiner systems are reflective of a
referential vs. non-referential contrast, as opposed to the definite vs. indefinite-
type contrast found in languages like English. N. Mattina (2002) claims,
however, that the Nxa?amxcin determiner system is not reflective of this
referential/non-referential distinction, stating (p.283) that “[t]he marking of
definiteness and specificity is left to other interacting systems in the grammar”.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



84

(5) Articles

?fani  general article

?axd? ‘close to the speaker’

?aci  ‘away from the speaker’

rahi? ‘further away from the speaker’

N. Mattina (2002:263) states that the last three determiners in (5) “are formed on
roots Vxa?, Vei, and Viu?, respectively, which are found in dozens of lexical items
[...]. Non-demonstrative Pani is formed on a root that is less productive, but

which has cognates in other Interior Salishan languages. The increment ?a-
found in each article is a formal determinant of the Moses-Columbia article set.”
Some examples of the general article are given in (6) to (9):

(6) Mary lut wa wikic ?ani kif’dn’a?
wik-1t-s
Mary NEG WA  see-TR-(3AB)-3ER DET girl
Mary didn’t see the girl.
(7) ?ani txdc’ ci cnux™t
c-nux¥t
DET elk SUB DIR-go
That elk came. CD.71
(8 lut sac’kdmx wa ?ani ?islismn
?in-stusmn
NEG why WA  DET 1spS-face
Nothing is the matter with my face. CD.58
(9) kYa? cis ?ani ssin’a?s
cut-nt-s s-sin’a?-s
and say-TR-(3AB)-3ER DET DM-woman’s younger brother-3ps
and she told her little brother CD.9

Note that while the general article ?ani is usually translated as ‘the’, speakers
sometimes use either ‘that’ or ‘this’ in translations, as in (7).

Examples of the other three articles, which seem to convey a deictic sense,
are given in (10) to (15):
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11)

(12)

(13)

(14)

(15)

cihn ?axd? q’iy’mintn

cih-nt-n

rip up-TR-(3AB)-1sS DET  paper

I ripped up this paper.

k¥a? na?su? max¥ lut wa  wdl’a? ?axa
and FUT MOD NEG WA  rock-(3AB) DET

and then maybe my boat won’t rock

t’icc Paci waxtalt

t’uscec

falleocefall-(3AB) DET child

The child fell down.

yapkc’8lx¥xntox¥ ?aci xxdl’a?

yap=k-c’olx¥=xn-nt-x¥
on the way=P0oS-grab=leg-TR-(3AB)-2sS DET child
You grabbed that child by the leg.

k¥a? q’“umdt naw’lx kxaps
kxap-nt-s
and begin run(sg.)-(3AB) chase-TR-(3AB)-3ER

wa fald sccom’ilt
WA  DET children

[and she began to go to chase those children]

naldy’v's ?atu kiwonwdntlgstxns
na-1o5’%-nt-s ktwonwdntlgstxn-s
POS-put over-TR-(3AB)-3ER DET undergarment-3PS
She put it on, her undergarment.

85

Pistdtm
?in-st3tm
1sps-boat

CD.33

CD.15

CD.13-14

As examples (11) and (15) indicate, Nxa?amxcin articles can precede nouns that

have been marked for possession. In addition, more than one article can precede
the same noun, as illustrated in (16):

(16)

nx¥aSatniwt ?ald ?ani stdtm
n-x%aS-alniwt

POS-hole-7-(3AB) DET DET boat
there’s a hole in the side of the boat

N. Mattina (p.265) also points out that, with the exception of Pani, all three
determiners can have a predicative function, as shown in (17) and (18):
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(17) Rraxa? ?tani Mary 1 stx¥ils
stx¥ul-s
DET-(3AB) DET Mary GN  house-3PS
Mary’s house is this one. (i.e. This is Mary’s house.) N. Mattina 2002:264

(18) ?atid wa p’isk’a?t  k%a? cnil ni?k¥ans
niz-k%an-nt-s
DET-(3AB) WA  big and 3EMpro  POS-take-TR-(3AB)-3ER
kasc’iins

kas-c-?iin-nt-s
IR-7-eat-TR-(3AB)-3ER

the big ones she picked out for herself to eat CD.38

Turning now to the demonstrative pronoun system, N. Mattina (2002:264)
lists the following for Nxa?amxcin:

(19) Demonstrative Pronouns

?ixa? ‘this one (here)’
Tica ‘this one (there)’
Tita ‘that one’

N. Mattina points out that these demonstratives contain the same roots as the last
three articles listed in (5). She indicates (p.263) that “[t]he demonstrative
particles have the increment 7i- (and concomitant regulatization of the root vowel
to a) where the articles have 7a-; the same roots are used for both.”

There is little information available on demonstrative pronouns in
Nxaramxcin, and I am unable to discuss in any detail the particulars of their
distribution. N. Mattina does point out that demonstratives can have a

predicative function in Nxa?amxcin, as shown in the following examples:

(20) 7Pica spdta?
DEM-(3AB) owl
there is the Owl CD.37
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(21) ?ita? wa  sxdpa?t 1 stxVuls
sxapa?-t stx%ul-s
DEM WA  grandfather-1pPS GN  house-3PS
There’s our grandfather’s house. CD.26

As we will see in section 5.6, the position of the particle wa in (21) suggests that
‘grandfather’s house’ is an absolutive argument, i.e. subject of an intransitive
predicate.

I now turn to a discussion of oblique noun phrases in the following
section.

5.2.2 Obliques

Oblique marking appears with noun phrases that do not have any direct
argument status in the clause. Such noun phrases are described by N. Mattina
(2002:276) as

non-locative, adjunct determiner phrases. These adjuncts are syntactically
oblique in that, unlike core arguments, they are never cross-referenced on
the clause head. They are also semantically oblique in the sense that they
consistently show the partiality of reference similar to English some and
the partitive use of plural and mass nouns, the hallmarks of non-specific
phrases cross-linguistically (Ultan 1978). Likely related to this specificity
is the fact that oblique phrases cannot encode possessors or occur within
the scope of a strong quantifier. They are also thematically limited to a
small number of semantic roles: instrument [ ], theme [ ], and factitive [ ].

Oblique nouns in Nxa?amxcin are preceded by the oblique marker ¢, as in

(22) to (25):
(22) ‘raykvdast ci kn  nhacism t k’¥k’Yat’na?
n-hac=us-m

tomorrow  SUB + 1sS  POS-tie=foot-AP-(3AB) OBL mouse

Tomorrow, I will trap mice. CDh.47
(23) kn tdwm t q'ily stx%il

taw-m
1ss + buy-AP OBL blue house

I bought a blue house.
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(24) ki?omtxic t swanax
kt-?omt-xit-s
POS-feed-APP-(3AB)-3ER  OBL  huckleberry

She sent huckleberries to someone. 95.155
(25) cékitm XxXA’cins t atmupil

cok-tt-m XXA’cin-s

hit-EP-AP-(3AB) dog-3ps OBL car

Her dog was hit by a car.

Examples (22) and (23) each contain predicates marked for antipassive voice by
the suffix -m. Theme arguments in antipassive constructions surface as obliques
and are thus marked by ¢ in (22) and (23). In Nxa?amxcin applicative

constructions, a goal/benefactive/malefactive typically surfaces in direct case
while a theme argument is marked oblique. This is the case in (24) where the

predicate is suffixed with the applicative marker -xit and the theme argument
swéanax ‘huckleberry’ is preceded by the oblique marker ¢. Finally, (25) contains
a passivized predicate and, as expected with passives, the agent atmupil ‘car’ is

realized as an oblique argument.
Ergative arguments, i.e. 3rd person transitive subjects, are sometimes

marked oblique in Nxa?amxcin. Some examples are given in (26) to (29):

(26) Mary tu? wa tdwxtus t John
taw-Xxit-wa-s
Mary SUB WA  buy-APP-TO-(3AB)-3ER OBL John

[It was Mary John bought something for.] 92.315
27) t ?incé ci kxédpn wa  Mary
kxap-nt-n
OBL 1sEMpro SUB  chase-TR-(3AB)-1sS WA  Mary
It’s me that chased Mary. 92.226

(28) t swat ci kéattus
kat-nt-wa-s
OBL who SUB give-TR-TO-(3AB)-3ER

Who gave that to him? 2.88a
29) t sk’a?cinm tu? cPaw’tdpstus tw’it
c-taw’tap-stu-s
OBL deer SUB IM-follow-TR-(3AB)-3ER  boy

It is the deer that’s following the boy.
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The oblique marking on the ergative arguments in the above clauses is no doubt
some type of quirky case-marking as ergatives of applicative (26) and transitive
((27) to (29)) clauses in Nxa?amxcin do not have oblique status. This type of
ergative marking is a pattern common to the Southern Interior Salish languages,
as addressed in Kroeber 1988, 1999:52-3.

There is evidence that the oblique marker ¢ is in the process of
disappearing in the language as sometimes the oblique marker is omitted
altogether by speakers. This phenomenon has been taking place in other Salish

languages as well to varying degrees.6

5.2.3 Locative Prepositions
Nxaramxcin makes use of a set of locative prepositions to mark adjunct

arguments of location. These locative prepositions have been previously
discussed in Kinkade 1974 and N. Mattina 2002, and are listed in (30).

(30) Locative Prepositions
k’l  ‘to, into’
1 ‘in, at, on’
tr ‘from,’
tu ‘from’

Examples of the locative preposition k’I ‘to, into’ are given in (31) to (33):

31 huy tlci talndw’lx spdta? kK’l  stx%ils
?al-naw’lx stx*ul-s
then from there DIR-run(sg.)-(3AB) owl LOC house-3PS
And then from there Owl ran back to her house.
CD.19
(32) ?Yinwi ta? k’l1tu? ci k¥ katdqlx
kat-taqlx

2SEMpro + IMP over there SUB +2s8S  POs-sit(sg.)

6Kroeber (1999:47-52) lists Halkomelem (Chilliwack dialect), Squamish,
Tillamook, Lillooet, and the other Southern Interior languages — Kalispel,
Okanagan and Coeur d’Alene — as languages that exhibit unmarked obliques.
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(G4

(35)

(36)

(37

(38)

(39

(40)

90

k’l  k’omlgswil
k’am=salgs=wil
LOC surface of=nose=vehicle

You go over there and sit at the head of the boat. CD.34

kn  nix™t KI’ ni?wdnt
Iss + go-(3AB) LOC woods
I went into the woods

The preposition  “in, at, on’ is illustrated in the following examples:

wiy’ ?aci txtxdy’ip 1 c’okcin
grow-(3AB) DET cottonwood tree LOC river
The cottonwood tree grew by the river.

John sqY¥esq¥dsa?s wa kat’dcc 1 sxollip
sq¥osq“osar-s kat-t’uecec
John baby-3pPs WA  POS-falleOC*fall-(3AB) Loc floor
John’s baby fell down on the floor.
k¥a? k%  cnasix"m t xx’at 1 ?inydmx“a?
c-na-six"-m ?in-yamx¥a?
and +2sS DIR-POS-7-AP "~ OBL rock LOC 2sps-basket
and [you] pour rocks into your basket CD.33
?ica ckatpa?xdnm 1 stdtm
c-kat-pa?xan-m
S0 DIR-POS-step back-m LOC boat
Then she stepped back in the boat CD.34

Examples of ¢’ ‘from’ are given below:

tI’ Nespelem tu kn  ckicx

c-kicx
LOC Nespelem SUB + 1sS  DIR-arrive
It’s from Nespelem that I came.

cmistinn pan’ka? ci nix¥t tr stx%il
c-miy-stu-nn

IM-know-TR-(3AB)-1sS when SUB leave-(3AB) LOC house
I know when he left the house.

hdmp xk’ut t?  kat’iintn

fall-3AB)  rock LOC table

A rock fell off the table.
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Kinkade (1974) indicates that a fifth possible locative preposition is tu
‘from’. At the time of that paper, Kinkade had found only one instance of tu

which is given below:

(41) stq’xalq” tu snak’dmgon wa? k’l scqomdp
line on a tree LOC top of tree WA [0 bottom of tree
tree marked from top to bottom
Kinkade 1974, ex.12

I have found one example of what appears to be tu combined with the root Vci to

form tu?ci ‘from there’ (although note that the form used here in tu?- as opposed

to tu-):
42) 71 kataqlx spdta? tu?ci kanux™t
kat-taqlx kat-nux"t
and so POS-sit(sg.)-(3AB) owl from there POsS-go-(3AB)

Owl sat down, from there she walked about.
CD.34

This preposition is clearly the rarest of the five.?
N. Mattina (2002:272-273) notes that, though infrequent, locatives and
determiners can cooccur. As shown in the following examples, the determiner

surfaces to the left of the locative preposition I ‘in, at, on’:

(43) Tica k%¥a nxokxikmismnc
n-xo¢’-xiq ’m=us-min-nt-sa-s
right there and POS-AUG-rub=face-RL-TR-150-3ER

?ani 1 snciyatk¥ptns
snciyatk™ptn-s
DET LOC fireplace-3pS

and then ... she rubbed my face in her fireplace CD.59

7Both Kinkade (1974) and N. Mattina (2002) suggest that Salish locative
prepositions are not fully comparable with prepositions in European languages.
Kinkade points out that there are grammatical relationships involved with the
Salish prepositions that are not found with the European languages, and that
Salish prepositions are not as specific, making fewer positional distinctions.
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(44) ?Racwax Ix k’om’ ?ani 1 sttx™ils

Pac-wax setetx“ul-s

tac-live-(3AB) + PL still DET LOC housesDM*house-3PS

1 ?ana spopdsarlsa?

GN ? grandfather

They are still living there in that grandfather’s little house. CD.72
45 Kk’'iwlx ta? ?aci 1 tac’p’dk’

climb-(2ss) + IMP DET LOC tree

Climb up that pole!

In the following section I address genitive marking which is marked by 1,
the same free morpheme used to mark locative ‘in, at, on’.

5.2.4 Genitives

Nouns with overt nominal possessors are marked for possession by the
genitive marker 1, although N. Mattina (2002:266—-67) indicates that genitive
marking in Nxa?amxcin is optional. There is some variation of word order
possible with the genitive marker, when present, “attaching either to the right or
left of the possessor within the scope of the article” (N. Mattina 2002:267). The
following combinations are possible:

(46) Possessor GN Possessum
Possessum Possessor GN
GN Possessor  Possessum
Possessum GN Possessor

Each of these patterns is represented in the following examples.

(47) tawin John 1 stx™ils
taw-1t-n stx“ul-s
buy-ApPP-(3AB)-1sS John GN  house-3PS
I bought John’s house.

(48) tdwin stx¥ils John 1
taw-tt-n stx%ul-s
buy-ApP-(3AB)-1sS  house-3pS John GN
I bought John’s house.
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(49) ?ani 1 Mary stx¥ils
stx%ul-s
DET GN Mary house-3PS
Mary’s house N. Mattina 2002:267
(50) ?ani stx%ils 1 Mary
stxVul-s
DET house-3PS GN  Mary
Mary’s house N. Mattina 2002:267

Note that even when the possessor is overtly realized as a noun, possessive
marking still appears on the possessum.

The following example illustrates that the possessor itself can also bear
possessive marking:

(51) Rinnix“nux¥ 1 st’omt’dmms
2in-nux“nux¥ set’omet’umm-s
1sps-wife GN  breastAUGsbreast-3PS
[my wife’s breasts] CD.7

Having briefly introduced several grammatical points in relation to the
noun phrase (determiners, demonstratives, oblique, locative and genitive-
marking), I now turn to the structure of Nxa?amxcin clauses, starting first with
simple clauses in the following section.

5.3 Simple Clauses

Nxaramxcin falls under the traditional classification of ‘polysynthetic’.
Words in polysynthetic languages are typically long and morphologically
complex, with a single word being able to express the full semantic content of a
complete sentence in a non-polysynthetic language. As seems to be the case
with polysynthetic languages in general, Nxa?amxcin has obligatory pro-drop
for both subject and object position. Thus, no subject or object pronouns are
overtly expressed, as shown in the following examples:8

8Views on clause structure in Salish languages are mainly divided into two
camps. The first supports the Pronominal Argument Hypothesis (e.g. Jelinek
1984, Jelinek and Demers 1994) according to which subject and object arguments
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(52) ?omcinn

Pom-t-si-nn

feed-TR-250-1sS

I feed you. 90.N206
(53) c’alut kn

stand + 1ss

I stood up. W.4.9.167

In the transitive construction in (52), the 2nd person sg. object is marked by the
suffix -si and the 1st sg. subject by the suffix -nn. No overt pronouns are present
to indicate these grammatical categories. In example (53), the 1st person sg.
subject is marked by the intransitive clitic kn. Again, there is no overt intransitive
subject pronoun.

When overt noun phrases are expressed, the basic transitive word order is
VOS, although there is some flexibility of word order as shown in the following

examples:
VOS

(54) t’3qYs wa ttw’it ?ani kiy’dna?
t’agq¥-nt-s
slap-TR-(3AB)-3ER WA  boy DET girl
The girl slapped the boy. 91.121
VSO

(55) t3q¥s rani kiy’dna? wa ttw’it
t’oq%-nt-s
slap-TR-(3AB)-3ER DET  girl WA  boy
The girl slapped the boy.

are realized as pronominal elements on the predicate. Overt noun phrases are
syntactic adjuncts coindexed with these pronominal elements. As adjuncts, these
noun phrases are able to maintain some freedom of word order. In the other camp
are researchers who support a configurational approach in which noun phrases
are themselves arguments coindexed with agreement morphology on the
predicate (e.g. Gardiner 1993, H. Davis 1999). I assume the latter analysis in this
work, although neither theoretical approach is crucial to the descriptive goals
pursued here.
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Both examples (54) and (55) have the same translation, but the ordering of the
NPs is reversed. In (54) the direct object ttw’it ‘boy’ appears immediately
following the predicate and the subject kiy’dna? ‘girl’ is in final position. This
represents the unmarked word order VOS. In (55) the same subject appears
adjacent to the predicate and the direct object is in final position. This VSO
ordering is not as frequent as VOS, but is possible nonetheless.

One might think that such variations on word order would lead to
ambiguity, but this is not the case. The particle wa, which surfaces in both (54)
and (55), serves as a disambiguating device. Czaykowska-Higgins (1996,
1998:160) and Willett (1996) analyze this particle as a third person absolutive
marker which surfaces with 3rd person transitive objects and 3rd person
intransitive subjects. In both (54) and (55) it precedes ttw’it ‘boy’ making it clear
that ttw’it is the object in these constructions. I address the particle wa in detail
in section 5.6.

Unmarked intransitive word order is VS, as shown in (56) to (57):

(56) 1ot Paxa? ?apsn
wet-(3AB)  DET towel
This towel is wet.

(57) xYay’'m wa  ?inxxX’cin
?in-xxXx’cin

run away-(3AB) WA  1sps-dog
My dog ran away.

In both of the above examples, the predicate appears before the subject argument
in the clause.

In the following section, I discuss how relative clauses are formed in
Nxa?amxcin and survey the types of arguments that can be relativized.

5.4 Relative Clauses

A relative clause has a special modificational function. It is quite common
for relative clauses in Salish languages to carry morphological operations distinct
from those found in main clauses; however Kroeber (1999:272) points out that
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Southern Interior languages “tend to distinguish fewer inflectional types of
relative clause than do other branches of Salish and also to assign relative clauses
inflection that is not distinct from that of other clause types”.

Nxaramxcin relative clauses do not require any specific relative clause
morphology on the predicate. Subject and object agreement follow the same
paradigms as that of main clauses. The relative clause construction consists of a
relativized nominal optionally followed by the oblique marker .9 Both of these
are followed by the clausal modifier (i.e. the relative clause). I assume this clause
contains a gap which would otherwise be filled by the relativized element. The

Nxa?amxcin relative clause is schematized in (58):

(58) NP, () mwf  _il

Pj

The NP/PP in (58) is coreferenced with a gap within the IP, indicating that it (or
some operator coreferenced with it) originated within the IP. Because the
oblique marker is becoming optional, I have enclosed it in brackets. There is no
relative pronoun in the above schema as relative clauses across the Salish family
do not contain relative pronouns (Kroeber 1999:270).

A wide range of grammatical relations can be relativized in Nxa?amxcin.
Examples of transitive subjects targeted for relativization are given below. (The
relativized element is in boldface; the relative clause is marked with square

brackets.):
(59) wikin Pani ttw’it t [cdks wa Mary ]
wik-tt-n cok-nt-s

see-TR-(3AB)-1sS DET boy OBL hit-TR-(3AB)-3ER WA  Mary
I saw the boy who hit Mary (by tossing something).
92.389

9Whether or not the t actually functions as an oblique marker in relative
clause constructions is unclear, but I will adopt the label oblique here for
descriptive purposes. Kroeber (1999) employs the label attributive for t in the
context of relative clauses.
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(60) ?acsix¥in ?ani xdst ttw’it t [ kic’omisnc |
?ac-sux¥-t-n t-twit ktc’omus-nt-si-s
IM-know-TR-(3AB)-1sS DET good DM-boy  OBL kiss-TR-280-3ER
I know the good boy who kissed you.

92.210
(61) John ?acsix%ic wa tani Kkif’ana? 1 sPaxts
Tac-sux¥-it-s sl’axt-s
John M-know-TR-(3AB)-3ER WA DET girl GN friend-3ps
t [c’anixtls t c’ox%I'lisa? |
c-?ani-xt-al-s
OBL DIR-bring-APP-1pO-3ER  OBL camas
John knows the girl’s friend who brought us camas. 92.277

In (59) to (61), the subject of the bracketed clause appears as the head of the
relative clause, followed by the oblique marker ¢ and the relative clause.
The direct object of a transitive clause can also be relativized, as shown in

(62) to (64):
(62) nix%t ?2aci sq@al’tmix¥ t° [ cmistinn ]
c-miy-stu-nn
go-(3AB) DET man OBL IM-know-TR-(3AB)-1sS
[The man that I knew left.] 91.203
(63) cmisttinn ?ani ttw’it wa t [ktc’omisc kiS’ana? ]
Cc-miy-stu-nn ktc’omus-nt-s

IM-know-TR-(3AB)-1sS DET boy WA  OBL kiss-TR-(3AB)-3ER  girl
I know the boy that the girl kissed.

92.372
(64) sux%in ?ani Kkif’dna?
sux%-tt-n
know-TR-(3AB)-1sS DET girl
t [tawxtus wa John t yamxvar |
taw-xit-wa-s
OBL  buy-APP-TO-(3AB)-3ER WA John OBL basket
I recognize the girl that John bought the basket for. 92.436

In all of the above examples, a transitive object has been relativized.
The following examples illustrate relativized intransitive subjects:
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(65) John tumistxc t yamx¥a?
tumistu-xit-s
John buy-App-(3AB)-3ER OBL basket

wa ?ani KkiY’4na? t [ckicx plagl ]
c-kicx
WA DET girl OBL DIR-arrive-(3AB)  yesterday
John bought a basket for that girl who arrived yesterday. 92.317
(66) ?ani ay’ sgal’tmix¥ t [cwawlx ]
c-wawlx
DET + PST man OBL c-speak-(3AB)
taxVxv pl’dql
tg.xw.xw
dies0Cedie-(3AB)  yesterday
The man who spoke died yesterday. 92.166
(67) ?acsix%in ?ani Kki{’ana?
Pac-sux%-it-n
IM-know-TR-(3AB)-1sS DET girl
t [ktc’omisntm t ttw’it ]
kic’omus-nt-m t-tw’it
OBL  kiss-TR-PAS-(3AB) OBL DM-boy
I know the girl who was kissed by the boy. 92.220

Oblique arguments can also be targetted for relativization in Nxa?amxcin.
Kroeber (1999:309) states that “[i]n most of Salish, oblique-centered relative
clauses are given nominalized or conjunctive inflection”. The following example

indicates that this is not the case in Nxa?amxcin:

(68) sixVin ?aci yamx¥a?
sux¥-1t-n
know-TR-(3AB)-1sS DET basket
t [tawxc wa  ki¥’dna? ?ani John ]
taw-xit-s
OBL  buy-ApP-(3AB)-3ER WA  girl DET John
I recognize the basket that John bought for the girl. 92.435

The relative clause construction in example (68) contains an applicative predicate

for which the theme argument, Paci ydmx¥a? ‘the basket’, has oblique status.
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The relativized noun is not, however, marked oblique in this example as it also
serves as direct object of the main clause predicate sux” ‘know’.

Instruments are also open to relativization in Nxa?amxcin. In the
following example, 7ani n’'n’ikm’n ‘the knife’ assumes the role of instrument in

the relative clause from which it is extracted:

(69) widk¥n ?ani n’n’ikm’n  t [t’om’mis John }]
wak"¥-nt-n t’om’-min-nt-s
hide-TR-(3AB)-1sS DET knife OBL  cut-RL-TR-(3AB)-3ER John

I hid the knife that John cut it with.
92.269

Instruments are typically marked oblique in Nxa?amxcin. Like the oblique
example in (68), the relativized instrument is the direct object of the main clause
and is therefore not marked oblique. The relative clause predicate in (69) does
not contain any morphological marking outside what would be expected for a
main clause predicate.

Finally, locative arguments can be relativized, but from the minimal data I
have seen the pattern is somewhat different from the relative clauses given above.
Consider the following examples:

(70) nost ?axd ?ani pen’pan’igs ?ani lIci

nos-t

heavy-ST-(3AB) DET DET pon’pan’ags DET in there

t [ nalixn 2intom’tom’vitn ]

na-lix-nt-n rin-tom’tom’utn

OBL  POS-put down(s.t.pl.)-TR-(3AB)-1sS 1sps-clothing

The pon’pen’aqgs where I put my clothes is heavy.10 92.257
(71) q*tint ?ani xXx’at ?ani lci

q%tun-t

big-ST-(3AB) DET rock DET in there

10In Czaykowska-Higgins’ field notes (92.06.08), a pon’pon’dgs is

defined as “rawhide folded over, laced, carried on horseback, to put things into in
the old days”.
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t [ k’’dcn ?inn’n’ikm’n |
k’1-t’uc-nt-n ?in-n’n’ikm’n
OBL  POS-put down-TR-(3AB)-1ss 1sps-knife
The rock under which I laid the knife is big. 92.267

In both of the above examples, the locative argument in bold is followed by a
determiner and an indicator of location, Ici ‘in there’, which is formed by the
locative prefix I ‘in, at, on’ and the root Vci. These are then followed by the
remainder of the relative clause in brackets.

Kroeber (1999:257) points out that “[i]n the Coast Salish languages
(except for Lushootseed, apparently) and in Lillooet, moreover, a transitive
relative clause may precede its head, provided that the relative clause contains no
overt DP or PP arguments”. This also appears to be possible for Nxa?amxcin, but
one example suggests that (at least) the overt PP restriction within the relative
clause does not hold for Nxaramxcin. In addition, intransitive relative clauses
can precede their heads. Consider the following examples:

(72) ?acsix“in ?ani [ kic’omisng ] ttw’it
fac-sux¥-tt-n kic’omus-nt-si-s
IM-know-TR-(3AB)-1ss DET kiss-TR-2s0-3ER  boy
I know the boy who kissed you. 92.182

(73) racsix¥in
rac-sux%-it-n
IM-know-TR-(3AB)-1ss

?ani xosalptik t [ ktc’omiisnc ] ttw’it
ktc’omus-nt-s

DET good OBL  kiss-TR-(3AB)-3ER  boy

I know the good boy who kissed you. 92.214
(74) wikin Pani t [Pacmix™t ] sm2amm

wik-tt-n rac-mux™t

see-TR-(3AB)-1sS DET OBL ?ac-laugh-(3AB) woman

I saw the woman who laughed. 92.184

(75) cmistinn
c-miy-stu-nn
IM-know-TR-(3AB)-1sS
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Pani t [ kic’omisntm t ttw’it ]  kif’ana?
kic’omus-nt-m

DET OBL kiss-TR-PAS-(3AB) OBL boy girl

I know the girl who was kissed by the boy. 92.236

In all of the above examples, the relative clause is preceded by either the article
?ani alone ((72), (74), and (75)) or an article phrase plus adjective (73). The head
noun of the relativized argument appears at the end of the relative clause.
Examples (74) and (75) illustrate that an intransitive relative clause can also
precede its head. Example (75) suggests that the head of a Nxa?amxcin relative
clause can follow the relative clause predicate, even when the relative clause
contains an overt PP.

Headless relative clauses are also possible in Nxaramxcin, a construction
which Kroeber 1999:258 notes is common to all Salish languages. Kroeber
explains that these relative clauses are “ones in which neither target nor head
position is filled by a DP [...]. These constructions consist simply of a relative
clause preceded by an article”. Some examples are given below:

(76) cmistinn ?ani t [ cokncéds ]

c-miy-stu-nn cok-nt-sa-s

IM-know-TR-(3AB)-1sS DET OBL Ait-TR-1sO-3ER

I know the one who hit me. 92.173
(77) ?acstx¥sn Pani ¢ [kic’omuysntx™ ]

Pac-sux¥-stu-n kic’omus-nt-x¥

M-know-TR-(3AB)-1sS DET OBL kiss-TR-(3AB)-2sS

I know the one that you kissed. 92.170
(78) 7Pacsix¥sn ?ani t [nk¥nédm ]

?ac-sux¥-stu-n
IM-know-TR-(3AB)-1sS DET OBL sing-(3AB)
I know the one who sang. 92.171

Each of the above constructions contain a headless relative clause in that there is
no nominal present to represent the relativized argument; only the article ?ani
precedes the relative clause.
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5.5 Fronting Constructions

I borrow the term “fronting” from Kroeber (1991, 1999) to refer to
constructions in which an NP or PP appears in prepredicate position.11 Following
Kroeber, I refer to the argument in prepredicate position as the “fronted
constituent” and the remainder of the construction as the “residue”. I look at

three types of fronting in this section: unmarked fronting, quasi-clefting, and
clefting.

5.5.1 Unmarked Fronting

The unmarked fronting construction is labelled “unmarked” because the
fronting of the NP/PP does not trigger any specific morphology. The data
indicates that a full range of arguments can be targeted for unmarked fronting in
Nxaramxcin. The following examples illustrate that the subject of a transitive
clause can be fronted. (Fronted NPs are in boldface.):

(79) sm?amom maf§’vs wa  nlxVatk¥tn
mas’¥-nt-s
woman break-TR-(3AB)-3ER WA  pot

The woman broke the pot.
(80) k’ip ta? tax¥ ta? sp3ta?  na? kY dnc

K’up ta? taxV ta? k¥an-nt-si-s
?  +wp  still +1MP Owl FUT  grab-TR-250-3ER
Be quiet, be still! Owl will get you. PfI:13
(81) laraws tawxitus k%¥a? kdttus
taw-xit-wa-s kat-nt-wa-s
JSather buy-APP-TO-(3AB)-3ER and  give-TR-TO-(3AB)-3ER
His father bought it for him and gave it to him (his son).
W.8.1.8
(82) sa ay’ inwi k¥antx¥
k¥an-nt-x%
Q + PST 2sEMpro take-TR-(3AB)-2sS
Did you take it? W.4.74

111 will use the terms NP and PP here, although it is not clear whether the

fronted argument functions syntactically as a noun/prepositional phrase or as a
predicate.
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(83) Johm t’dm’s hacmintn t n’n’ik’mns
t’am’-nt-s n’n’ik’mn-s
John cut-TR-(3AB)-3ER  rope OBL  knife-3PS
John; cut the rope with his;j; knife. 92.38
(84) hiy ?alu X®’axk’dxp kacdgs
kat-cog-nt-s
DET old man POS-stand upright-TR-(3AB)-3ER
?atlu  stdtms
statm-s
DET canoe-3PS
[and then that old man launched his canoe] AfIII:8

(85 t’i? kn nacit 2aci tw’it c’aw’tdpsc
c-?aw’tap-stu-s
MOD + 1ss think DET boy W-follow-TR-(3AB)-3ER

wa faci kiYdna?
WA  DET girl

I think the boy followed that girl.

In all of the above constructions, the transitive subject NP surfaces in front of the
transitive predicate, as opposed to its usual post-predicate position. Examples
(79) and (80) illustrate fronted nouns, (81) a fronted noun marked for possession,
(82) an emphatic pronoun, (83) a personal noun, and (84) and (85) determiner
phrases.

Wh-questions are always in the form of some kind of fronting. Some
examples of the unmarked fronting of transitive wh-subjects are given below:

(86) swat p’3q’¥s
p’2q’V-nt-s
who spill(s.t. dry)-TR-(3AB)-3ER
Who spilled it? W.1.2.30

(87) swat ay’ wikttms
wik-tt-m-s
who +PST  see-TR-2S0O-3ER
Who saw you? 2.2

(88) swat wikic Paul
wik-tt-s
who see-TR-(3AB)-3ER  Paul
Who saw Paul? 2.10
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swat wa  t’q"ntwds
t’aq”-nt-wa-s
who WA  slap-TR-TO-(3AB)-3ER
Who slapped her/him? 91.131

In the following transitive examples, the fronted argument is the direct

object:

(90)

©On

92)

93)

4)

(95)

(96)

kiy’dna? wa t’3q%s ttw’it
t’aq%-nt-s
girl WA slap-TR-(3AB)-3ER Doy
The boy slapped the girl.
(*The girl slapped the boy.)
nlx"atk¥tns mas’vs sm?amm
nlx%atk¥tn-s ma¥f’¥-nt-s
pot-3ps break-TR-(3AB)-3ER woman
The woman broke her pot.
John ?omtwas wa Mary t kkiw’a?
Pom-t-wa-s
John feed-TR-TO-(3AB)-3ER WA  Mary OBL fish
Mary gave John the fish. 91.nr
?inca ay’ wa kxdpnc plagl Mary
kxap-nt-s
1sEMpro + PST WA  chase-TR-(3AB)-3ER yesterday Mary
It was me Mary chased yesterday. 92.245
?ani t’ak’"t nq%¥on’n’min
nq%¥en’n’-min-nt-n
DET lake Pity-RL-TR-(3AB)-1sS
[I felt sorry for that lake] SAIII:6
cnil 1 m?astms  xmdnks Mary

m?astm-s xmank-s
3spspro GN  father-3ps like-3pPS Mary

Mary; likes hery; father. 91.170b
swat ay’ xolq’ntx¥
xalq’-nt-x%
who +PST  kill-TR-(3AB)-2sS
Who did you kill? W.9.9.152
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(97) suswat 1x wikttx"
sow-swat wik-Ht-x¥
AUG-who +PL  see-TR-(3AB)-2sS
Who (pl) did you see? 2.17

(98) stam wa  Yacxuysc
rac-xuy-stu-s
what WA  IM-do-TR-(3AB)-3ER

What is he doing?
(99) swaill wa kalxs t’dsc ?ani Mary
kalx-s t’os-nt-s
whose WA hand-3PS  slap-TR-(3AB)-3ER DET Mary
Whose hand did Mary slap? 91.158

The following examples contain fronted intransitive subjects:

(100) tw’it 2aw’tdpm t sk’a?cinm
taw’tap-m
boy follow-Ar-(3AB) OBL deer
The boy followed the deer.
(101) John g’aq’itm ay’ pldaql
q’aq’it-m
John fish-m-(3AB) + PST yesterday
John was fishing yesterday. 91.89

(102) na?su? ?inca kn nix™t
FUT 1sEMpro + 1sS go
It’s going to be me that will go. W.11.83
(103) ?ata? xxx’cin sac’itnoxV
sac-?itn-mix

DET dog IM-eat-IM-(3AB)
That dog is eating. 90.14
(104) k%¥a? ?ani sgopmins kat’ic 1  katqdltk

sqopmin-s  kat-t’uc
and DET horn-3pS  POS-put down-(3AB) LOC on top of
[and its horns were laid on top] JMLIL:2

(105) swat sc’asnix™tux¥

sc-7-nux%t-mix

who ™™-?-go-IM-(3AB)
Who’s coming? W.9.9.153
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(106) swat wa t’dm’m’ t n’n’ik’mn’s
t’sem’em’ n’n’ik’mn’-s
who WA  cut*OCscut-(3AB) OBL knife-3PS
Who was cut by her/his knife?

Oblique arguments can also be fronted, as shown in the following

examples:
(107) t klaql’xaw’sn ?achdw’iym stotila?s
?ac-haw’y-m stotila?-s
OBL chair ?ac-make-Ar-(3AB) grandfather-3Ps
His grandfather is making a chair.
(108) t swat t’oq¥ntm ?aci kiy’dna?
t’aq¥-nt-m
OBL who slap-TR-PAS-(3AB) DET  girl
Who was the girl slapped by? 91.133
(109) t swiat ay’ cdkntm ?aci sq@ol’tmix™
cok-nt-m
OBL who +PST hit-TR-PAS-(3AB) DET man
Who was that man hit by?

In (107), the oblique nominal of the antipassive predicate hdw’iym ‘make’
appears in pre-predicate position without triggering any additional morphology
in the clause. Examples (108) and (109) contain the oblique wh-arguments of the
passive predicates t’ag"ntm ‘slap’ and cdkntm ‘hit’, which are also fronted
without additional morphology.

Finally, locative arguments can be fronted to pre-predicate position, as in
(110) to (112):

(110) k’1  ?4l’sqa ?im’xsn
7im’x-stu-n
LOC outside move-CS-(3AB)-1ss
I threw him out. W.7.283

(111) k%ar Ix nxot’saw’sc
n-xot’=us=aw’s-stu-s
and + PL POS-cut=fire=middle-Cs-(3AB)-3ER
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kva? kK’1 ?mRumtil’ux” ktkicm
Tom-2umtul’ax¥  ki-kic-m

and LOC AUG-ground POS-arrive-m-(3AB)
[and they spliced it together until it reached the ground]
SfX:1
(112) kK’1  lazka? k¥  kas?im’xox¥
kas-?im’xX-mix
LOC where + 2sS  IR-move-IM
Where are you going to move? W.7.286

All three of the above locative arguments are marked by the locative preposition
k’l. Both preposition and argument are fronted to the left of the predicate.

I do not have any examples of unmarked fronting targetting instrumental
arguments. I suspect this reflects a gap in the data.

5.5.2 Quasi-Clefting

Kroeber (1999:365) describes quasi-clefting in Salish languages as
“fronting constructions in which the residue takes the form of some type of
subordinate clause other than a headless relative clause; the difference from
relative clauses may be in the inflection or in the initial particle or both”.

In Nxa?amxcin, quasi-cleft constructions are formed with a clefted element
appearing in initial position, followed by one of the subordinating particles, #u? or
ci, followed by a relative clause which is optionally marked by the oblique marker
t. This is schematized in (113):

(113) NP; suB () ol il

P;

Some examples of quasi-clefted transitive subjects are given below.
(Clefted elements are in boldface; relative clauses are marked by square

brackets.):

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



108

(114) John tu? [ céks wa  Mary |
cok-nt-s
John SUB  hit-TR-(3AB)-3ER WA  Mary
It was John who hit Mary. 92.240
(115) John ci t [ktc’omisnc |
ktc’omus-nt-sa-s
John SUB  OBL kiss-TR-1sO-3ER
It was John who kissed me. 92.210
(116) t ?inca ci [kxdpn wa Mary ]
kxap-nt-n
OBL 1SEMpro SUB chase-TR-(3AB)-1sS WA  Mary
It’s me that chased Mary. 92.226
(117) swat tu [ kxdps wa  ?rasq“esars ]
kxap-nt-s rasq¥osar-s
who SUB chase-TR-(3AB)-3ER WA  son-3PS

Who; was it that chased his;+; son?

(118) k¥a? lut  cmistix¥
c-miy-stu-x¥
and NEG IM-know-TR-(3AB)-2sS

?

swat tu? [q’iy’s ]
q’iy’-nt-s
who SUB write-TR-(3AB)-3ER

[And do you not know who wrote it?]
A-FdII:13

In (114), the subject argument John appears in initial position, followed by the
subordinating particle #u?, which is followed by a relative clause. In example
(115), the subject John is also clefted, but in this example it is followed by the
subordinating particle ci. With the exception of example (115), none of the
above examples contain an oblique marker preceding the residue of the quasi-
cleft. Omission of the oblique marker is the more common pattern in the data.
(Recall that transitive subjects are sometimes marked oblique in Nxa?amxcin,
hence the oblique marker in (116).)

Transitive objects can also be quasi-clefted, as shown in the following
examples:

(119) John tu? [kic’omusn ]
ktc’omus-nt-n
John SUB  kiss-TR-(3AB)-1ss

John is the one I kissed. 92.196
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(120) sk’a?cineam 1tu? wa [ raw’tdps tw’it ]
?aw’tap-nt-s
deer SUB WA  follow-TR-(3AB)-3ER boy
It was the deer that the boy followed.
(121) Rinca tu? wa [ kxédpnc John Jlut wa ?inwi
kxap-nt-sa-s
1SEMpro  SUB WA  chase-TR-150-3ER John NEG WA 2SEMpro
It’s me that John chased not you.
92.225
(122) Mary tu? wa [katxc t yamx*a?  John ]
kat-xit-s
Mary SUB WA  give-APP-(3AB)-3ER OBL  basket John
lut wa  Isabel
NEG WA  Isabel
It was Mary that John gave a basket to, not Isabel. 92.305

(123) swat tu  wa [ kxdps
kxap-nt-s
who SUB WA  chase-TR-(3AB)-3ER

Who; was it that her/his;/; son chased?

(124) stam tu? wa [ chaw’istids ]
c-haw’y-stu-s
what SUB WA

What is he making?

?ani ?asq¥esars ]
Pasq“osar-s

DET son-3PS

IM-make-TR-(3AB)-3ER

Intransitive subjects can also be targetted for quasi-clefting, as in the

following examples:

(125) ?aci sm?amm  1u? t [ mix¥t]

DET woman SUB OBL laugh-(3AB)

It was that woman who laughed. 92.194
(126) 1 c’okcin ?asq¥sals ci wa [thicc ]

?asq¥sa?-s t’uecec

LOC shore son-3Ps SUB WA fallsocsfall-(3AB)

At the river shore her/his son fell down.
(127) Sam c¢i [lk"ndm tl’ smardamm  tl’ Desmet |

l-k¥an-am LOC woman LOC Desmet

Sam SUB DIR-take-m-(3AB)
Sam got another woman from Desmet

Anl:10
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(128) stam ci [ kdixtm t

kat-xt-m

what SUB  give-APP-PAS-(3AB) OBL Mary

[What was given by Mary?]

Mary ]

110

01.88

Oblique arguments targetted for quasi-clefting are illustrated in the

following examples:

(129) ¢ ktaql’xaw’sn tu? [haw’ixits

haw’y-xit-s
SUB  make-APP-(3AB)-3ER  grandfather-3PS
It was a chair that he made for his grandfather.

OBL chair

(130) t sk’a?cinm ‘ti? [?aw’tdpm
Paw’tap-m
OBL deer SUB  follow-AP-(3AB)

It was the deer that the boy followed.

(131) t [ x¥alx%¥alstum |

x%al-x%¥al-stu-m

q’vaylqs ci

OBL priest
It’s the priest who saved him.

(132) t Maryci [cdkntm ]
cok-nt-m
OBL Mary SUB  hit-TR-PAS-(3AB)
Mary is the one that he was hit by.
(133) t stam ci [haw’ixits
haw’y-xit-s

OBL what SUB make-APP-(3AB)-3ER
What did he make for his grandfather?

(134) ¢t swat tu? [cdkntm ?aci
cok-nt-m
OBL who SUB hit-TR-PAS-(3AB)  DET
Who was that man hit by?

statila?s ]
stotila?-s

tw’it ]

boy

SUB  AUG-save-CS-PAS-(3AB)

stotila?s ]
stotila?-s
grandfather-3Ps

sqol’tmix¥ ]

man

Examples of quasi-clefted locatives are provided below:

(135) 1 [ nalixs

na-lix-nt-s

piks ci

LOC box SUB
It was the box that she put her clothes in.

tomtomutns ]
tomtomutn-s

POS-put down(s.t.pl.)-TR-(3AB)-3ER  clothing-3pS
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(136) 1 xk’at ci [cdkn Pinydmx%a? ]
cok-nt-n ?in-yamx“a?
LOC rock SUB  hit-TR-(3AB)-1sS Isps-basket
I set my basket near a rock.

(137) 1 cakeéin  ci  [wikdtus ]

wik-tt-wa-s
LOC shore SUB  see-TR-TO-(3AB)-3ER
He saw her at the river shore.
(138) 1 nawant ci [tcc ]
t’uecec
LOC inside SUB fall*Oc*fall-(3AB)

He fell down inside.

And finally, instruments can also be targetted for quasi-clefting in

Nxaramxcin.
(139) t tinwill 2inn’n’ik’mn ci [t’dm’n
2in-n’n’ik’mn t’am’-nt-n

OBL 2SPSpro 2sPS-knife SUB  cut-TR-(3AB)-1sS

?aci hacmintn ]

DET rope

It was your knife that I cut the rope with. 92.300
(140) t stam ci ay’ [xY8k’s wa Tani sldp’ ]

xYok’-nt-s

OBL what SUB +PST  peel-TR-(3AB)-3ER WA DET wood
What did s/he carve the wood with?

(141) t stdim ci  [cokntwas ]
cok-nt-wa-s
OBL what SUB  hit-TR-TO-(3AB)-3ER
[With what did s/he hit her/him?] 91.156b

5.5.3 Clefting

Kroeber (1999:365) describes clefting in Salish languages as
“constructions in which the residue has the form of a headless relative clause: it
is introduced by an article (like an ordinary DP), and it has the inflectional form
suited to a relative clause whose target has the grammatical relations that the
fronted consistuent is understood to fill”. This is schematized in (142):
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(142) NP; per () [rr __i]

Recall that inflectional marking of relative clauses in Nxa?amxcin is identical to
that of main clauses, thus the IP in (142) is inflected as if it were a main clause.

Fewer examples of clefting are available in the data than those of quasi-
clefting. In fact, without further investigation, I can only confirm that NPs are
clefted in Nxa?amxcin. Although given the wide range of possibilities for quasi-
clefting, as outlined in the previous section, I would expect it is possible to target
PP’s for clefting as well in Nxa?amxcin.

Some examples of clefted transitive subjects are given in (143) and (144).
(The residue is in square brackets.):

(143) sccom’alt 1x ?aci [ kxdps tim’s ]
kxap-nt-s tum’-s
children + PL  DET  chase-TR-(3AB)-3ER mother-3PS

Those children chased their mother.
(144) kihana? ?aci [ cix"s

cix¥-nt-s
girl DET  scratch-TR-(3AB)-3ER
sm?amm t hipmintus ]
hip-min-nt-wa-s
woman OBL  scold-R1L-TR-TO-(3AB)-3ER

The little girl scratched the woman who scolded her.

Examples of clefted transitive objects are given in (145) to (148):

(145) swat wa  ?ani [ckxdpstus pusc ]
c-kxap-stu-s pus-s
who WA DET IM-chase-TR-(3AB)-3ER  cat-3PS
Who is being chased by his (own) cat? 91.201

(146) swat ?ani [ kashipmintox¥ ]
[ kas-hip-min-nt-x¥ ]
who DET [ IR-scold-RL-TR-(3AB)-2sS ]
Who are you going to scold?
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(147) stx+ul Pani [ Risctaw |
?in-s-c-taw
house DET 1sPS-NM-c-buy

It’s a house that I bought.
(148) stam’ ?ani [ ?iscyédk’ ]

?in-s-c-yak’
what DET 2sS-NM-c-burn
What did you burn?

Note that examples (147) and (148) contain nominalized predicates.
Some examples of intransitive subject clefting are provided below:

(149) ?a¢p’4%x’  ?ani [ wick ]

tree DET  fall down-(AB)
The tree fell down.

(150) sm?amm  ?aci [t’am’ncut ]
t’om’-nt-cut
woman DET cut-TR-RF-(3AB)
The woman cut herself.

(151) sm?amm  ?aci [ k’thcay’n’alt |
k’thcay’n’=alt
woman DET  tease=child-(3AB)
That woman was teasing her child.
(152) swat ?ani [t’8q¥ntm ]
t’aq"-nt-m
who DET slap-TR-PAS-(3AB)
Who was slapped? 2.139
(153) swat ?atd t [ ?acnix™t ]
Pac-nux™t
who DET OBL ?ac-go-(3AB)
Who is that coming? W.10.128

Example (153) contains the oblique marker ¢, illustrating that the residue of the
cleft has the appearance of a relative clause.
Finally, the following example illustrates the clefting of the wh-element

‘when’:
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(154) pan’kdna ?aci [tk Nm’x ]
when DET + lps move
When should we move? W.7.288

The wh-element pan’kdna? represents a temporal locative, and note that the
predicate of the cleft residue is, like all of the above clefted examples, marked for
agreement as if it were a main clause predicate.

In the following section I turn to a discussion of the particle wa and its
distribution in both simple clauses and fronting constructions.

5.6 The Particle wa

The particle wa has previously been referred to as an absolutive marker by
Czaykowska-Higgins (1996, 1998) and Willett (1996). Willett has specifically
argued that wa optionally surfaces when a maximal projection has an absolutive
case feature. In this section I provide a descriptive account of the particle wa.

In simple clauses, NP’s surface in post-predicate position and if the particle
wa does surface, it appears to the left of the absolutive NP (i.e. transitive
object/intransitive subject), as illustrated in the following examples:

(155) x¥dy’m wa  ?inxxix’cin
xVay’-m ?in-xxx’cin
run away-(3AB) wA  lsPs-dog
My dog ran away.

(156) nidrnurt wa n’n’ik’mn’s

n’n’ik’mn’-s
dull-3AB) WA  knife-3ps

Her/his knife is dull. Y25.23
(157) mag’vs wa nlx%atk¥tn sm?amm

ma¥g’ ¥-nt-s

break-TR-(3AB)-3ER WA pot woman

The woman broke the pot.
(158) t’dm’s wa John 1 hacmintns

t’om’-nt-s hacmintn-s

cut-TR-(3AB)-3ER WA  John GN rope-3PS

‘S/he cut John’s rope.’ 92.78

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



115

Both (155) and (156) are intransitive constructions and we see the wa particle
surfacing to the left of the subject NP. (157) and (158) contain transitive
predicates and the wa particle surfaces to the left of the object NP.

Topical object constructions are interesting in that the reverse is true.
Topical object voice, discussed in section 6.2.1.1, is marked on bivalent stems by
the suffix -wa (reduced to -u when unstressed). What is so interesting about
these constructions is that when the particle wa appears, it surfaces to the left of
the subject, as opposed to the object. Consider the following examples:

(159) ?aw’tapntus ttw’it wa sX’a’cinm
?aw’tap-nt-wa-s t-tw’it
follow-TR-TO-(3AB)-3ER  DM-boy WA  deer
The deer followed the boy.
(160) c’ox¥c’ox¥stwds wa  Chuck
c’ox¥c’oxv-stu-wa-s
?-CS-TO-(3AB)-3ER WA  Chuck
Chuck talks to people. 91.106

If we compare examples (157) and (158) with (159) and (160), the difference is
obvious; the particle wa is linked to the transitive object in active voice and the
transitive subject in topical object voice.

With respect to fronting constructions, we find the particle wa does not

surface to the left of fronted absolutives, but rather to the left of the residue.
Consider first unmarked fronting constructions:

(161) sm?amm mag’vs wa nlx%atk¥tn
maf’v¥-nt-s
woman break-TR-(3AB)-3ER WA pot
The woman broke the pot.
(162) kif4ana? wa  t’3q¥s ttw’it
t’aq%-nt-s t-tw’it
girl WA  slap-TR-(3AB)-3ER DM-boy
The boy slapped the girl.
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(163) ?asq“sa?s wa t’dcc 1 ¢’akcin
Pasq¥sa?-s t’uecec
son-3Ps WA  fall downeocefall down-(3AB) LOC river shore

Her/his son fell down at the river shore.

(161) illustrates an example of a fronted ergative with the absolutive argument in
post-predicate position. As expected, wa surfaces to the left of the absolutive NP.
In (162), it is the absolutive NP that is fronted, and this time the wa particle
follows the absolutive, surfacing to the left of the predicate. The intransitive
example in (163) illustrates the same pattern; the subject (i.e. absolutive) NP is
fronted and wa surfaces again to the left of the predicate.

Like simple clauses, the wa particle is linked to the transitive subject in
topical object unmarked fronting constructions, as shown in (164):

(164) xxx’cin wa k’Varntwds tw’it
k’va?-nt-wa-s
dog WA  bite-TR-TO-(3AB)-3ER boy
A dog bit the boy.

Example (164) is comparable with (162) in that both involve a fronted argument
followed by the particle wa and the clause predicate. (164), however, is a topical
object construction and, as expected, it is the transitive subject that is linked to
the particle wa and not the transitive object as in the active example in (162). As
with fronted arguments, wa surfaces to the left of the predicate as opposed to the
left of the fronted argument.

The following ungrammatical examples illustrate that wa cannot surface to
the left of fronted arguments:

(165) * wa xxA’cin kxdps pus
kxap-nt-s
WA dog chase-TR-(3AB)-3ER cat
(The cat chased the dog.) 92.21
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(166) *wa pius kxdpntus XX&’cin

kxap-nt-wa-s
WA cat chase-TR-TO-(3AB)-3ER  dog
(The cat chased the dog.) 92.24

In the active example in (165), wa cannot precede the fronted absolutive, and in
the topical object example in (166), wa cannot precede the fronted transitive
subject.

With respect to quasi-clefted examples, wa again surfaces to the left of the
clause predicate when an absolutive argument is quasi-clefted. Consider the
following examples:

(167) John tu? céks wa Mary
cok-nt-s
John SUB  hit(by throwing)-TR-(3AB)-3ER WA  Mary
It was John who hit Mary. 92.240
(168) sx’a?cinm tu? wa t taw’tdps ttw’it
raw’tap-nt-s t-tw’it
deer SUB WA OBL follow-TR-(3AB)-3ER DM-boy

It was the deer that the boy followed.

In (167), the ergative argument is quasi-clefted and it is the absolutive in post-
predicate position that is marked by wa. In (168), the absolutive is quasi-clefted
and the wa particle surfaces between the subordinating particle and the oblique ¢
which marks the residue.

The following example illustrates that, like unmarked fronting

constructions, a quasi-clefted absolutive cannot be preceded by the particle wa:

(169) * wa Chuck tu? q’iy’xic

q’iy’-xit-s
WA Chuck SUB  write-APP-(3AB)-3ER
( It was Chuck that someone wrote to.) 91.52

Unfortunately, I do not have the relevant data to illustrate wa-marking in
quasi-clefted topical object constructions.
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5.7 Summary

In this chapter I presented a brief introduction to the syntax of
Nxa?amxcin. [ first outlined the parts of speech, touching briefly on the
controversy surrounding lexical categories in Salish languages where some
scholars recognize a noun-verb distinction while others do not. Adopting the
views of the former, I then moved on to a discussion of the noun phrase. I
introduced the four determiners and three demonstratives that have been
identified for Nxa?amxcin, and then looked at oblique and locative prepositions.
In the final section on noun phrases, I reviewed the syntax of genitive phrases.

I then turned to the syntax of various types of clauses. I illustrated that
simple clauses have VS word order for intransitive, and the unmarked VOS for
transitive clauses, noting that there is some freedom of word order as VSO
constructions are also possible. Relative clauses were examined with the data
illustrating that the relative clause head could either precede or follow the relative
clause. In addition, relative clauses can be headless in Nxa?amxcin. I then
looked at fronting constructions which involve the fronting of a NP/PP to pre-
predicate position. There are three types of fronting: (i) unmarked; (ii) quasi-
clefting (the fronted argument is followed by a subordinating particle and the
residue has the surface form of a relative clause as it is preceded by an oblique
marker); and (iii) clefting (identical in structure to quasi-clefting except there is a
deteminer in lieu of a subordinating particle).

Finally, I looked at the properties and distribution of the particle wa, which
is prevalent throughout the Nxaramxcin data. On the surface it appears to mark
(optionally) absolutive arguments; however it is linked with the transitive subject
in topical object constructions. Its position in fronting constructions is curious in
that when absolutive arguments (or subjects of topical object constructions) are
fronted, wa appears to mark the residue as opposed to the fronted NP.

Having looked at how Nxa?amxcin clause constructions are formed, in the
next three chapters I examine numerous processes involved in forming
Nxaramxcin words. I start in the following chapter by discussing operations that
take place at the derivational stem level.
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Chapter Six
Lexical Operations

6.0 Introduction
This chapter presents a descriptive synchronic discussion of lexical
operations in Nxa?amxcin. Lexical operations take place at the derivational stem

level, shown in (1):
(1)  Derivational Stem

[Ds NM DIR POS ASP DIM CTR 4SP[1 x (Y) VROOT (Z) TLx DIM ASP CTR VC RL VAL VC NM ]ps

As the schema in (1) illustrates, the derivational stem contains the lexemic stem
along with numerous categories of lexical operations, each of which is addressed
in this chapter. I begin with the larger categories, starting with valence.
Contained within this category are intransitive, transitive, causative, applicative
and external possession operations. I then look at the category voice for which
Nxa?amzxcin has a very elaborate system represented here in two divisions:
pragmatic voice and semantic voice. The former contains the topical object,
passive, antipassive and indefinite object operations, and the latter middle,
reflexive and reciprocal operations. Aspect is an important category at the
derivational stem level. Nxa?amxcin stems can undergo operations for
inchoative, stative, habitual, developmental or iterative aspect. Following aspect is
the category control, another very important category in Nxa?amxcin (and the
Salish family) which indicates whether an agent has no control (out-of-control) or

limited control over an action. I then look at category-changing operations that
create nouns and adjectives. This is followed by the numerous operations
encompassed under the category locative. I then turn to the category dimension,
which comprises the augmentative and diminutive operations. And finally, I look

at the somewhat miscellaneous category of relational.
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6.1 Valence

This section presents a discussion of valence categories in Nxa?amxcin.
The term valence is used in relation to the number of direct arguments required by
a predicate. In English, a verb can subcategorize for one to three direct
arguments depending on the lexical properties of the verb. Consider the
following examples:

(2)  Susie slept.
(3)  Susie beat the rug.
(4)  Susie gave Christopher an ice cream.

In the above examples there is variation in valence from one verb to the next. In
example (2) sleep subcategorizes for one single argument, Susie; in example (3)
beat subcategorizes for two arguments, Susie, and the direct object rug; in (4) the
verb give subcategorizes for three arguments, Susie and the objects Christopher
and ice cream. We can say that the verb sleep in (2) is low in valence as it
subcategorizes for one argument only. The verb give in example (4), on the other
hand, is high in valence, subcategorizing for three arguments.

Operations that change the valence of a predicate are referred to as
valence-changing operations. Bybee (1985:20) states that “[v]alence-changing
categories such as transitive, intransitive and causative are highly relevant to the
situation described in the verb stem, since the situation expressed by the verb
stem changes according to the number and role of the participants in the
situation”. Czaykowska-Higgins (1996, 1998) includes valence-changing
categories as part of her morphosyntactic grouping of morphemes. While
valence-changing operations are clearly relevant to the syntax in that they have a
direct effect on the number of argument positions to be projected, I adopt the

view that valence operations are contained within the derivational stem since I
am assuming that operations altering properties contained within the lexical entry

of a lexeme are, in fact, lexical.

In the following sections, I discuss the operations subsumed under the
category valence in Nxa?amxcin. First, I discuss the predicates that are the
lowest in valence: monovalent intransitives. I then turn to the various valence-
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changing operations that are available in the language: transitive, causative,
applicative and external possession. No two of these valence-changing
operations ever cooccurr. In fact, they are each marked in the same slot within
the derivational stem, as indicated in (5):

(5)  Derivational Stem

[Ds NM DIR POS 4P DIM CTR ASP[rx (Y) VROOT (Z) 1Lx DIM ASP CTR VC RL VAL VC NM ]pg

m

6.1.1 Intransitive

Intransitive verbs have the lowest degree of valency, with just one single
direct argument. Intransitive verbs are easily identifiable in Nxa?amxcin as
subject agreement is realized by a clitic for 1st and 2nd person, or the predicate is
unmarked for 3rd person, as shown in (6) and (7):

6) ti kn nacit
MOD + 1sS  think

I think so. Y29.49
(7) hédmp

fall-(3AB)

He fell off. EP2.150.10

Nxaramxcin intransitive predicates can be bare or morphologically
complex. Bare intransitives, like the ones in (6) and (7), are simply lexemic stems,
which can be solely the phonological root, or the phonological root plus some
reanalyzed morphology. Only a subset of Nxa?amxcin verbs can surface as bare
intransitives. Other intransitive predicates must undergo some kind of
morphological spelling operation.

A common morpheme surfacing on intransitive predicates is the suffix -m.
This suffix, ubiquitously glossed as ‘middle’ throughout the Salish literature, has
an extensive usage in the Salish family (see Czaykowska-Higgins and Kinkade
1998 and Kroeber 1999) and is an excellent example of the lack of one-to-one
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correspondence between form and function in word formation. In Nxa?amxcin,
this suffix marks 1st pl. subjects and 1st/2nd sg. second paradigm objects (section
7.1). The suffix -m is also the pan-Salish marker for passive, antipassive and
middle voice. This multi-functional usage of the suffix -m is addressed for other
Salish languages by Salishanists such as Gerdts and Hukari (1998) and Beck
(2000a) who take a unificational approach towards the various usages of this
suffix in Bella Coola and Halkomelem respectively, following the work of
Kemmer (1993).

There is an additional function associated with the suffix -m which is
difficult to pin down in terms of grammatical and semantic features. Its
distribution appears to be connected with a split between unergative and
unaccusative-type verbs, which has been previously noted by H. Davis (1997a)
for Lillooet. These verb-types, which are differentiated under the Unaccusative
Hypothesis (Perlmutter 1978; Burzio 1986), are schematized in (8) following
Levin and Rappaport Hovav (1995:3):

&) a. Unergative verb: NP [vp V]
b. Unaccusative verb: ___ [yp V NP/CP ]

As (8) indicates, each of these verb-types subcategorize for a single direct
argument, the difference between the two being that unergative verbs
subcategorize for an external argument, while unaccusative verbs subcategorize
for an internal argument. At the surface level, the single direct argument assumes
the role of external argument.

In this work I assume that both unergatives and unaccusatives are
primitive in Nxa?amxcin, following cross-linguistic claims made by Grimshaw
(1987), Rosen (1989a), Van Valin (1990), Zaenen (1993), Levin and Rappaport
Hovav (1995), among others.] Gerdts (1991) isolates two tests which distinguish

1There is no general agreement on this point in Salish. Gerdts (1991)
claims there is evidence for an unaccusative-unergative split in Halkomelem, as
does Howett (1993) for Thompson. However H. Davis (1997a) argues, based on
evidence from Lillooet, that only unaccusatives are primitive.
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unergative and unaccusative predicates in Halkomelem Salish: unergatives can
be marked for both the causative and desiderative operations while neither apply
to unaccusatives.2 Such a diagnostic would be of great value to an analysis of
Nxa?amxcin verbs; however I have no such diagnostic at this time. Thus, for the
purposes of this discussion, I rely on the semantic properties of verbs.

Perlmutter (1978:162—163) provided the first semantic characterization of
unergatives and unaccusatives, stating that unergatives are “[p]redicates
describing willed or volitional acts” in addition to “[c]ertain involuntary bodily
processes”. Unaccusatives are defined, in part, as “[p]redicates whose initial
nuclear term is semantically a Patient”. Using these semantic characterizations as
a guide, a pattern emerges among Nxa?amxcin intransitives in which some
predicates patterning semantically with Perlmutter’s unergatives are marked by
the suffix -m, whereas those patterning with Perlmutter’s unaccusatives have no
m-~marking.

Turning first to unergative verbs, we find that intransitive predicates falling

under the semantics of this category are usually marked by the suffix -m, as

shown in (9) to (17):
9 q’vat nxazaycinm
nxoray’cin-m
begin holler-m-(3AB)
S/he started hollering.3 90.53

(10) t’oq’¥cinm
t’aq’¥cin-m
holler-m-(3AB)

[S/he hollered.] EP2.11.10
(I11) siyg’m

siq’-m

split-m-(3AB)

[S/he chopped wood.] 90.133

20f course, it is not a clean split as Gerdts illustrates that some

unaccusatives pattern with unergatives in that they can be either causativized or
marked for desiderative.

3 am unclear on the status of g’*at as a lexical verb or a particle. I will
treat it as a particle here.
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(12) pptix*m

p-ptix¥-m

DM=-spit-m-(3AB)

S/he spit a little bit.
(13) chchdpm

coh-cahap-m

AUG-scream-m-(3AB)

[S/he cried hard.]
(14) k’if"m

kK’iT%-m

pray-m-(3AB)

[S/he prayed.] EP
(15) q’dw’m

q’aw’-m

belch-m-(3AB)

S/he burped.
(16) kn  tokdy’m

takay-m

Iss + urinate-m

[I peed.] 90.189
(17) walq’¥m

walq’™-m

swallow-m-(3AB)

[S/he swallowed.] Y6.371

All of the predicates in (9) to (14) involve “willed or volitional acts” (‘holler’,
‘chop wood’, ‘spit’, ‘cry’, ‘pray’), while the predicates in (15) to (17) involve
“involuntary bodily functions” (‘burp’, ‘pee’, ‘swallow’). What each of the
above predicates have in common, beside the fact that they match Perlmutter’s
semantic features for ergatives, is that they are all marked with the suffix -m.4

Examples (18) to (21) fall under the semantic scope of Perlmutter’s
unaccusatives:

4The potential unergative forms fwdm ‘go (pl.)’ and lildm ‘run (pl.)’
appear to be reanalyzed stems consisting of a root and the suffix -am. Such stems
are, to my knowledge, never marked with the -m suffix. The -am is most likely a
variant of the suffix -m. Further discussion of this variant is given in section

6.2.2.1. It may turn out that the form #wam ‘go (pl.)’ is best analyzed as a middle
predicate.
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(18) tdx%x¥ ?ani sgol’tmix¥
tu)sw).(w
die-(3AB) DET man
That man died. 92.164

(19) ?racp’ak’ ?ani  wack
tree(sg.) DET fall over-(3AB)
The tree fell down.

(20) kva? Ix yorix
and +PL  sit down(pl.)-(3AB)
and they sat down

(21) ckicx
c-kicx
DIR-arrive-(3AB)
s/he arrived 92.317

All of the above predicates have one argument which is of the thematic role
patient. The suffix -m, which was seen on the semantically unergative predicates
in (9) to (17), is not present on any of the predicates in (18) to (21).

Given the data in (9) to (21), it would appear that Nxa?amxcin makes a
morphological distinction between unergative and unaccusative-type verbs. This
is not entirely true, however, as a number of predicates that are semantically

unergative are not marked with the -m suffix, as shown in (22) to (25):

(22) til  ?dcqa?
MOD go out-(3AB)
S/he went out already. Y29.147

(23) kn  nix%t

Iss + go

I went. 92.1
(24) mix™t

mox™t

laugh-(3AB)

S/he laughed. 92.7

(25) 7itx 1x
sleep-(3AB) +PL
they went to sleep
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Examples (22) to (24) are representative of “willed or volitional acts”, and (25) is
an “involuntary bodily process”. While they pattern with the predicates in (9) to
(17) from a semantic perspective, they are not marked by the suffix -m.5

A third type of intransitive that I will address here is what Levin (1993)
labels the “Object of Transitive = Subject of Intransitive Alternation”-type
intransitive. These are intransitive predicates in which the external argument
might otherwise be found as the object of the transitive alternative. This is an
area that requires much more research in Nxa?amxcin. I can provide only the
following observation at this point: these intransitive predicates usually surface
with some kind of aspectual or control marking. These include predicates with
meanings like ‘cook’, ‘burn’, ‘break’, ‘tear’, ‘rip’, ‘cut’, ‘shake’, ‘scrape’, and
‘bounce’. Some examples of out-of-control forms are given in (26) to (29):

(26) kn tAmm
toemem
1ss + burnsoceburn
I got burnt. 90.N141

27) kn tom’m’
t’o°m’em’
Iss + cuteoCecut
I was cut.

(28) yim’m’ Paxda? stx™il
yuem’em’
shake*OCeshake-(3AB) DET house
This house shook.

(29) 7rig’q’
rieq’eq’
scrape*OCescrape
get scraped Y30.77

5In fact, the predicates in (23) and (24), nux"t ‘go’ and mux™t ‘laugh’
respectively, appear to be reanalyzed stems comprised of a root plus the suffix -t

This suffix generally marks predicates stative, but these are clearly not stative
forms in (23) and (24).
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In each of the above examples, the second consonant of the root is reduplicated
marking the operation out-of-control.6 This indicates that the participant has no
control over the situation, or that the situation took place by accident.

Many of the “Object of Transitive=Subject of Intransitive Alternation”-
type predicates undergo some aspectual operation, such as inchoative. The
inchoative is marked as follows: strong roots (roots containing a full vowel) are
infixed with a glottal stop; weak roots (roots containing a schwa vowel) are

suffixed with -p (section 6.3.2.1). Examples of inchoative forms are given in (30)

to (33):
(30) p’itq
p’is2eq
c00k*IN*cook-(3AB)
it’s cooked 89.09.21.23

(31) kn  staratmix
s-1oe?et’-mix
Iss + IM-weteIN*wet-IM
I’'m getting wet. 90.87
(32) tal'p Pax4a? q’iy’mintn
t’al’-p
tear-IN-(3AB) DET paper
This paper tore.
(33) k¥a? tdmp
tom-p
and  burn-IN-(3AB)
and she burned PI:13

Examples (30) and (31) illustrate this third type of intransitive marked with the
glottal infix-7-. This infix marks the inchoative operation indicating a change of
state is taking place. Examples (32) and (33) illustrate the same operation, but
with the alternate inchoative marker -p.

Stative aspect is also frequently found with this third type of intransitive.
The stative operation is marked by the suffix -t, as in (34) to (36):

6The out-of-control morpheme is analyzed as an infix in section 6.4.1,
hence the repetition of the lexeme gloss in the out-of-control examples.
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(34) kn  x3st

xas-t

Iss + lose-ST

I am lost. G6.64
(35) ciht ?taxa? q’iy’mintn

cih-t

?-ST-(3AB)  DET paper

This paper is ripped.
(36) kvax“t

kVax"™-t

wake-ST-(3AB)

S/he is awake. EP2.5.1

There has been no work published on verb classes in Nxa?amxcin and, to
my knowledge, no extensive research has been done in this area. My discussion
of intransitive predicates should therefore be considered preliminary. The
observations presented here no doubt barely scratch the surface of the properties
of Nxa?amxcin intransitives. A much more indepth investigation of intransitive
properties needs to be addressed in the future.

6.1.2 Transitive

Nxa?amxcin predicates with more than one direct argument must undergo
a valence-changing operation, the most widespread of which is the transitive
operation. Kroeber (1999:28) indicates that “[v]irtually every transitive predicate

in every Salish language contains a transitive marker”. Nxa?amxcin contains
two separate markers of transitivity, -nt and -stu. The former surfaces with
perfective predicates, the latter with imperfective predicates.”

Perfective aspect is not overtly marked on predicates in Nxa?amxcin,
while imperfective aspect is marked by one of the prefixal variants Pac-/c- for

bivalent stems (see section 7.2). As shown in the following examples, perfectives
are marked transitive by the transitive suffix -nt¢

7See Hébert 1982a,b and N. Mattina 1996 for similar analyses in
Okanagan.
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(38)

(39)

(40)

41)

(42)

(43)

?4c’xncn
?ac’x-nt-si-n

look at-TR-250-1s8
I’m looking at you.

?ayksnc
?ayks-nt-sa-s
revenge-TR-1s0-3ER
He gets even with me.

kck¥ana?ntxv Ix
k-cok¥=ana?-nt-x¥

POS-pull=all over-TR-(3AB)-2sS + PL
You uncovered them.

cgdna?montm
cqanar-min-nt-m
hear-RL-TR-(3AB)-1ps
We heard about it.
ciw’ncax¥
cuw’-nt-sa-x%
punch-TR-1s0-2sS

You hit me.
yak’ntx¥ Paci Tacp’dx’
yak’-nt-x¥
burn-TR-(3AB)-2sS DET tree(sg.)

You burned the tree.

na?sa? tumistmntm
tumist-min-nt-m
FUT sell-RL-TR-(3AB)-1ps

We are going to sell those baskets.

129

W5.60

Y30.107

JM3.152.9

W.8.220

Y29.175

?ani yamxYa?

DET basket

90.243

The above examples are unmarked for viewpoint aspect indicating they are

perfective forms. In each of these examples, a stem undergoes the transitive

operation signalled by the suffix -nt. This is a valence-changing operation and

the above predicates now have two direct arguments. These arguments are null
in (37) to (41), with overt direct objects in (42) and (43). Predicates marked

transitive by the suffix -nt take object suffixes from the first paradigm (section

7.1.3.). This is evidenced in examples (38) and (41) where 1st sg. object

agreement is marked by the suffix -sa and example (37) where 2nd sg. object

agreement is marked by the suffix -si, both from the first paradigm.
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Traditionally, the perfective -nt transitivizer has been analyzed as two
morphemes for Nxa?amxcin: a control marker -n and a transitive suffix -t (e.g.
Kinkade 1982b; Czaykowska-Higgins 1996, 1998).8 I do not analyze -n and -f as
separate morphemes here as there is no morphological evidence to suggest the
two segments are separate morphemes; perfective transitives are consistently
marked by the [n+t] complex.® One could possibly argue that a control marker -n
is restricted to transitives and hence cooccurs with the transitive suffix -t, but that
does not explain why it consistently cooccurs with -t even when the predicate is
marked out-of-control. Consider the following examples:

(44) 1tara?t’ncax¥

tas2e2t’-nt-sa-x¥

wetsOC*wet-TR-150-2sS

You got me wet. W.10.15
(45) t3stncaxv

t’ostet-nt-sa-xv

dirty*oCedirty-TR-150-2ss

You got me dirty. W.9.106

8See also Thompson and Thompson 1992 for the same analysis in the
Thompson language.

9A very small number of predicates are marked transitive by the suffix -t
according to Kinkade (1982b). Kinkade refers to these as ‘control roots’ (p.52)
following Thompson and Thompson (1981). I do not know the exact number of
roots that follow this pattern, and Kinkade lists only two examples: Pom ‘feed’
and kaf ‘give’.

6] narsi? ?dmton XA’cin
Tom-t-n
FUT feed-TR-(3AB)-1sS  horse
I will feed the horse.
(i) katcon
kat-t-si-n
give-TR-280-1sS
I gave it to you. Ww2.13

Note that both of these examples contain environments where an [n] segment
might undergo deletion, i.e. m _tand 1 _t.
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The above predicates are marked with both the out-of-control reduplicative infix
and the -n- segment. From a semantic perspective one would expect the two to
be mutually exclusive as the former indicates lack of control on the part of an
agent while the latter supposedly indicates an agent has control over a situation.
The data in (44) to (45) indicates, however, that they are not mutually
exclusive.10 Throughout this work I will consider -nt to be a single morpheme
marking the transitive operation on perfective predicates.11 I do not address the

notion of control with respect to transitive marking, and refer the reader to
Kroeber 1999:28-30 for a pan-Salish view.

If a predicate is imperfective, the transitive marker is -stu, the same suffix

used to mark predicates causative. This was noted by Kinkade (1982b:50) who
writes that “[ilmperfective aspect forms have generalized the use of ‘causative’

so that all transitive non-perfective forms include -stu- (although not all

causatives are non-perfective)”. Some examples of imperfective transitive
predicates are given below:

(46) ?acrac’xstmn
rac-rac’x-stu-m-n
IM-watch-TR-2S0-1sS
I am watching you. W5.44

(47) cki?damsn
c-kt-?am-stu-n
IM-POS-wait-TR-(3AB)-1ss
I am lying in wait for him. IM3.191.3

(48) c’omstinn
c-Pom-stu-nn
IM-feed-TR-(3AB)-1ss
I am feeding him. W11.104

(49) ck’a?k’Va?stinn
c-k’¥o?-k’%a?-stu-nn
IM-AUG-bite-TR-(3AB)-1sS
I am chewing it. W4.133

10H¢bert (1982b:210-211), arguing against a control analysis of -n in
Okanagan, provides this same argument along with several others.

11N. Mattina (1996) also represents -nt as a single formative in her work
on Okanagan.
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The transitive marker in all of the above examples is -stu. These examples differ
from those in (37) to (43) in that they are marked imperfective by the prefix
rac-/c-. Note that the -m marking for 2nd sg. object agreement in (46) indicates
that stu-marked transitive predicates take object suffixes from the second
paradigm.

A third transitive marker is also present in the language which applies to at
least two stative transitive-type predicates. Consider the following examples:

(50) kaswikttms
kas-wik-1t-m-s
IR-see-TR-1s0-3ER
He is going to see me. EP4.53.2

(51) Zracsixvitls
tac-sux¥-tt-1-s
IM-know-TR-1p0O-3ER
He knows us.

The stative-transitive predicate wik ‘see’ is marked transitive by the suffix -# in
(50), as opposed to the expected transitive marker -nt. This is the same suffix
used to mark applicative and external possession operations. The 1st sg. object
marker -m in (50) indicates that stems marked by -# take object suffixes from the
second paradigm. Example (51) contains another stative transitive-type
predicate, sux™ ‘know’, which is also marked transitive by the suffix -#t. Note
that the predicate in (52) is marked imperfective by the prefix Pac-. Imperfectives
are generally marked transitive by the suffix -stu, but example (51) suggests that

-1t is the transitive marker for both perfectives and imperfectives in these cases.12

12] do have a counter example to this where the predicate sux* ‘know’ is

marked transitive by the suffix -stu, suggesting that both options (-#t and -stu) are
possible.

(6] Pacsux“stms
rac-sux¥-stu-m-s
IM-know-TR-1s0-3ER
He knows me.
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While the predicates in (50) and (51) are no doubt lexically marked to
select the -#t suffix as the transitive marker, the distribution of the suffixes -nt and
-stu as transitive markers at the lexical level is determined by aspectual features
assigned at the level of syntax. Because of examples like these in the cross-
linguistic literature Beard (1995:55-69), in his LMBM framework, claims that the
spelling mechanism located in the Morphological Spelling Component (i.e. the
mechanism responsible for the realization of morphemes on phonological stems)
must contain a memory. He writes (p.61-62), “[b]ecause an MS-operation is
often conditioned by two or three features [...] the spelling mechanism must have
a memory that accumulates such features until the appropriate combination
triggers some stem modification such as suffixation”. With respect to
Nxa?amzxcin, it appears that no spelling operations marking transitive take place
until the reader in the morphological speller has determined which feature of
viewpoint aspect, perfective or imperfective, is present.

6.1.3 Causative

Causative is another valence-changing operation in Nxa?amxcin, marked
by the suffix -stu. This suffix is also used as a transitive marker on imperfective
predicates, as just discussed. Like transitive constructions, predicates marked
causative have two direct arguments, although note that Kinkade (1982b:52)
points out that causative and transitive marking never cooccur. Payne
(1997:176) provides the following definition of causative:

a causative is a linguistic expression that contains in semantic/logical
structure a predicate of cause, one argument of which is a predicate
expressing an effect.

A causative construction can be symbolized as:

CAUSE (x, P) = x causes P

This causative meaning is evident when comparing the following intransitive (a)

examples with their causative counterparts in (b):

(52) a. sac’im’xox"¥
sac-7im’xX-mix
IM-move-IM-(3AB)
S/he is moving. MDK
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b. k’l ?4l’sqa ?im’xsn

?im’x-stu-n
LOC outside move-CS-(3AB)-1ss
I moved her/him outside. / I threw her/him out. MDK

(53) a. kas?icqarox¥
kas-?ucqa?-mix
IR-go out-IM-(3AB)
S/he is going to go out. TG4.62.7

b. ?dcqa?sn
fucqar-stu-n
go out-Cs-(3AB)-1ss
I took it out. EP2.68.6

54) a. cnaginm
c-noginm
c-go in-(3AB)
S/he came in. IM3.5.1

b. naginmsn
naqginm-stu-n
go in-CS-(3AB)-1ss
I took her/him in. W.4.125

(55) a. q¥én’q%en’t
q’%en’-q%on’-t
poor-ADJ-ADJ-(3AB)
S/he is poor. MDK

b. q“on’q%en’stdims
q%en’-q%on’-stu-m-s
poor-ADI-CS-150-3ER
S/he made me poor.13 MDK

kasq“oT%pmix

kas-q¥o{%-p-mix

IR-slide-IN-IM-(3AB)

S/he is going to slip or slide. MDK

(56)

®

b. q¥ef’¥stinn
q¥o1v-stu-nn
slide-cs-(3AB)-1ss
I slid it on the ground. MDK

13It is impossible to determine if the adjectivizing suffix -t, which cooccurs
with the reduplicative suffix -CVC, is actually present here since the n’ _s
environment would result in deletion of a [t] segment.
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When the intransitive predicates in (a) are marked causative, a new argument is
introduced as subject and fills the role of causer. The argument that would
ordinarily serve as subject of the intransitive predicate, is now direct object filling
the role of causee. For example, in (54a) the subject ‘s/he’ is moving of her/his
own volition, while in (54b) the subject ‘I’ is causing the direct object ‘her/him’
to move. Predicates marked causative with -stu take object suffixes from the
second paradigm (section 7.1.3). This is evidenced in (55b) where the 1st sg.
object is marked by the second paradigm suffix -m.

6.1.4 Applicative

The applicative, which is also referred to as the “redirective” or
“indirective” in the Salish literature, is an important valence operation in
Nxaramxcin. Typically in Nxa?amxcin (active) clauses, the agent surfaces as the
subject and the theme as object. Applicative constructions allow for an
additional argument, i.e. a goal, benefactive or malefactive, to be realized along
with an agent and theme. The goal, benefactive or malefactive argument is
subsequently realized as the direct object, while the theme is demoted to indirect
object.

Nxaramxcin applicatives were first described in detail by Kinkade (1980)
under the labels indirective and redirective. Applicative constructions are marked
by one of three separate suffixes: -xit, -#t or -tu#.14 In his 1980 paper, Kinkade
originally wrote these forms without the final [t], which he considered to be a
separate transitive marker. In his 1982b paper, however, he included the [t] as
part of the applicative suffix. I will follow Kinkade 1982b here in assuming that
the applicative markers include the final [t] as part of the morpheme, as I see no
reason to consider it a separate element.

14For discussion of cognates of these applicative suffixes in other Interior
Salish languages see Carlson 1980 (Spokane); Shapard 1980; Thompson and
Thompson 1980 (Thompson); A. Mattina 1982, 1994 (Okanagan); Kuipers 1992
(Shuswap); N. Mattina 1993 (Okanagan); and van Eijk 1997, section 18 (Lillooet).
See also Kiyosawa 1999, 2002 for a pan-Salish perspective.
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The suffix -xit marks predicates applicative, resulting in a goal or
benefactive being realized as direct object. I have no examples of xit-marked
predicates involving malefactives, but that may be an accidental gap in the data.
Example (57) illustrates an applicative construction with a goal direct object
(‘me’), while example (58) illustrates a benefactive direct object (‘her/him’):

(57) may’xitms
mayar-xit-m-s
tell-ApP-150-3ER
s/he gave me the news

(58) k¥inwilxtn
kYutn=wil-xit-n
borrow=vehicle-ArP-(3AB)-1sS
I borrowed a vehicle for her/him. W8.250

Kinkade (1982b:55-56) indicates that the object of an applicative xit-predicate is
marked by suffixes from the “causative” paradigm, referred to here as the second
paradigm (section 7.1.3). This is illustrated in (57) where 1st sg. object is marked
by the second paradigm suffix -m.

The suffix -# also marks predicates applicative, resulting in a goal,
benefactive or malefactive being realized as direct object. This is the same suffix
used to mark at least two stative transitive-type predicates transitive and to mark
external possession. Examples (59) and (60) illustrate applicative constructions
with a goal direct object (‘her/him’); examples (61) and (62) illustrate applicative
constructions with a benefactive direct object (‘you’); and examples (63) and

(64) illustrate applicative constructions with a malefactive direct object
(‘her/him’):

(59) kicin
kic-tt-n
arrive-APP-(3AB)-1sS
I brought it to her/him. [I brought her/him it.] IM3.125.3
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(60) ?aniin

?ani-#t-n
take along-APpP-(3AB)-1sS
I took it to her/him. [I took her/him it.] EP2.178.4

(61) haw’ikcas
haw’y-Ht-sa-s
Jfix-APP-180-3ER
Someone fixed it for me. 89.89

(62) k’Yu?iniicn
k’¥u?t-nun-#t-si-n
end-LC-APP-250-1sS
I used it up for you. 89.82

(63) kask¥ain
kas-k%an-tt-n
IR-grab-APP-(3AB)-1sS

I am going to take it away from her/him. EP4.53.5
(64) 1dmin

lom-tt-n

steal-APP-(3AB)-1sS

I stole it from her/him. Kinkade 1980:33

Predicates marked applicative by the suffix -# are subsequently marked with
object suffixes from the first paradigm. This is illustrated in (61) where the 1st sg.
object is marked by the first paradigm suffix -sa, and in (62) where the 2nd sg.
object is marked by the first paradigm suffix -si.

The somewhat less common applicative marker is the suffix -tuft, which is
found in constructions involving goal ((65) and (66)) and malefactive ((67) and
(68)) arguments:

(65) kYintiin

k%uin-tutt-n

lend-APP-(3AB)-1sS

I loaned it to her/him. EP2.177.10
(66) yormontiin

yormin-tutt-n

push-ApP-(3AB)-1sS

I pushed it to her/him. IM3.178.1
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(67) wak“takcx"
wakV-tutt-sa-x¥
hide-ApPP-150-2sS
[You hid it from me.] Kinkade 1982b:57

(68) nk¥ndkstain
n-k¥an=akst-tult-n
POs-grab=hand-ApP-(3AB)-1sS
I took it away from her/him. IM2.134.1

The fact that there are no examples with benefactive arguments is, again,
probably an accidental gap in the data.15 Applicatives marked by -tutt are also
marked by object suffixes from the first paradigm (Kinkade 1982b:57-58), as
illustrated in example (67) where the 1st sg. object is marked by the first paradigm
suffix -sa.

In applicative constructions, the goal/benefactive/malefactive argument is
realized as a direct object and the theme argument as an indirect object. When
overt arguments surface, the goal/benefactive/malefactive is either marked by the
absolutive marker wa or has no overt marking, while the theme argument is
marked oblique. Consider the following examples:

(69) tdwxc wa  Mary

taw-xit-s

buy-arp-(3AB)-3ER WA  Mary

S/he bought it for Mary. 92.310
(70) ki?Pomtxic t swanax

kt-?omt-xit-s

POS-feed-APP-(3AB)-3ER OBL  huckleberry

S/he sent huckleberries to someone. 95.155
(71)  hacxitux“ta? t q’q’a?ik

hac-xit-m-x¥ ta?

tie-APP-15s0-2sS + IMP OBL colt

Tie me up a colt! Kinkade 1980:34

15Note, however, that example (65) could be interpreted as having a
benefactive argument.
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(72) ?Paci w’axtdlt Kk™ilsn kaswot’kxitms t sawikw
k%¥ul-stu-n kas-wotk’-xit-m-s
DET child  send-CS-(3AB)-1sS IR-dip-APP-1sO-3ER OBL  water
I sent that child to dip me some water.

(73) kit ¥xitmn Pinwi t sqaltk
kt-1o09’%-xit-m-n
POS-?7-APP-2sS-1sS 2SEMpro OBL meat
I roasted the meat for you. 92.133
(74) xok’xic st’amka?s t syaya?
xok’-xit-s st’amka?-s
pick-APP-(3AB)-3ER daughter-3pS OBL  serviceberry
S/he picked some serviceberries for her/his daughter. 95.58
(75) cokmixc wa ?aci ttw’it t XAt
cokmin-xit-s
hit by throwing-APP-(3AB)-3ER WA  DET boy OBL rock
S/he threw the rock to the boy.
95.33
(76) t stdim’ tu? haw’ixits stotil’a?s
haw’y-xit-s stotil’a?-s
OBL what SUB make-APP-(3AB)-3ER grandfather-3PS

What did s/he make for her/his grandfather?

Examples (69), (73), (74), (75) and (76) all contain overt direct objects. In each of
these applicative constructions the direct object is the goal/benefactive/

malefactive argument, which appears as either a bare NP (ex. (73) Zinwi (2nd sg.
emphatic pronoun), ex. (74) st’dmka?s ‘her daughter’, and ex. (76) stotil’a?s ‘his
grandfather’) or as a NP marked by the absolutive particle wa (ex. (69) wa Mary,
and ex. (75) wa Paci ttw’it ‘the boy’). The theme arguments in (70) to (76) all
surface as indirect objects marked by the oblique marker ¢ (ex. (70) ¢t swdnax
‘huckleberry’, ex. (71) t g’q’a?ik ‘colt’, ex. (72) t sawik™ ‘water’, ex. (73) ¢
sqdltk ‘meat’, ex. (74) t sydya? ‘serviceberry’, ex. (75) t xx it ‘rock’, and ex.
(76) t stam’ ‘what’).

Kinkade (1980) presents a number of applicative-marked examples in
which the theme argument is not marked oblique, shown in (77) to (80):
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(77) “?anixtn Mary sttdm’tam’

fani-xit-n

bring-APP-(3AB)-1ss Mary  bag

I brought Mary a bag. Kinkade 1980:34
(78) 7racydyxtn Mary sttdm’tam’

rac-yay-xit-n

IM-weave-APP-(3AB)-1sS  Mary  bag

I made a bag for Mary. Kinkade 1980:34
(79) 7rackatixtn sttdm’tam’ Mary

rac-kat-xit-n

IM-give-APP-(3AB)-1ss bag Mary

I gave Mary a bag. Kinkade 1980:34
(80) kYiyxitn sk’a?cinm Mary

k%iy-xit-n

hunt-APP-(3AB)-1sS deer Mary

I hunted for a deer for Mary. Kinkade 1980:34

In the above examples there appear to be two overt direct objects: Mary and
sttdm’tam’ ‘bag’ in (77) to (79), and Mary and st ’a’cinom ‘deer’ in (80).

I suspect that the theme arguments in (77) to (80) are in fact indirect objects, but
the speaker has opted to omit the oblique marker t. As noted in section 5.2.2,
oblique marking realized by the free morpheme ¢ is sometimes omitted in
Nxaramxcin and indirect objects can surface unmarked. I checked the examples
in (77) to (80) with a native speaker, and she preferred these constructions with

the oblique marker present in front of sttdm’tam’ ‘bag’16 and st’aZcinom ‘deer’.

It is unclear to me why one applicative form appears sometimes and then at
other times another form. In fact, the same base can be marked by more than one
form, as shown in the following examples:

x3sin

xas-1t-n
lose-APP-(3AB)-1ss
I lost it for her/him.

81)

EP2.177.1

16My consultant used the form snttdm’tam’ for ‘bag’.
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(82) xosxitn
X9s-Xit-n
lose-APP-(3AB)-1sS
I lost it for her/him. EP2.177.2

Kinkade, in his 1980 article on the -xit, -#t and -tuft suffixes, notes that “[t]he
Columbian data do not help particularly to explain the use of these suffixes”
(p.33). Itis likely that diachronically these suffixes each marked distinctive
operations. Within a synchronic context of the Nxa?amxcin data, these
functions appear to be no longer recoverable.

6.1.5 External Possession

External possession is another valence-changing operation in
Nxaramxcin. External possession is defined by Payne and Barshi (1999:3) as
“constructions in which a semantic possessor-possessum relation is expressed by
coding the possessor [...] as a core grammatical relation of the verb and in a
constituent separate from that which contains the possessum”. This type of
construction is often referred to in the literature as possessor raising.17

In Nxa?amxcin, external possession is only marked on predicates for
which the direct object is marked for possession. External possession
contructions exhibit two identifying features: (i) the predicate is marked by the
external possession suffix -#f; (ii) object marking on the predicate reflects the
possessor of the theme argument. There is no agreement with the possessum (i.e.
theme) reflected on the predicate, as shown in (83) to (85):

17The external possession operation has not been widely addressed in the
Salish literature. In fact, examples that clearly involve external possession are
often included in discussions of applicatives, no doubt because markers of
external possession are often identical to applicative markers in some Salish
languages (see Kiyosawa 1999, 2002). N. Mattina (1996:130-132) describes
external possession (labelled “possessional”) in Okanagan where the facts are
similar to Nxa?amxcin. Gerdts (1999a), in a cross-linguistic analysis of external
possession within a Mapping Theory framework, includes Halkomelem Salish as
part of her discussion.
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(83) kix’dm’tcds wa? ristx™ul

k-x’om’-Ht-sa-s ?in-stx™ul

POS-pass-EP-1s0-3ER WA  1sps-house

S/he went past my house. W9.55
(84) Mary toc’fcéds ?inkdlx

toc’-1t-sa-s ?in-kalx

Mary hit with a stick-EP-1s0-3ER 1sps-hand

Mary hit my hand (with a stick).
(85) miyéptts ?Pani wa  sq’ilts

miyap-1t-s s-q’ilt-s

?-EP-(3AB)-3ER DET WA  NM-sick-3PsS

S/he diagnosed her/his illness. Kinkade 1980:34

Each of the above constructions is marked for external possession by the suffix
-#t. In addition, object agreement on the predicate reflects the possessor of the
theme argument and not the theme itself. Thus, object marking in examples (83)
and (84) is the 1st sg. suffix -sa as opposed to no suffix marking for 3rd person
objects. Inflectional possessive marking surfaces on the possessed noun as usual.

Note that the subject and possessor of the theme argument must be disjoint
in an external possession contruction. If they are coreferenced the predicate is
not marked for external possession, as shown in (86) to (88):

(86) x3sn risqolaw
Xas-nt-n tin-sqolaw
lose-TR-(3AB)-1ss  1sPs-money
I lost my money. W.O.11
(87) pol’aql kicn PisI’axt
kic-nt-n ?in-sl’axt

yesterday  arrive-TR-(3AB)-1sS 1spPS-friend
yesterday I visited my friend

(88) mag’vs nlx%atk¥tns sm?amm
ma$’v¥-nt-s nlx%atk¥tn-s
break-TR-(3AB)-3ER pot-3Ps woman

The woman; broke her; pot.
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Even though all of the above objects are marked for possession, none of the
predicates are marked for external possession. In addition, object marking on the
predicate reflects the possessed noun and not the possessor.

External possession is restricted to constructions in which the direct object
is marked for possession, and not cases where the subject argument of an
intransitive or transitive construction is marked for possession, as in (89) to (92):

(89) ?inxx’cin  scxostmix
?in-xXx’cin  sc-xos-t-mix
1sps-horse MM-lose-ST-IM-(3AB)

My horse is lost. W.9.26

(90) ti?  taxvxv ?ani ?inpdpa?
tux%x"¥ ?in-papa?

MOD die-(3AB) DET 2sPS-papa

[your papa is already dead] Afl:15
(91) ?inma?dstm Pacq’it’sc wa  ntitiydx

?in-ma?astm rac-q’it’-stu-s

Isps-father MM-hook-CS-(3AB)-3ER WA  salmon

My father catches the salmon.
(92) lips Pintim’ wa fani ntitiydx

lup-nt-s ?in-tum’

dry-TR-(3AB)-3ER  1sPS-mother WA  DET salmon

My mother dried the salmon.

Examples (89) and (90) both contain NPs marked for possession functioning as
the subject argument of an intransitive predicate. As expected, the predicates are
not marked for external possession. In (89) and (90) it is clear that subject
marking does not reflect the 1st and 2nd sg. possessor of the subject arguments
respectively. Both examples (91) and (92) are bivalent in that they each contain
two direct arguments. In these examples it is the subject that is marked for
possession. Neither predicate is marked for external possession, and subject
agreement reflects the possessed noun and not the possessor.

As we have seen in the preceding sections, Nxa?amxcin has an extensive
group of valence-changing operations. In the following sections, we will see that
the same can be said for the category voice.
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6.1.6 Summary of Valence Operations
In the preceding sections I addressed four types of valence operations—

transitive, causative, applicative and external possession—which are summarized
below:

Valence Operations

Operation Morphological Marker Object Paradigm

Transitive -nt (perfective predicates) First
-stu (imperfective predicates) Second
-1 (stative-transitive predicates Second

wik ‘see’ and sux"” ‘know’)

Causative -stu Second

Applicative -Xit Second
-t First
-tutt First

External -1t First

Possession

6.2 Voice

In this section I address the category voice, which contains a number of
operations whose morphological realizations surface within one of two positions
in the derivational stem, as shown below:

(93) Derivational Stem

[Ds NM DIR POS 4P DiM CTR 4SP[1x (Y) VROOT (Z) 1Lx DIM ASP CTR VC RL VAL VC NM ]ps

n M

In (93) the category voice is realized in two separate positions. The first, located
between the control and relational suffixes, is where indefinite object voice is
marked. The other position is further right following the category valence. All
other voice markers surface in this position. Note that both positions are located
close to the right hand boundary between the derivational stem and the
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inflectional stem. These are logical positions since voice is a category that teeters
between derivational and inflectional status (see Bybee 1985:20~21;32).
Analyses for both can be found in the Salish literature. For example, Jelinek
(1994, 1995) argues that voice is a syntactic category in Lummi, while N. Mattina
(1996) and Gerdts (1998a) consider voice to be derivational in Okanagan and
Halkomelem respectively. For Nxa?amxcin, Czaykowska-Higgins (1996, 1998)
considers voice to fall within the morphosyntactic domain of her
lexical/morphosyntactic split. Her view is primarily motivated by her analysis of
the dual behaviour of lexical suffixes, in that voice marking appears outside
“referential” lexical suffixation, which is considered morphosyntactic. In chapter
seven, I adopt a compound analysis of these lexical suffixes (referred to in this
work as bound stems) which, for my analysis of Nxa?amxcin word formation,

effectively reopens the question of which operations are relevant to the syntax
and which are not. As discussed in section 3.4.2, in this work I am including
operations that can alter the lexical representations of lexemes under the
derivational umbrella. Since voice operations clearly have an effect on the lexical
representation of lexemes in Nxa?amxcin, I consider them to take place at the
derivational stem level.

Givon (1994, 2001) defines two separate sub-domains within the category
voice, one being primarily pragmatic and the other primarily semantic. He notes
(2001:92) that “[e]ach of these in turn contrasts with the active-transitive voice,
the neutral unmarked clause type”. I organize the sections below in accordance
with Givén’s (1994, 2001) voice sub-types. I first discuss the operations that can
be subsumed under the heading pragmatic voice: topical object, passive,
antipassive and indefinite object. I then look at those operations relevant to
semantic voice: middle, reflexive and reciprocal.

6.2.1 Pragmatic Voice
Givén (2001:93) describes pragmatic voice as follows:

[P]ragmatic voice constructions [...] render the same semantically-transitive
event from different pragmatic perspectives. These perspectives turn out
to involve, primarily although not exclusively, the relative topicality of
the agent and patient.
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Givon (pp.253-254) later defines topicality as follows:

Topicality pertains to nominal participants (‘referents’; most commonly
subjects or objects) of clauses. The propositional information coded in
state/event clauses is typically about some topical participant(s) in the
state/event. Such topical participants are most commonly the subject,
direct-object or indirect-object of the clause, and thus most commonly
noun phrases (‘entities’) rather than verbs (‘events’) or adjectives
(‘states’) [...] In spite of being grammatically manifest at the clause level,
topicality is not a clause-level property of referents, but rather a discourse-
dependent one. This is often masked by the fact that one can examine a
well-coded clause out of context, and observe all the grammatical devices
that mark participants as referring, topical definite etc. But such isolated
clauses are only artifacts. What makes their participants topical is not the
fact that they are grammatically coded as topical (subject, object) in the
self-contained clause. Rather, they are so coded grammatically because
they are topical across a certain span of multi-propositional discourse.
Their topicality is thus due to their being recurrent referents in some larger
discourse.

Givon (1994, 2001) identifies the major pragmatic voice operations as
inverse, passive and antipassive, and he defines these in relation to the unmarked
active voice in which “both the agent and the patient are topical, but the agent is
more topical than the patient” (2001:94). Givon schematizes the relative
topicality of the agent and patient roles for active, inverse, passive and
antipassive voice as follows:

(94) Relative topicality of the agent and patient in the four main voices:

Voice Relative topicality
active/direct AGT > PAT

inverse AGT < PAT

passive AGT << PAT
antipassive AGT >> PAT

Givon 1994:8

As (94) indicates, the agent in inverse constructions is less topical than the
patient, the exact reverse of the active voice. In passive constructions, the patient
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is topical while the agent is non-topical. The antipassive is the reverse of the
passive in that the agent is topical while the patient is non-topical.

In the following subsections I describe four different voice operations in
Nxa?amxcin that can be subsumed under the heading pragmatic voice. The first
is the topical object construction, which shares properties with the inverse in the
schema in (94). The second and third are the passive and antipassive, both cross-
linguistically common voice operations. The fourth, indefinite object voice,
appears to be less cross-linguistically common.

6.2.1.1 Topical Object

Topical object constructions in Salish were first labelled and defined by
Kinkade (1989a, 1990b), who provides a pan-Salish discussion of this
operation.18 He defines (1990b:343) the topical object construction as follows:

The main function of the topical object as contrasted with the plain (often
zero) third-person object is to keep track of a topic in a section of
discourse when there is more than one third-person referent present and
the one that is topic has been shifted into a patient role and designated by
a pronominal object marker. In order to maintain its topicality, it is
specially marked.

Topical object voice constructions resemble inverse voice constructions
with respect to relative topicality. Givén (2001:155) writes that “inverse voice
constructions are used in discourse contexts when the patient outranks the agent
in topicality, thus contrasting with the agent-topicalizing active-direct; but the
agent-of-inverse remains topical, thus contrasting with the radically suppressed
agent-of-passive”. In line with inverse constructions, the specific function of
topical object voice appears to be signalling that the patient is topic. Unlike
passive voice, the agent still holds some degree of topicality. Following Givén’s
schema in (94), we can represent the relative topicality of agent and patient in
topical object voice as follows:

18Kinkade identifies Nxa?amxcin, Upper Chehalis, Cowlitz, Quinault,
Tillamook and Lushootseed as having topical object constructions. See H. Davis
(1994) for analysis of a cognate in Lillooet.
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(95) Relative Topicality of Agent and Patient in Nx Topical Object Voice
Agent < Patient

Kinkade considers the topical object marker to be inflectional object
marking which surfaces between transitive and subject marking, as schematized

for Nxa?amxcin in (96):

(96) Transitive + Topical Object + 3rd Person Subject

e.g. ~-nt- + -wa- + -S

Kinkade (1989a:9) notes that “[s]ince the only thing that ever occurs between a
transitivizing suffix and a subject suffix is an object suffix, the topical object
suffixes must also be object markers”. It is difficult to determine morphologically
if this is the case in Nxa?amxcin since topical object constructions are restricted
to 3rd person, and 3rd person objects are otherwise always unmarked. It could
instead be posited that topical object constructions are comprised of a voice
marker followed by 3rd subject marking, as schematized in (97):

(97) Transitive + Voice + 3rd Person Object + 3rd Person Subject
eg.  -nt- + -wa- +  (no marking) + -S

Throughout this work, I will assume that topical object operations are in fact
voice operations as the relative topicality of arguments is affected. More
specifically, I will assume that the -wa suffix marks topical object voice only, as
schematized in (97), and is not reflective of object agreement on the predicate.
Assuming this analysis allows one to preserve the generalization that 3rd person
object agreement is always null.

Topical object voice is marked on bivalent stems by the suffix -wa when
stressed and the suffix -u when unstressed. The latter is phonologically
predictable given that unstressed vowels are often deleted and glides become
vocalized within a consonant cluster. As noted above, this operation is restricted
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to constructions involving a 3rd person subject and 3rd person object. The
following examples illustrate that this operation can take place on stems marked

transitive, causative or applicative:

(98) nogsal’k katpux“ntus ?Pati sxdpalfs
naqs=alk’ kat-pux”-nt-wa-s sxapar-s
one=time  POS-blow-TR-TO-(3AB)-3ER DET grandfather-3PS
Once her grandfather blew over her

CD.38

(99) huy k%a? n’yara?x’¥stwas wa ?and spopdsarsar

n-yaeeerex%-st-wa-s
and POS-7*0C°IN*?-CS-TO-(3AB)-3ER WA  DET grandfather
And so he brought her across, that grandfather!9

CD.32
(100) laraws tawxitus
la?aw-s taw-xit-wa-s
father-3PS  buy-APP-TO-(3AB)-3ER
his father bought it for him W.8.8

(98) contains a transitive predicate, (99) a causative predicate and (100) an
applicative predicate, all marked for topical object voice. In (99) the topical
object suffix is stressed and surfaces as -wa, while in (98) and (100) it is
unstressed and reduced to -u.

Whether or not external possession stems (section 6.1.5) can be marked for
topical object voice remains to be determined. If it is grammatically possible, it is
most likely limited to external possession stems involving 3rd person possessors.
Since topical object constructions are restricted to 3rd person, and direct objects
marked for 1st/2nd person possessor trigger 1st/2nd person object agreement on
the predicate, one would not expect topical object voice to surface in this
environment.

The primary pragmatic function of topical object voice is keeping track of
third person arguments (Kinkade 1989a, 1990b), thus avoiding any ambiguity
that might arise when more than one third person is being referred to in discourse.
Consider the following set of examples:

19The root here is probably Vyak’¥ ‘cross’.
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(101) Mary paxds wa XxA’cin k¥a? k’vars
parxan-nt-s k’¥a?-nt-s
Mary step-TR-(3AB)-3ER WA  dog and  bite-TR-(3AB)-3ER
Mary stepped on the dog and she bit it.
(102) Mary paxds wa  xxk’cin  k¥a? k’Vaintwas
pacxan-nt-s k’¥a?-nt-wa-s
Mary step-TR-(3AB)-3ER WA  dog and  bite-TR-TO-(3AB)-3ER

Mary stepped on the dog and it bit her.

The biclausal example in (101) appears in the active voice. Mary is topic, and
because the topic fills the agentive role in both clauses, the unmarked active
voice is maintained and Mary is coindexed with the third person subject suffix -s.
In example (102), Mary is again topic; however Mary is assigned the agent role in
the initial clause and the patient role in the second clause. In order to clarify that
it is Mary and not the dog that has been bitten, topical object voice is employed
in the second clause signalling that the topic (Mary) has been assigned the role of
patient. Thus, when the topic maintains an agent role, as in (101), the neutral
(unmarked) active voice is used. When the original agent topic is assigned a
patient role, as in (102), the predicate is marked for topical object voice. Some
more examples are given below:

(103) sac’?itnox™ Mary k%¥a? t’oq’¥ntwas wa John
sac-?itn-mix t’oq%-nt-wa-s
IM-eat-IM-(3AB) Mary and slap-TR-TO-(3AB)-3ER WA  John

Mary was eating and John slapped her.
91.151

(104) xx’cin ?aci lut xmdnks wa swat kacPomstwas
xmank-s kas-c-?om-stu-wa-s
horse DET NEG like-3PS WA who IR-IM-feed-TR-TO-(3AB)-3ER
That horse; doesn’t like anyone to feed himj%;.20

201t is unclear why the [s] segment of the irrealis prefix kas- does not
surface in this example.
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(105) nkxa-pikns nkockikns
n-kxap=ikn-nt-s n-kickikn-nt-s
POS-chase=back-TR-(3AB)-3ER  POS-7-TR-(3AB)-3ER

k¥a? xolq’ntwds
xolq’-nt-wa-s
and  kill-TR-TO-(3AB)-3ER

He chased it and then it killed him.2! W8.1

We see in all of the above examples that the topic is agent (i.e. subject) in the
initial clause, and functions as patient (i.e. object) in the second clause. For each
of these examples the initial clause appears in the unmarked active voice while
the second clause is marked for topical object voice.

As Kinkade (1989a:9, 1990b) points out, topical object constructions are
readily found in narratives. A number of examples are given in Kinkade (1989a,
1990b) and some additional examples are presented below from the narrative
Crow’s Daughter. In the first excerpt, the topic of discussion is Marten in an
agent role. When Marten later surfaces as direct object in a non-agent role (line
c.), the topical object construction is used:

(106) a. k¥a? lut wa ?atu cuwdwolx ttw’it
c-wwawlx
and NEG WA DET c-talk-(3AB) boy
And he would not talk, that boy.

b. ci k¥a? ?aci k’1 t? k1 t? k'l tu?
and DET LOC that LOC that LoOC that
All he said was: over there, over there, over there.

c. ?ica kYa? p’i?qcintus Potu
p’i*?*q=cin-nt-wa-s
that and cooke*IN*cook=food-TR-TO-(3AB)-3ER  DET
And so she cooked for him, that one. CD.53

21] suspect the second root in this example is either Vkkic ‘find’ or Vkic
‘arrive’ followed by the bound stem =ikn ‘back’. Either way, I am not sure of
the status of the second [k] in nkockikaons.
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Later in the story, Emily, who is the current topic, goes down by the river and
sees something floating in the water. When Emily is realized as direct object,
topical object voice is employed (lines b. and e.):

(107) a. katdgolx
kat-tagolx
POS-sit-(3AB)

She sat on it.

b. nk’¥inxdl’q m’otot c’anintus
c-?ani-nt-wa-s
several times ?? DIR-take along-TR-TO-(3AB)-3ER
Several times it brought her back.
c. k¥a? lhompnciit
1-hamp-ncut

and DIR-fall-MD-(3AB)
and then she would get off

d. k¥a? katdqlx tn’ci
kat-taqlx
and POS-sit-(3AB) from there

and then she sat on it again

e. k¥a? I?anintus
I-?ani-nt-wa-s
and DIR-take along-TR-TO-(3AB)-3ER

huy ci (wa) n2idsalx

n-ruslx
WA  POS-dive-(3AB)
and then it took her and dove into the water CD.70-71

Kinkade (1989a:8-9) also observes that topical object constructions can
be used “to allow a referent higher on an agent hierarchy (i.e. a human) to be
used as object with a lower referent (i.e. non-human) as subject”. Kinkade notes
that this is not an obligatory hierarchy in Nxa?amxcin. The following examples
illustrate that a non-human agent subject can cooccur with a human patient
object without triggering any change from the unmarked active voice:
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(108) smiyaw k’va?s wa  ttw’it
k’¥a?-nt-s
coyote bite-TR-(3AB)-3ER WA  boy
The coyote bit the boy.
(109) mixat wikic wa  skint
wik-tt-s
bear see-TR-(3AB)-3ER WA  indian

The bear saw the Indian.

It is of interest to note, however, that when eliciting Nxa?amxcin examples

involving a non-human agent and a human patient, the following pattern is

prominent:
(110) kif’ana? 1 n’n’ik’mn’s t’om’ntwas
n’n’ik’mn’-s t’om’-nt-wa-s
girl GN  knife-3ps cut-TR-TO-(3AB)-3ER
The girl’s knife cut her/him.

(111) xolg’ntwas
xolq’-nt-wa-s
kill-TR-TO-(3AB)-3ER
it killed her/him W8.1

Both of the examples in (110) and (111) involve non-human agents (‘the girl’s
knife’ and ‘it’) and human patients (‘her/him’). When both agent and patient are
non-human, the unmarked active voice is used in direct elicitations, as shown in

(112):
(112) kiY’dana? 1 n’n’ik’mn’s t’dm’s
n’n’ik’mn’-s t’om’-nt-s
girl GN  knife-3ps cut-TR-(3AB)-3ER
The girl’s knife cut it.

The question of the grammatical status of the agent and patient in topical
object constructions is an interesting one. On the surface it appears that the
agent maintains subject status while the patient maintains object status, as is the
case with active clauses. One must note, however, the positioning of the particle
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wa (section 5.6) in active constructions compared with topical object
constructions. In direct active clauses, this particle marks the object of transitives
and the subject (with some possible restrictions) of intransitives. For this reason it
has been referred to by Czaykowska-Higgins (1996, 1998) and Willett (1996) as
an absolutive marker. If we compare bivalent active clauses with the bivalent
topical object construction we find that the distribution of the particle wa is the

exact reverse. Compare the active voice example in (a) with the topical object
voice example in (b):

(113) a. t’oq%s wa  ttw’it ?ani kiy’dna?
t’oq¥-nt-s
slap-TR-(3AB)-3ER WA  boy DET girl
The girl slapped the boy. 91.121
b. raw’tapntus ttw’it wa  sk’a?cinm
?aw’tap-nt-wa-s
Jollow-TR-TO-(3AB)-3ER  boy WA  deer

The deer followed the boy.

As the active example in (113a) illustrates, it is the patient of the clause (i.e. the
direct object ttw’it ‘boy’) that is marked by wa. In the topical object example in

(113b), however, it is the agent of the clause (st ’a?cinom ‘deer’) that is marked

by wa and not the patient. If wa is in fact linked to absolutive case, then the
agent of topical object constructions appears to be patterning with absolutives.
However, with respect to quirky case marking in which the ergative argument
(i.e. transitive subject) is marked oblique (section 5.3), the following example

suggests that it is the agent argument in topical object constructions that is in fact
the grammatical subject:

(114) t sk’a?cinm tu? wa ?aw’tdpntus tew it
7aw’tap-nt-wa-s
OBL deer SUB WA  follow-TR-TO-(3AB)-3ER  boy

It was the deer who followed the boy.
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The topical object example in (114) is a quasi-cleft construction; the agent

argument si’a?cinom ‘deer’ has been clefted, surfacing to the left of the

predicate Paw’tdp ‘follow’ and followed by the subordinating particle fu?. Like
active voice constructions, the ergative argument (transitive subject) of a topical
object construction can be optionally marked by quirky case, hence the

appearance of an oblique marker preceeding st ’a?cinom ‘deer’. However, unlike

active voice constructions, the predicate of the clefted ergative argument is
preceded by the particle wa. In active voice constructions this is only the case
when an absolutive argument is clefted.

What examples (113b) and (114) show is that the agent (or non-topic
argument) in topical object constructions shows properties of both active voice
ergative and absolutive arguments. First, the topical object agent can be marked
for quirky case, a noted property of ergative arguments. Second, the topical
object agent can trigger the appearance of the particle wa, a noted property of
absolutive arguments in active voice constructions.

The properties of topical object voice are summarized below:

(115) Properties of Nxa?amxcin Topical Object Voice

function (i) marks patient as more topical than agent
(ii) optionally marks predicates with non-human
subject and human object

morphological -wa (-u when unstressed)
marker
stem types * appears on bivalent stems only: transitive, causative,

applicative (no data on external possession)
« resulting stem is bivalent

syntactic status * both agent and patient in direct case
» grammatical functions unclear: agent role exhibits
(at least morphologically) properties of both
absolutives and ergatives

restrictions both agent and patient must be 3rd person
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6.2.1.2 Passive

According to Givon (1994, 2001), in passive voice constructions the
patient is the most topical argument while the agent is non-topical. Kroeber
(1999:25) writes that “[a]ll Salish languages have some sort of construction that
is used to mark reduced topicality of the agent of a transitive clause, and/or
increased topicality of the patient (object) of the clause. The discourse functions
of these constructions are analogous to those of passives of European languages
[...]". Following Givon’s schema in (194), we can illustrate this as follows:

(116) Relative Topicality of Agent and Patient in Nx Passive Voice
Agent << Patient

Cross-linguistically, one generally finds that in passive voice constructions the
patient argument is the clause subject and the agent is either oblique or
suppressed altogether. Nxa?amxcin passives are stereotypical in that (i) the
predicate is overtly marked for passive voice; (ii) the patient is realized as subject;
and (ii1) the agent is either marked oblique or is omitted.

With respect to the first property, passive predicates are marked by the
suffix -m, the same suffix used to mark antipassive and middle voice, along with

several other functions. Some examples of predicates marked for passive voice
are given below:

(117) c¢’8lxntm
c’alx-nt-m
scratch-TR-PAS-(3AB)
[s/he got scratched] Y26.45

(118) nck¥atk¥untm
n-cok%=atk¥-nt-m
POS-pull=water-TR-PAS-(3AB)
[s’he got pulled into the water] IM4.12.7

(119) kic’om’dsntm
kic’om’us-nt-m
kiss-TR-PAS-(3AB)
s/he got kissed on the cheek IM3.119.4
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(120) kptx“dnarntm
k-ptix¥=ana?-nt-m
POS-spit=all over-TR-PAS-(3AB)
it got spit on 90.105

(121) lok’ntm
Iok’-nt-m
tie up-TR-PAS-(3AB)
S/he was jailed.

With respect to the second property of Nxa?amxcin passives, the patient
argument is the only direct argument in the passive clause. There seems to be a
morphological split across the Salish family in that patient agreement for passives
in some languages is in the form of subject agreement (as is the case with
Nxaramxcin), while for others it is in the form of object agreement. The latter has
been noted by J. Davis (1980), Hukari (1980), Gerdts (1988, 1989a), Gerdts and
Hukari (2001) and Wiltschko (2001), among others. Gerdts and Hukari (2001)
make the tentative claim that the patient argument in Halkomelem passives is the
surface subject, while Wiltschko (2001) maintains it remains a surface object. It is
beyond the scope of this work to enter into this debate. I will assume that the
patient of Nxa?amxcin passive constructions is in fact the surface subject, in line
with stereotypical properties of cross-linguistic passive constructions, as I have
no language-specific motivation to suspect otherwise.

3rd person intransitive subjects do not trigger any overt agreement in

Nxaramxcin, as we see in the following examples:

(122) cokdkstntm Mary
cok=akst-nt-m
hit=hand-TR-PAs-(3AB)  Mary

Mary got hit on the hand. 90.269
(123) swat ?ani t’3q’¥ntm
t’aq’¥-nt-m
who DET slap-TR-PAS-(3AB)
Who was slapped? 91.139
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(124) c’oq’c’eq’dl’ntm Ix wal  Yon’Y’Yan’ps
c’oq’-c’aq’al’-nt-m
AUG-shoot-TR-PAS-(3AB) + PL COL magpie
The magpies were shot at.

The examples in (122) to (124) allow for only one direct argument (Mary, swat
‘who’, and §’'%on’{’%4n’ps ‘magpie’ respectively) which assumes the patient role
in the clause. (For example, in (122) the direct argument Mary is not the one
doing the hitting, but is rather the one getting hit.)

And finally, as noted above in the third property of passives, the agent role
can be suppressed, as illustrated by (117) to (124). This is quite common in
passive voice and reflects the non-topical status of the agent. When an overt
agent NP is present it must be marked oblique by the oblique marker ¢, as shown

in (125) to (129):
(125) wikttm t Paul
wik?-t-m
see-TR-PAS-(3AB) OBL  Paul
S/he was seen by Paul. 91.38
(126) pus kxdpntm t waxtalt
kxap-nt-m
cat  chase-TR-PAS-(3AB) OBL  baby
The cat was chased by the baby. 92.73
(127) t John ci cokntm Mary
cok-nt-m
OBL John SUB hit-TR-PAS-(3AB)  Mary
It’s John who hit Mary. 92.224
(128) t swat tu? cdkntm ?aci sqgol’tmix¥
cok-nt-m

OBL who SUB hit-TR-PAS-(3AB) DET man
Who was that man hit by?

(129) c’3lxntm Paci  xoxdl’a? t pus
c’olx-nt-m
scratch-TR-PAS-(3AB) DET baby OBL cat

The baby was scratched by the cat.
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Nxa?amxcin passive voice constructions are formed on bivalent stems.
Examples (117) to (129) illustrate the formation of passive voice on transitive
stems. Examples (130) and (131) below illustrate causative and applicative stems
marked for passive voice:

(130) k¥a? cnoqginmstm ... Father Green
c-nginm-stu-m
and DIR-go in-CS-PAS-(3AB)  Father Green

[and Father Green was brought in] [AnIl:2
(131) ndqs wa? xX’cins k¥a? Idmitm
xA’cin-s lom-tt-m
one WA  horse-3pS  and steal-APP-PAS-(3AB)
He had one horse and somebody stole it. W.8.30

I also have one example indicating that passive voice constructions can be

formed on external possession stems when the patient is marked for 3rd person
possessor, shown in (132):

(132) John 1 gacks x31q’1tm t sTVaryva?
qack-s x0lq’-1t-m
John GN  older brother-3ps kill-APP-PAS-(3AB) OBL cougar
John’s brother was killed by a cougar.

The above example suggests that when the external possession operation took
place, the patient was the direct object, since only direct objects trigger external
possession marking. Passive constructions with patients marked for 1st/2nd

person possessors are not marked for external possession, as shown in (133) and
(134):

(133) ?inqéck xolq’ntm t sTvariva?
rin-qack xolg’-nt-m
1sps-older brother kill-TR-PAS-(3AB) OBL cougar
My brother was killed by a cougar.
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(134) ?ink3dx g¥anxntm t stq’Vdyxnox"¥
?in-kox q“anxn-nt-m
1sps-older sister  capture-TR-PAS-(3AB) OBL  Blackfeet

My sister was captured by the Blackfeet.

Passive voice is a detransitivizing operation which renders a bivalent stem
monovalent. As a result, the passive predicate surfaces as an intransitive
predicate. This is evidenced by the fact that (i) there can be only one direct
argument in the clause (the patient), and (ii) ergative agreement (3rd person
subject) is never marked on passive predicates.

Passive patients cannot be 1st person sg., as shown in (135) below. (Ist pl.
and 2nd person need to be verified.) The passive agent cannot be 1st or 2nd
person sg., as shown in (136). (The 1st and 2nd person pl. also need to be

verified.)
(135) *kn c’aw’ntm t John
c’aw’-nt-m
Iss + wash-TR-PAS OBL John
(I was washed by John.) 92.82
(136) * nck¥4tk¥untm t ?inca / 2inwi

n-cok%=atk"-nt-m
POS-pull=water-TR-PAS-(3AB) OBL  1SEMpro / 2SEMpro
(S/he got pulled into the water by me/you.)

Example (135) may explain why we do not find passive voice constructions
formed on external possession stems when the patient is marked for 1st sg.
possessor, as in (133) and (134). This would entail that subject agreement reflect
the possessor, and example (135) indicates that 1st sg. subject marking is not
possible for passive voice constructions.

According to Kinkade (1989a, 1990b), Nxa?amxcin uses passive voice, in
addition to topical object voice, as a device for keeping track of third person
topics in discourse. Kinkade (1989a:2) writes “[s]ince the topic is commonly the
syntactic subject of a clause, an object can be made topic by moving it into the
subject position through passivization, while leaving thematic roles unchanged
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from whatever the discourse situation requires”. An example of this usage is
taken from the folktale Race Between Turtle and Eagle:

(137) a. kVa? ?arasikV gocpmstus sc’drc’urxns
gocp-min-stu-s sc’u?ec’u?exn-s
and turtle shrivel-RL-CS-(3AB)-3ER  leg*AUG*leg-3PS
[And Turtle pulled in his legs]
b. kvas k¥a? hamp
k¥an-nt-s

grab-TR-(3AB)-3ER and fall-(3AB)
[he held on to them and he fell.]

c. 4. kx3pntm t molqgontps
kxap-nt-m
oh  chase-TR-PAS-(3AB) OBL  golden eagle
[Oh, he was chased by Golden Eagle] SfVI:2

In the above excerpt, the discourse topic is Turtle. The topic maintains an agent
role in lines a. and b. and, therefore, we find both lines are in the neutral active
voice. When Turtle assumes a patient role in line c., a passive voice construction
is used indicating the patient is the discourse topic.

The following excerpt from Crow’s Daughter illustrates the use of both
passive and topical object voice as a means of topic tracking. Throughout this
piece of the narrative, Emily remains discourse topic:22

(138) a. tica k%a? cxolis wa  sxip
c-xoli-nt-s
that and ST-call-TR-(3AB)-3ER WA  wind

And she was calling to the wind
b. k¥a? nx"natq¥dlm
nk"nam-at-q*alm
and  sing-CN-song-(3AB)
and then she sang a song

............

22] have omitted two lines of the original text between lines b. and c. as
they are not pertinent here.
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c. k¥a? cqdna?mntus wa  sxxip
cqanar-min-nt-wa-s SXip
and hear-RL-TR-TO-(3AB)-3ER WA  wind
The wind heard her <song>

d. k¥a? wa q’“umat  xaip
xasip
and WA  begin blow-(3AB)

and then began to blow
€. ?ica kv¥a? piyntm

piy-nt-m
that and blow-TR-PAS-(3AB)
and then she was blown CD.43-44

In lines a. and b. of (138), Emily is the sole argument of an intransitive clause and
no specific topic tracking device needs to be employed. In line c., however, the
topic is no longer agent and a topic tracking device is required to signal that
Emily is the patient. In this case topical object voice is marked on the predicate
indicating that the discourse topic is the direct object of the predicate. In line e.
we have the same situation where Emily continues to be topic but is not the
agent. Instead of topical object voice, the predicate is marked for passive voice.
Thus, Emily surfaces in a patient role while maintaining discourse topic status.
With respect to the use of both topical object and passive voice to keep track of

discourse topics, Kinkade (1989a:9) notes that “as far as I can tell the distinction
is primarily stylistic”.
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The properties of passive voice are summarized below:

(139) Properties of Nxa?amxcin Passive Voice

function marks patient as highly topical and agent as non-topical
morphological the suffix -m

marker

stem types « appears on bivalent stems only: transitive, causative,

applicative and external possession (3rd possessors)
« resulting stem is monovalent

syntactic status * patient is in direct case (assumed to be subject)
of arguments * agent is either suppressed or is marked oblique

restrictions possibly both patient and agent limited to 3rd person

6.2.1.3 Antipassive

Antipassive voice is, in a sense, the reverse of passive voice in that it is the
agent that has a very high degree of topicality while the patient is non-topical.
This definition applies to Nxa?amxcin antipassives for which the topicality
properties are schematized in (140) following Givén (1994, 2001):

(140) Relative Topicality of Agent and Patient in Nx Antipassive Voice
Agent >> Patient

Structurally, the agent argument retains the prototypical characteristics of the

syntactic subject while the patient is demoted to oblique object status or is
suppressed altogether.

With respect to the patient argument, all of the antipassive examples I have
found in the data involve non-human patients. In these constructions the
predicate is marked for antipassive voice by the suffix -m, the same suffix marking
passive and middle voice as well as several other operations. The patient is
marked by the oblique marker ¢, as shown in (141) to (147):
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(141) Paul wikm t pus
wik-m
Paul see-AP-(3AB) OBL cat
Paul saw a cat. 91.26
(142) tw’it ?aw’tdpm t sk’a?cinm
taw’tap-m
boy follow-Ap-(3AB)  OBL deer
The boy followed the deer.
(143) 1ck¥nam t q’iymintn
l-c-k¥an-m
DIR-DIR-grab-AP-(3AB) OBL paper
S/he brought back a paper.
(144) tawm t stx%ul
taw-m

buy-AP-(3AB) OBL  house
s/he bought a house

(145) kn  p’igm t ntitiyax
p’ig-m
Iss + cook-Ap OBL salmon
I cooked some salmon. 92.119
(146) kH8’Ym  kn ¢ sqaltk
k1lof’v-m
roast-AP + 1sS OBL meat
[I roasted some meat.] 92.131
(147) kn  p’i?sdmx¥m t q%isp
p’itsamx¥-m
Iss + milk-Ap OBL cow

I milked a cow.

In each of the above examples the agent functions as the subject of the clause.
This is evidenced by the fact that it is the overt agent NP in (141) and (142) that is
in direct case, as opposed to the patient which is oblique. The agent in (145) to
(147) is also marked by the 1st person sg. subject clitic kn, indicating that the
agent (‘I’) is the subject argument. The use of clitics to mark subjects also
indicates that these antipassive constructions are intransitive. While the suffix -m
is used to mark both antipassive and passive voice, note that unlike the passive,
antipassive voice is formed on intransitive stems only and never stems that have
been transitivized, as is the case with passive voice.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



165

As discussed in section 5.2.2, the oblique marker ¢ appears to be optional
in the language. Nxa?amxcin antipassive patients can surface without the overt
~ oblique marker, as shown in (148):

(148) kn som’ ck’Ya?k’Va?m sqaltk
c-k’¥a?2-k’¥a?-m
I1ss+ ? IM-AUG-bite-AP meat
I could chew on meat23 AfII:3

It appears that the patient argument in antipassive voice constructions
must be 3rd person. In eliciting these constructions, I have had 1st and 2nd
person rejected as patients, as shown in (149) and (150):

(149) * Paul wikm t ?inca / ?inwi
wik-m
Paul see-AP-(3AB) OBL 1sEMpro / 2sEMpro
(Paul saw me/you.)
(150) * tw’it Paw’tapm t nomniml / lopldpst
?aw’tap-m
boy follow-AP-(3AB) OBL 1pEMpro / 2pEMpro

(The boy followed us/you(pl.).)

Gerdts (1988:157) makes the same observation for Halkomelem antipassives. This
restriction is probably due to the fact that generally 1st and 2nd person are
inherently more topical than 3rd person (Givén 2001:156)

With respect to the patient NPs in antipassive constructions, all of the
examples collected involve bare nouns marked by an oblique marker only. Most
of the antipassive patients I have tested with determiners have been rejected.

23Note that the speaker has marked the predicate k’*azk’¥a’m
imperfective with the prefix c-, however imperfective is generally marked on
intransitives by either sac-/sc- or s- (section 7.2.2.1).
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Further investigation is required to determine exactly what can appear within the
oblique-marked noun phrases in antipassive clauses.24

The patient argument can be omitted in antipassive constructions,
illustrating the non-topical status of the patient role. Consider the following

example:
(151) = tu?  sk’a?cinm yaipqin
ya®’-p=qin
that deer gather-IN=head-(3AB)
hiy ni?k’¥anm x3lq’m Ix
niz-k’¥an-m x0lq’-m

POS-take-AP-(3AB)  kill-AP-(3AB) + PL
[There were a lot of deer. They picked some out and killed them.]  AfIl:8

Example (151) contains two separate antipassive constructions which refer back

to the same patient, sA’a?cinm ‘deer’. The patient appears in a preceding clause,

and does not resurface as an oblique argument with the two following
antipassive predicates (nik’*anm ‘pick out’ and xolg’m ‘kill’) even though
sx’arcinm is clearly the semantic patient argument of these predicates

The properties of antipassive voice are summarized below:

(152) Properties of Nxa?amxcin Antipassive Voice

function marks agent as highly topical and patient as non-topical
morphological the suffix -m

marker

stem types monovalent stems only

syntactic status * agent is in direct case and is the subject

of arguments * patient is either oblique or suppressed

restrictions patient must be 3rd person

24Gerdts and Hukari (2000:96) note that “the oblique-marked object in

Halkomelem antipassives is usually third person and inanimate. It can be definite
or indefinite, though often it has a non-individualized or non-specific meaning”.
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6.2.1.4 Indefinite Object

There has been very little discussion in the literature regarding indefinite
object voice in Nxa?amxcin and, to my knowledge, it has not been considered as
part of the voice category in previous work on Nxa?amxcin. The most detailed
discussion of the indefinite object construction is by Kinkade (1980), who states
that the indefinite object implies “an object (or objects) that is not specified”
(p.35). In these constructions, the role of a goal, benefactive or malefactive
argument is clearly downplayed, which leads me to believe that the indefinite
object construction should be subsumed under the category voice. Based on the
few examples scattered throughout the data, I propose that the indefinite object

construction be described as follows:25

(153) Relative Topicality of Agent, Patient and Goal in Nx Indefinite
Object Voice

Agent > (Patient) >> Goal

The schema in (153) indicates that the agent argument is more topical than the
patient argument (if present), while the goal argument, which is totally supressed,
is non-topical.

Indefinite object voice is marked by one of two suffixes: -xax or -xix.
Any synchronic difference between the two is unclear. When there is no

reference to a patient argument, indefinite object voice constructions surface as
intransitive, as shown in the following examples:

(154) c’okxaxox¥
c’ok-xax-mix
count-10-IM-(3AB)
S/he is counting for someone. WZ&.199

25In the schema in (153) I use goal as a global term representing goal,
benefactive and malefactive arguments.
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(155) kn  sk’f2amxaxox™
s-k’t?am-xax-mix
1ss + IM-wait for-10-IM

[I am waiting for someone] IM3.104.10
(156) kicxdx

kic-xax

arrive-10-(3AB)

S/he visited someone. Kinkade 1980:35

(157) kK’thcdy’nxax
k’thcdy’-n-xax
try to fool-7-10-(3AB)
[S/he tried to fool someone.] Y41.31

(158) k’twanxdx ta?
k’t-twam-n-xax
POS-go(pl.)-7-10-(2sS) + IMP
You get out of her/his way. W.8.204

(159) sawxax ta?

saw-xax

ask-10-(2sS) + ™M

You ask! W.7.58
(160) katxix

kat-xix

give-10-(3AB)

S/he distributed/gave away things. W.2.34

When there is reference to a patient argument, indefinite object voice forms
are bivalent, with the patient assuming direct object status. The indefinite object
voice marker surfaces to the left of both the valence and relational marker, as the
following examples illustrate:

(161) xoltxixmn

xoli-t-xix-min-nt-n

ask-7-10-RL-TR-(3AB)-1sS

I asked for something. W.7.131
(162) k*tonxdaxmn

k*uin-xax-min-nt-n

loan-10-RL-TR-(3AB)-1sS

I loaned someone else’s property to someone. EP2.177.11
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(163) k¥anxixmn

k¥an-xix-min-nt-n

grab-10-RL-TR-(3AB)-1ss

I took it away from someone. Kinkade 1980:35
(164) xosxixmn

Xos-XiX-min-nt-n

lose-I0-RL-TR-(3AB)-1sS

I lost it for them (not deliberately). Kinkade 1980:35

(165) xaltxixmn
xoli-t-xix-min-nt-n
ask-7-10-RL-TR-(3AB)-1sS
I asked people for it (not mentioning who). Kinkade 1980:35

(166) k’¥on’sxaxms
k’¥on’s-xax-min-nt-s
?-10-RL-TR-(3AB)-3ER
S/he showed it to them. W.5.59

(167) kasmag’¥xixms

kas-ma{’¥-xix-min-nt-s

IR-break-10-RL-TR-(3AB)-3ER

S/he’s going to end up breaking it for someone. W.11.119
(168) k¥a nasirx tu?qxixoms

k¥a? nasu? + Ix tue?eq-xix-min-nt-s

and FUT + PL throw*OCsthrow-10-RL-TR-(3AB)-3ER

wa rani sk’Von’k’Van’
WA DET bones

[and they will throw them the bones.] AMLIL:2
(169) k¥Inxaxmn Pisic’m k’l  w’axtal’t

k¥uiln-xax-min-nt-n ?in-sic’'m

loan-10-RL-TR-(3AB)-1ss  1sps-blanket LOC child

I loaned my blanket to the child.
Kinkade 1980:35

It is of interest to note that all of the transitive indefinite object stems I have
found are also marked relational.

In this type of voice construction, the indirect object represented by -xax/
-xix appears to be demoted in the same sense that a patient is demoted in the
antipassive. Example (169) is a clear indication of this. We would normally
expect w’axtdl’t ‘child’ to be the direct object in this construction and for

risic’am ‘my blanket’ to appear as an oblique object. The goal w’axtdl’t ‘child’,
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however, has been demoted to an adjunct and is marked by the locative
preposition k’I ‘to’. The patient Zisic’am ‘my blanket’ surfaces as the direct
object.

These observations are preliminary and more data is required to gain
further insight into indefinite object voice constructions. Clearly, however, they
play a role in the elaborate voice system found in Nxa?amxcin.

The properties of indefinite object voice are summarized below:

(170) Properties of Nxa?amxcin Indefinite Object Voice

function marks goal as non-topical

morphological one of the two suffixes -xax or -xix

marker

stem types appears on bivalent stems, but unlike other voice operations,
indefinite object marking realized before any transitivizing
morphology

syntactic status * agent is subject and in direct case
of arguments « patient (if present) is object and in direct case
« goal is suppressed or realized as an adjunct

restrictions goal is 3rd person

6.2.2 Semantic Voice

Coming under a different sub-domain within the category voice is
semantic voice. While examining instances of pragmatic voice in the previous
four sections, it was necessary to look beyond the single clause construction in
order to understand the essential functions of the various types of pragmatic
voice. This is not the case with semantic voice operations since their primary
functions are not dependent on discourse factors.

According to Givén (2001:93), semantic voice operations tamper with the
three central properties of a prototypical transitive construction: (i) While

prototypical transitive constructions contain a “volitional, controlling, active,
intiating agent responsible for the event”, operations of semantic voice result in
“decreased agentivity of the agent/subject”. (ii) The patient in a prototypical
transitive construction “involves a non-volitional, inactive, non-controlling
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patient that registers the event’s changes-of-state”; semantic voice operations
signal a decrease in the “affectedness of the patient/object”. (iii) Prototypical
transitive clauses contain a verb that is both telic and perfective; semantic voice
operations effectively decrease “telicity or perfectivity of the verb”.

Within the sub-category of semantic voice, three different operations are
addressed in the following subsections: middle, reflexive, and reciprocal.

6.2.2.1 Middle

Middle voice is the first of three voice constructions to be discussed here
that fall under Givén’s heading of semantic voice. Givén (2001:116) defines
middle voice as follows:

Middle-voice constructions are a cluster of variants on semantically-
transitive verbs, most commonly involving a shift of the semantic focus
away from the agent. As a result, a verb that can be used to depict agent-
initiated actions is now used to construe either:

» the patient’s change during an event

« the patient’s potential state for such change

» the patient’s resulting state following an event

Because of the semantic de-focusing of agent, there is often no overt expression
of an agent in various middle constructions, unlike passive constructions where

the agent is only pragmatically de-focused and can optionally surface (Givon
2001:116-7).

Two different suffixes are synchronically used to mark middle voice in
Nxaramxcin. As we will see in the examples to follow, both of these middle
markers are found across the various situation types relevant to middle voice.
The first of these morphemes, viewed as the pan-Salish “middle” suffix, is the
suffix -m, the same suffix used to mark passive and antipassive voice, along with
several other operations. This particular middle suffix has received the most
attention in the literature.26 A second middle marker is the suffix -ncut, which is
homophonous with the transitive-reflexive combination (-nt + -cut = -ncut). To
my knowledge, this suffix has not previously been analyzed as a middle marker

for Nxa?amxcin. A number of middle predicates show diachronic evidence of

26See, for example, H. Davis (1997a) on Lillooet, Gerdts and Hukari (1998)
on Halkomelem, and Beck (2000a) on Bella Coola.
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the suffix -ilx, which has been labelled autonomous in the Salish literature and
appears to be no longer productive in Nxaramxcin.2? There are also
constructions in the data which clearly have middle voice semantics, but there is
no overt morphological marker for middle voice.

Kemmer’s (1993) cross-linguistic study of middle voice reveals a number of
different situation types which are usually associated with middles. The first is
grooming actions or body care which Kemmer (p.54) notes “typically include
actions like dressing or arming oneself, bathing, shaving, and other such cultural
activities [...] Certain actions which are performed on body parts such as trimming
or combing hair, clipping nails, and so forth are marked similarly to the other
grooming verbs involving whole-body actions in some languages”. Some

Nxaramxcin examples relevant to this situation type are given below:

(171) kn  ?aq’¥sm
taq’¥=us-m

Iss + scrape=face-MD

I shaved. IM3.95.2
(172) c’aw’sm kn

c¢’aw’=us-m

wash=face-MD  + 1sS

I washed my face. EP2.164.5

(173) kn  tik¥ya?qnm
tik¥ya?qn-m
Iss + comb-MD
I’m combing my hair. 92.109
(174) kask’¥ix’nctox¥
kas-k’%ix’-ncut-mix
IR-take off-MD-IM-(3AB)

s/he is going to undress TG4.66.8
(175) kn  ci?VIx

1ss + bathe

I took a bath. 89.40

27References to this label can be found in Kinkade 1982b:53 and

Czaykowska-Higgins 1998:156 for Nxa?amxcin, and Thompson 1985:401 and
Tl;lompson and Thompson 1992:101-102 for the Thompson language, among
others.
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In all of the above examples, an argument is performing some type of grooming
activity upon her/himself. The predicates in (171) to (174) are suffixed with an
overt middle marker: the suffix -m in (171) to (173), and the suffix -ncut in (174).
The predicate in (175), cif’*Ix ‘bathe’, shows diachronic evidence of the suffix
-ilx and, as is usual with -ilx middle predicates, there is no synchronic affixation
marking middle voice.

The second situation type noted in Kemmer is that of change in body
posture. These include actions such as ‘sit down’, ‘stand up’ and ‘lie down’.
Kemmer (1993:55) notes the similarities between this situation type and grooming
verbs, pointing out that change in body posture verbs “are reflexive-like insofar
as they denote actions in which a volitional entity acts on its own body”. Some

Nxaramxcin examples are as follows:

(176) q’viyxdnm
q’Viy’xan-m
kneel-MD-(3AB)
[S/he knelt on one knee.] ECH

(177) tal’am’ (or ttal’dm’)
lie on back Kinkade 1981a:38

(178) lixmnct
lix-m-ncut
lay s.t. (pl.) down-MD-MD
lie down (pl.) Kinkade 1981a:19

(179) t’dicmnct
t’uc-m-ncut
fall-MD-MD
lie down (sg.) Kinkade 1981a:43

(180) cikmnct

stop, stand up (pl.)28 Kinkade 1981a:5
(181) 1q’il’x

lie down (sg.) Kinkade 1981a:21
(182) taqix

sit (sg.) Kinkade 1981a:86

28] am not certain if this is a lexicalized stem or not.
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(183) yerix

sit, get up (pl.) Kinkade 1981:49
(184) c’olix
stop, stand up (sg.) Kinkade 1981a:7

Example (176) contains a change in body posture predicate marked by the suffix
-m. Example (177), t’al’dm’ ‘lie on back’, most likely involves, from a diachronic
perspective, a root (Vt’al’) followed by the suffix -4m which, as opposed to -m, is
the middle marker for the root Vk“an in Nxa?amxcin. The predicates in (178) to
(180) appear to be marked by both the -m and -ncut suffixes, although it is
difficult to determine with any degree of certainty whether or not it is the suffix
-m that precedes -ncut in these examples. The relational suffix -min followed by
the suffix -ncut would yield the same surface form: -mnct. If these forms do
contain the -m middle marker, then (178) to (180) are examples of predicates
being marked more than once for the same operation (not in the least unusual
within a Lexeme Morpheme-Base Morphology framework). Examples (181) and
(182) show diachronic evidence of the suffix -ilx. (183) and (184) have no overt
middle marking, but it is of interest to note that both end in [ix].

A third situation type found in Kemmer (1993:56) is non-translational
motion. Verbs of this situation type “denote actions of motor manipulation of the
body or a body part, without any particular change of location of the body”.
These include verbs like ‘bend’, ‘nod’, ‘turn’ and ‘twist’. Some Nxa?amxcin
examples are as follows:

(185) sahginm
sah=qin-m
shake=head-MD
shake head back and forth (to shake off water or weeds) MDK

(186) kt x*irkstum
xVir=akst-m
1ps + reach out=hand-Mp
We’re reaching out. 89.09.26.16
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(187) it’pneit

Tot’p-ncut

Jjump-MD

jump, hop Kinkade 1981a:21
(188) y’oxmn’cit

move (slightly) Kinkade 1981a:50

We find above predicates of non-translational motion marked with the suffix -m
((185) and (186)) and the suffix -ncut (107). In addition, the reanalyzed example
in (188) shows evidence of the -ncut suffix and possibly -m.

Another situation type Kemmer (1993:56) claims is relevant to middles is
translational motion. Such verbs include “actions involving motion of an
animate entity under its own power through space”. Some examples of these are
‘fly’, ‘go away’, ‘climb’ and ‘arrive’. The following examples contain predicates
of translational motion:

(189) x¥dy’m wa  XXA’cins
xVay’-m XxXX’cin-s

run away-MD-(3AB) WA  dog-3Ps
Her/his dog ran away.

(190) lcp’slk’ism
l-c-p’alk’=us-m
DIR-DIR-furn around=face-MD
return (from) Kinkade 1981a:18

(191) kn  cnak’3rm
c-nak’orm
1ss + DIR-swim
I swam back across. Y14.166

(192) cnaginm fani w’axtdl’t
c-noginm
DIR-go in-(3AB) DET child
The child came in.
(193) x¥ay’m
escape, run away29 Kinkade 1981a:45

29] am not certain if the -m in this example is lexicalized.
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(194) stwam 1x
s-twam
M-go(pl.)-(3AB) + PL
they’re going 90.187

(195) yoldm
run (pl.) Kinkade 1981a:49

(196) x¥ot’pnciit
xYat’p-ncut
?-MD-(3AB)
s/he ran away

(197) tk’iwlx | ?acp’ai’
t-k’iwlx
POS-climb LOC tree
[S/he climbed the tree.] 89.09.26.23

(198) kx’ilx
climb a hill Kinkade 1981a:12

(199) cnandpt
come in (pl.)

Examples (189) and (190) are m-marked, while (191) to (193) are reanalyzed forms
containing -m as part of the lexicalized stem. (194) and (195) show diachronic
evidence of the middle suffix -dm. (196) is marked by -ncut, while (197) and
(198) show diachronic evidence of the suffix -ilx. The predicate cnandpt ‘come
in (pl.)’ in (199) contains no overt middle marker but does fall under the semantic
domain of translational motion.

Finally, Kemmer distinguishes the indirect middle, which she says
(1993:78) “has a relational structure similar to that of the indirect reflexive [...] in
that it too involves an action in which the effect of the action accrues back to the
Initiator. However, in contrast to the indirect reflexive, the indirect middle
situation type comprises actions that one normally ot necessarily performs for
one’s own benefit”. These include verbs such as ‘choose’, ‘acquire’, ‘pray’,
‘ask’ and ‘obtain’. Some Nxa?amxcin examples are given below:
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(200) y89’¥ya?’*t kn  k’iVm
K’if¥-m
hard + 1ss  pray-mMD
I prayed real hard. 89.148

(201) ni?k’¥dn’m
ni?-k’¥an’-m
POS-try-MD
choose, select Kinkade 1981a:27

(202) kn  k’tk¥ndm
k’tk¥an-am
Iss+ ?-MD
I took a prize (as in a contest).

(203) kdm’ntx¥ ?ani s?itn ?ani sqol’tmix¥ 1  sc’sltgncuts
kom’-nt-x¥ s-?iin sc’altg-ncut-s
take(pl.)-TR-(3AB)-2sS DET NM-eat DET man LOC NM-?-MD-3PS
You took the food that the man gathered.

(204) may’n’cit
maya?-ncut
tell-MD
confess Kinkade 1981a:22

(205) molxarnciit
molxar-ncut
tell a lie-MD

tell a lie Kinkade 1981a:23
(206) nmiyapminct
confess (to a priest)30 Kinkade 1981a:29

The predicates in (200) to (206) are all indirect middles in that these are actions
executed for personal benefit. Both predicates in (200) and (201) are marked
with the -m suffix, while the root Vk*an in (202) takes -4m as the middle marker.
The predicates in (203) to (205) are marked with -ncut, and this suffix is part of
the reanalyzed stem in (206).

All of the above examples indicate that the category middle is marked in
several ways: the suffix -m, the suffix -ncut or, possibly, a combination of the
suffixes -m plus -ncut. In addition many middles show diachronic evidence of

the suffix -4m (most likely a variant of -m) or the suffix -ilx. Some predicates,

30] am not certain if this stem is lexicalized.
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which can be semantically subsumed under the label middle voice, show no sign
of overt marking. At this point I assume that there must be lexical specification to
indicate which form of middle marking is used for each predicate, until evidence
to the contrary proves otherwise.

6.2.2.2 Reflexive

Reflexive voice is another operation that comes under the label semantic
voice. Givon (2001:95) defines reflexive voice as follows:

The subject and object of the event or state, regardless of their semantic
roles, are co-referent. That is, the subject acts upon (or relates to) itself.

Kemmer (1993:46) states that this relation of coreference is “between an Agent
or Experiencer participant on the one hand, and a Patient on the other”. Neutral
active voice thus differs from reflexive voice in that the agent and patient are
distinct entities in the former, as in (207), while in the latter the agent and patient
are the same entity, as in (208):

(207) Active: He scratched her.
(208) Reflexive: He; scratched himself;.

In Nxa?amxcin, reflexive operations take place on bivalent stems and are
marked by the suffix -cut. Kinkade (1982b:59) considers this form to have
derived from the combination *-t-sut, involving a transitive suffix followed by the
proto-Salish reflexive marker *-sut (see Kroeber 1999:32). It is impossible to
determine if the suffix -sut has become -cut since the reflexive marker always
follows bivalent stem markers, all of which end in [t] with the exception of -stu
which is reduced to -st when followed by the reflexive marker (Czaykowska-
Higgins 1993a). Because [t] + [s] is always realized as [c], it is impossible to tell if
the reflexive marker is -sut or -cut underlyingly. I will follow Kinkade (1982b)
here and assume it is -cut.
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