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CHAPTER 1

Introduction

Molecular orbital theory is a powerful and versatile asset to the practice of
organic chemistry. As a theory of bonding it has almost completely superseded
the valence bond theory: it has proved, in the long run, to be just as amenable to
pictorial, non-mathematical expression; it has given the right answers to some
decisive questions; it is the theory most theoreticians prefer; and quite im-
portantly, organic chemists find it less misleading in everyday use. It is widely
known today, not only as a theory of bonding but also as a theory capable of
giving some. insight into the forces involved in the making and breaking of
chemical bonds. Most conspicuously, it was used by Woodward and Hoffmann'
to explain the pattern of reactivity in pericyclic reactions; indeed, most of the
other theories explaining the Woodward—Hoffmann rules are also based on
molecular orbital theory.

More recently, molecular orbital theory has provided a basis for explaining
many other aspects of chemical reactivity besides the allowedness or otherwise
of pericyclic reactions. The new work is based on the perturbation treatment of
molecular orbital theory, introduced by Coulson and Longuet-Higgins,” and
is most familiar to organic chemists as the frontier orbital theory of Fukui.’
Earlier molecular orbital theories of reactivity concentrated on the product-like
character of transition states: the concept of localization energy in aromatic
substitution is a well-known example. The perturbation theory concentrates
instead on the other side of the reaction coordinate. It looks at how the inter-
action of the molecular orbitals of the starting materials influences the transi-
tion state. Both influences on the transition state are obviously important, and
it is therefore important to know about both of them, not just the one, if we want
a better understanding of transition states, and hence of chemical reactivity.

In this book, I have presented the theory in a much simplified, and, in par-
ticular, an entirely non-mathematical language. I shall assume only that the
reader is familiar with the concept of a molecular orbital and its expression as a
linear combination of atomic orbitals. I have simplified the treatment in order
to make it accessible to every practising organic chemist, whether student or
research worker, whether mathematically competent or not. In order to reach
such a wide audience, I have frequently used very simple arguments and
assumed relatively little knowledge. I hope that experienced organic chemists
can recognize and skip these sections. Also, an undergraduate reader may, in
many other places, wonder why so much space is devoted to a particular topic.
The general importance of some of these topics lies in the history of the subject
and the importance the problem had at one time. In other cases it may simply
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represent a minor facet of chemistry which just happened to be outstandingly
puzzling until frontier orbital theory came along. Pericyclic reactions, for
example, although hardly a minor facet, are nevertheless not quite as important
as the size of Chapter 4 might lead one to think: the disproportionate emphasis
they receive is a consequence of the effectiveness of frontier orbital theory in
this field. I hope the less experienced reader will persevere, recognizing that I
have tried simultaneously to produce an introduction to the subject and a
review of it. A perfectly uniform level is hard to maintain with both these
objectives 1n mind, but all organic chemists ought to know the theoretical basis
and the wide and growing applications of this important theory.

I can perhaps best show its importance and usefulness by posing a number of
familiar questions from a wide range of organic chemistry, to all of which-—and
to many more—the frontier orbital theory provides a satisfying answer.

(1) Why do enolate ions (1) react more rapidly with protons on oxygen, but with
primary alkyl halides on carbon ?

H slow ~N H* Sast 3 /
(0] — O~ OH
(1)

I Me

Jast slow
Me%o W \%\OMe
(1)

(i) Why is pyrrole (2) attacked by electrophiles faster in the 2-position than in

the 3-position ?
14 E*
(/;-\9 \S:\ - faster than // - ﬂ‘\Ej

N
H H
(2a) (2b)

(iii) Why do some electrophiles attack pyridine N-oxide (3) at the 2-position,
others at the 3-position and yet others at the 4-position ?

+

= I
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(iv) Hydroxide ion is much more basic than hydroperoxide ion. Why, then, is it
so much less nucleophilic?

i

mﬁb |

HOO~ ? 10° times faster than: HO~ N
h

T—n=z

(v) Why does maleic anhydride (5) react easily with butadiene (4), but not at all
easily with ethylene (6)?

O O
=
+ 0O —>» O
T
O O

O O
|+ o - 0
O 0O

(6) (5
(vi) Why does the Diels—~Alder reaction give endo adducts such as (7)?

O
/ o slow @ + 0 fast
bo O

(vii) Why do Diels—Alder reactions usually go faster when there is an electron-
withdrawing group on the dienophile? And why does Lewis-acid catalysis
speed them up even more ?

=

very slow

+|l

<<i ccﬁé

OAICI,

O
(_{_ Q fasrer still 0
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(viil)) Why does I-methoxybutadiene (9) react with acrolein (10) to give only the
‘ortho’ isomer (11) and not the ‘meta’ isomer (8) ?

OMe OMe OMe
% CHO CHO
| [+ [ —
™
CHO
(8) 9)

(10) (11)

(ix) Why does diazomethane (13) add to methyl acrylate (14) te give the isomer
(15) in which the nitrogen end of the dipole is bonded to the carbon atom
bearing the methoxycarbonyl group, and not the other way round (12)?

Y I Y/
N O EN L+ | —> N

CO,Me CH,
(12) (13) (14) (15)

(x) Why do cyclopentadiene (16) and tropone (17) react to give the [4 + 6]
adduct (18) and not the [2 + 4] adduct (19)?

oo

(16) 17 (18)

o) 0
L @ - (C@
(16) (17) (19)

(x1) When methyl fumarate (20) and vinyl acetate (21) are copolymerized with
a radical intitiator, why does the polymer consist largely of alternating units
(22)?

CO,Me CO,Me CO,Me
CO;Me OAc OAc QAc
R- R
/( + W > etc.
MeO,C CO,Me CO,Me CO,Me
(20) (21) (22)

(xil) Why does the Paterno—Biichi reaction between acetone and acrylonitrile
give only the isomer (23) in which the two ‘electrophilic’ carbon atoms become

bonded ?
CN
0
)K + f - jj
(23)

A theory which answers all these questions deserves to be widely known.

CN
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Molecular Orbitals and Frontier Orbitals
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2.2.3 The Equation for Estimating Chemical Reactivity . . . 27
2.2.4 Other Factors Affecting Chemical Reactivity. . . . . 32

2.1 Chemical Bonds
2.1.1 Homonuclear Bonds

2.1.1.1 The Hydrogen Molecule. We imagine a bond to be made by bringing
two atoms from infinity to within bonding distance. If we are making a bond
between two hydrogen atoms, we use the 1s orbitals from each atom. When the
atoms arrive at bonding distance, we find that we can combine the orbitals in
two ways (Fig. 2-1). The first is a bonding way, where the orbitals of the same
sign are placed next to each other; the electron density between the two atoms 1s
increased (hatched area), and hence the negative charge which these electrons
carry attracts the two positively charged nuclei. This results in a lowering in
overall energy and is illustrated in Fig. 2-1, where the line next to the drawing
of this orbital is placed low on the diagram. The second way in which we can
combine the orbitals is called antibonding. The signs of the function which
describes the electron-distribution are opposite on each nucleus, and, if there
were any electrons in this orbital, there would be a very low electron density in
this volume of space, since the function is changing sign between the nuclei.
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We represent the sign change by filling in one of the orbitals, and we call the
plane which divides the function at the sign change a node. The low electron
density would lead to strong repulsion between the nuclei; thus, if we wanted to
have electrons in this orbital and still keep the nuclei reasonably close, energy
would have to be put into the system.
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Fig. 2-1 The orbitals of hydrogen

The simplest mathematical description of this situation is shown in equation
2-1, where the function which describes the new electron distribution is called &
and the functions which describe the electron distribution in the atomic orbitals
are called ¢, and ¢, (the subscripts 1 and 2 refer to the two atoms). The co-

o =Cip; + C20, 2-1

efficients, ¢, are a measure of the contribution which the atomic orbital is making
to the molecular orbital, and we shall return to their numerical values shortly.
In summary, by making a bond between two hydrogen atoms, we create two
new orbitals, o and o*, which we call the molecular orbitals; the former is bond-
ing and the latter antibonding (the asterisk generally signifies an antibonding
orbital). In the ground state of the molecule, the two electrons will be in the
orbital labelled o. There is, therefore, when we make a bond, a lowering of
energy equal to twice the value of E, in Fig. 2-1 (twice the value, because there
are two electrons in the bond).

In fact, putting two electrons into this orbital does not achieve twice the
energy-lowering of putting one electron into it. We are allowed to put two
electrons into the one orbital if they have opposite spins, but they still repel
each other, because they have to share the same space ; consequently, in forcing
a second electron into the g-orbital, we lose some of the bonding we might
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otherwise have gained. For this reason, the value of E, in Fig. 2-1 is smaller
than that of E *. This is why two helium atoms do not combine to form an
He, molecule. There are four electrons in two helium atoms, two of which
would go into the o-bonding orbital and two into the ¢*-antibonding orbital.
Since 2E_* is greater than 2E_, we would need extra energy to keep the two
helium atoms together.

We must now look at the coefficients, ¢, of equation 2-1. When there are
electrons in the orbital, the squares of the c-values are a measure of the electron
population in the neighbourhood of the atom in question. Thus in each orbital
the sum of the squares of all the c-values must equal one, since only one ¢lectron
in each spin state can be in the orbital. Now the orbitals in hydrogen are sym-
metric about the mid-point of the H—H bond; in other words |c,| must equal
Ic,|. Thus we have defined what the values of ¢, and ¢, in the bonding orbital
must be, namely | /ﬁ = (-707. If all molecular orbitals were filled, then there
would have to be one electron in each spin state on each atom, and this gives
rise to a second criterion for c-values, namely that the sum of the squares of all
the c-values on any one atom in all the molecular orbitals must also equal one.
Thus the antibonding orbital of hydrogen, ¢*, will have c-values of 0-707 and
—0-707, because these values make the whole set fit both criteria:

1-000

1
2
(=1

Of course, we could have taken ¢, and ¢, in the antibonding orbital the other
way round, giving c, the negative sign and c, the positive.

2.1.1.2 C—H Bonds: Methane. Carbon atoms have six electrons, of which the
1s are the core electrons, not involved in bonding. In methane, therefore, there
are eight valence electrons, for which we need four molecular orbitals. These
are easily provided by allowing the 1s orbitals of the hydrogen atoms to com-
bine successively with the 2s, 2p,, 2p, and 2p, orbitals of the carbon atom. What
is not perhaps so obvious is where in space to put the hydrogen atoms. They
will, of course, repel each other, and the furthest apart they can get is the
tetrahedral arrangement. In this arrangement, it is still possible to retain bond-
ing interactions between the hydrogen atoms and the carbon atoms in all four
orbitals (Fig. 2-2). In fact the maximum amount of total bonding is obtained
this way. These four orbitals are therefore the bonding molecular orbitals, and
there will be, higher in energy, a corresponding set of antibonding orbitals,
with which we shall not be concerned now.

One difference between this situation and that of the hydrogen molecule is
immediately apparent : there is no single orbital in this description which we can
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Fig. 2-2 The occupied orbitals of methane. (The lobes are drawn small and thin for
clarity rather than accuracy.)

equate with the C—H bond. To get round this difficulty, chemists used the idea
of hybridization; that is, they took all these orbitals and mixed them together
to produce a set of hybrids, each of which retained only those parts of the total
bonding in methane which were involved in the bonding to an individual
hydrogen atom. The result, an sp3-hybrid, looked like an unsymmetrical
p orbital, and one hybrid for each of the hydrogen atoms led to the familiar
picture for the bonds in methane shown in Fig. 2-3a. This picture has the
advantage over that in Fig. 2-2 that it does bear some resemblance to the lines

\ 0/ T
/ Ill.'f.y,m ::

s
e

(a) The sp>-hybrids overlapping (b) Conventional bonds
with the s-orbitals of hydrogen

Fig. 2-3 Methane represented by sp3-hybridized orbitals

drawn on the conventional structure (Fig. 2-3b), and that the C—H bonds are
now localized. The bonds drawn on Fig. 2-2 do not represent anything actually
there; but without them the picture would be hard to interpret. The two
descriptions of the overall wave function for methane are in fact identical;
hybridization involves the same approximations as those used to arrive at
Fig. 2-2. However, for some purposes we actually want to avoid localizing the
electrons in the bonds (see pp. 79-80, for example), and in any case, hybridiza-
tion is an extra concept, which has to be learned. It should only be used when it
offers a considerable simplification. It is not difficult or inconvenient simply to
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remember that there is no single orbital representing the C—H bond, but
rather several orbitals contributing to the bonding between these two atoms.

2.1.1.3 C—C o-Bonds: Ethane. With a total of fourteen valence electrons to
accommodate in molecular orbitals, ethane presents a more complicated pic-
ture. Again, various combinations of the 1s orbitals on the hydrogen atoms and
the 2s, 2p,, 2p, and 2p, orbitals on the two carbon atoms (Fig. 2-4) give a set of

3 nod,
antibonding roaes
bonding %
> 2 nodes
r 1 node
0 nodes

Fig. 2-4 The bonding orbitals and one antibonding orbital of ethane
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seven molecular orbitals, each of which is bonding as a whole. We shall con-
centrate for the moment on those orbitals which give rise to the force holding
the two carbon atoms together; between them they make up the C—C bond.
The molecular orbitals (g, and o), made up from 2s orbitals on carbon, are
very like the orbitals in hydrogen, in that the region of overlap is directly on a
line between the carbon nuclei; as before, they are called g-orbitals. The bonding
in the lower one is very strong, but it is somewhat offset by the antibonding (as
far as the C—C bond is concerned) in the upper one. The molecular orbital
(0,) using the p, orbital of carbon is also ¢ in character, and very strong. This
time, its antibonding counterpart (g,*) is not involved in the total bonding of
ethane, nor is it bonding overall. It is in fact the lowest-energy antibonding
orbital. The molecular orbitals using the 2p, and 2p, orbitals of carbon again
fall in pairs, a bonding pair (n, and n,) and (as far as C—C bonding is con-
cerned, but not overall) an antibonding pair (r,” and =,’). The overlap in these
orbitals is redrawn in Fig. 2-5, where we see more clearly that it is not head-on,

2 nodes

n-Bonding n-Antibonding

Fig. 2-5 n-Bonding. (The p orbitals on carbon are drawn somewhat more realistically here,
to show the overlap (shaded). In most diagrams, the p orbitals are drawn much thinner in order that
everything can be seen more clearly.)

but sideways-on. The extra electron density (shaded) in the bonding combina-
tion is no longer directly between the nuclei, with the result that it does not hold
them together as strongly as in a ¢-bonding orbital. This kind of bonding is
called n-bonding. In fact, the electron population in these four orbitals is much
higher in the vicinity of the hydrogen atoms than in the vicinity of the carbon
atoms, with the result that the amount both of bonding and antibonding that
they contribute to the C—C bond is small.

Thus, in total effect, the orbital (a,) is just about the most important single
orbital making up the C—C bond. We can construct for it an interaction
diagram (Fig. 2-6), just as we did for the H—H bond in Fig. 2-1. The other
major contribution to C—C bonding, which we cannot go into now, comes
from the fact that o, is more C—C bonding than o is C—C antibonding.

For simplicity, we shall often discuss the orbitals of o-bonds as though they
could be localized into bonding and antibonding orbitals like ¢, and o*. We
shall not often need to refer to the full set of orbitals, except when they become
important for one reason or another. Any property we may in future attribute
to the bonding and antibonding orbitals of a 6-bond, as though there were just
one such pair, can always be found in the full set of all the bonding orbitals.
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bonding

The orbitals of the a-framework

@”’l M % \\@
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Fig. 2-7 The bonding orbitals and one antibonding orbital of ethylene
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2.1.1.4 C=C n-Bonds: Ethylene. The orbitals of ethylene are again made up
from the 1s orbitals of the four hydrogen atoms and the 2s, 2p,, 2p, and 2p,
orbitals of the two carbon atoms (Fig. 2-7). One group, made up from the 1s
orbitals on hydrogen and the 2s, 2p, and 2p, orbitals on carbon, is substantially
g-bonding, which causes the orbitals to be relatively low in energy. These
orbitals make up what we call the ‘o-framework’. But standing out, higher in
energy than the o-framework orbitals, is an orbital made up entirely from the
2p, orbitals of the carbon atom overlapping in a n-bond. This time, the n-orbital
1s localized on the carbon atoms, and we run into no problems in treating it as
such. It gives much greater strength to the C—C bonding in ethylene than the
n-orbitals give to the C—C bonding in ethane, which is one reason why we talk
of ethylene as having a double bond. Nevertheless, the C—C o-bonding pro-
vided by the orbitals of the o-framework is much greater than the n-bonding
provided by =m,. This is because, other things being equal, n-overlap is in-
herently less effective in lowering the energy than is g-overlap. Thus in the inter-
action diagram for a n-bond (Fig. 2-8), the drop in energy, E_, caused by

Fig. 2-8 A C=C #-Bond

n-bonding is less than that for comparable o-bonding (E, in Fig. 2-6). Similarly,
EY in Fig. 2-8 is less than E¥ in Fig. 2-6. Another consequence of having an
orbital localized on two atoms is that the equation for the linear combination
of atomic orbitals contains only two terms (equation 2-1), and the c-values are
again 0-707 in the bonding orbital and 0-707 and —0-707 in the antibonding
orbital.

2.1.2 Heteronuclear Bonds

So far, we have been concentrating on symmetrical bonds between atoms of the
same kind (homonuclear bonds). The interaction diagrams (Figs. 2-1, 2-6 and
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2-8) were constructed by combining atomic orbitals of equal energy, and the
coefficients, ¢, and c,, in the molecular orbitals were equal to each other. It is
true that C—H bonds were created by the molecular orbitals of Figs. 2-2, 2-4
and 2-7, but we were not concerned there with the consequences of the fact that
the two atoms in the bond were different. To deal with this problem, we shall
take a C—O g-bond. The C—O bond in a molecule such as methanol, like the
C—C bond in ethane (Fig. 2-4), has several orbitals contributing to the force
which keeps the two atoms bonded to each other; but, just as we could, in the
case of ethane, abstract one of the important molecular orbitals and make a
typical interaction diagram (Fig. 2-6) for it, so can we now take the correspond-
ing orbital from the set making up a C—O o¢-bond. The important thing is the
comparison between the C—C orbital and the corresponding C—O orbital.
What we learn about the properties of C—O bonds by looking at this one
orbital will be the same as we would have learned, at much greater length, from
the set as a whole.

In a C—O o-bond, one element, the oxygen atom, is more electronegative
than the other. Other things being equal, the energy of an electron in an atomic
orbital on an electronegative element is lower than that of an electron on a less
electronegative element. In making a covalent bond between carbon and oxy-
gen from the 2p, orbitals on each atom, we shall have an interaction between
orbitals of unequal energy, as in Fig. 2-9. Also, because of the loss of symmetry,

*
0c—o

N
Fig. 2-9 A major part of the C—O ¢-bond
the coefficients are no longer equal: the oxygen atom keeps a larger share of the

total electron population. In other words, the coefficient on oxygen is larger
than that on carbon for the major bonding orbital, 6._,. It follows that the



14

coefficients in the corresponding antibonding orbital, 6¢_, must reverse this
situation: the one on carbon will have to be larger than the one on oxygen.

The mathematical form of the relationship between the various contributions to the

overall energy is, very approximately (and when a, & «,) a pair of simultaneous equa-

tions;*°

o o, — E
72— _ -2
©2_ _F-SE 2.3
Cy o, — E

where c is the coefficient of the atomic orbital in the molecular orbital; «, the Coulomb
integral, is the energy associated with having the electron localized on the atom (i.e.,
the energy levels for the isolated orbitals on the left and right of Fig. 2-9); E is the overall
energy, f, the resonance integral, is the energy associated with having the electron
shared by the atoms in the form of the covalent bond (i.e. related to E; in Fig. 2-9);
and S is the overlap integral, which gives a measure of how effective the overlap is in
lowering the energy. Subtracting 2-2 from 2-3 gives an equation which is quadratic in E,
and solutions are:

a, — B

and E = 2-4

The former is the bonding combination and the latter the antibonding combination.
Itis a property of equations 2-2 and 2-3 that the larger the difference between the ¢-values
(i.e. the larger the value of E; in Fig. 2-9), the more unequal the coefficients, c, will be.
It is also a property of equations 2-2 and 2-3 that, in the bonding orbital, the larger
value of ¢ will be on the atom with the lower value of «. (Incidentally, equation 2-4 also
shows that, since the denominator in the bonding combinationis 1 + S and the denomi-
nator in the antibonding combination is 1 — S, the bonding orbital is not as much
lowered in energy as the antibonding is raised.)

What we have done is to take the lower-energy atomic orbital and, in a
bonding way, mix in with it some of the character of the higher-energy orbital.
This creates the new bonding molecular orbital, which naturally resembles the
atomic orbital nearer it in energy more than the one further away. We have
also taken the higher-energy orbital and mixed in with it, in an antibonding
way, some of the character of the lower-energy orbital. This produces the anti-
bonding molecular orbital, which naturally more resembles the atomic orbital
nearer it in energy.

When the coefficients are unequal, the overlap of a small lobe with a larger
lobe does not lower the energy of the bonding molecular orbital as much as the
overlap of two atomic orbitals of more equal size. 2E,, in Fig. 2-9, is not as
large as 2E, in Fig. 2-6.

We might be tempted to say at this stage that we have a weaker bond than
we had before, but we must be careful in defining what we mean by a weaker
bond in this context. If you look up tables of bond strengths, you will find that
the C—O bond strength is given as something like 85-5 kcals/mole (358 kJ
mol '), whereas the C—C bond is something like 83 kcals/mole (347 kJ mol ™ 1).
Only part of the bond strength represented by these numbers comes from the
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purely covalent bonding given by 2E, in Fig. 2-9. The other part of the strength
of the C—O bond comes from the electrostatic attraction between the high
electron population concentrated on the oxygen atom and the relatively ex-
posed carbon nucleus. We usually say that the bond is polarized, or that it has
ionic character. This energy is related to the value E; on Fig. 2-9, as we can
readily see by using an extreme example: suppose that the energies of the
interacting orbitals are very far apart (Fig. 2-10, where the isolated orbitals
could be Na" and F', for example); the overlap will be negligible, and the new
molecule will now have almost entirely isolated orbitals in which the higher-
energy orbital has given up its electron to the lower-energy orbital. In other

Fig. 2-10 An ionic bond. (This picture is very much oversimplified. It ignores the repulsion
between the two electrons in F ~, and also the electrostatic attraction between the Na* and the F .
The two effects oppose each other, which is why the picture is useful, though misleading.)

words, we shall have a pair of ions, where formerly we had a pair of (imaginary)
radicals. There will be no covalent bonding to speak of, and the drop in energy
in going from the pair of radicals to the cation plus anion is now E; in Fig. 2-10,
which, we can see, is indeed related to E; in Fig. 2-9.

The C—O bond is strong, if we try to break it homolytically to get a pair of
radicals, and the C—C bond is easier to break this way. This is what the numbers
85-5 and 83 kcals/mole refer to. In other words, E, + E_ in Fig. 2-9 is evidently
greater than 2E, in Fig. 2-6. But it is very much easier to break a C—O bond
heterolytically to the cation (on carbon) and the anion (on oxygen) than to
cleave a C—C bond this way. In other words, 2E_ in Fig. 2-9 is less than 2E in
Fig. 2-6.

The important thing to get out of all this argument, because we are going to
use it later when we consider real rather than imaginary reactions, is that when
two orbitals of unequal enerqgy interact, the gain in covalent bonding is less than
when two orbitals of very similar energy interact. Conversely, when it comes to
transferring an electron, the ideal situation is one in which the electron is in a
very high-energy orbital and the "hole’ is in a very low-energy orbital.
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Exactly the same arguments apply to making a C=0 =-bond (Fig. 2-11),
except that, as with the n-bond of ethylene, the raising and lowering of the

Fig. 2-11 A C=0 =#-bond

molecular orbitals above and below the atomic orbitals is less than it was for
the corresponding o-bond. Once again it is easier to break a C=0 bond
heterolytically and a C=C bond homolytically. Some examples of chemical
reactions may perhaps bring a sense of reality to what must seem, so far, a very
abstract discussion. Nucleophiles readily attack a carbonyl group but not an

CN
NC-"V Lo —>

OH
NC- + >: no reaction

isolated C==C double bond. On the other hand, radicals readily attack C=C
double bonds; but only rarely do they add to carbonyl groups.

Cl
o r'CCls — >—\ L, %
CCl, ccl,
ccl,
>=0 + CCl, >0\ or >40
ccl,
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2.1.3 Conjugation—Hiickel Theory

2.1.3.1 Butadiene. A further aspect of bonding is also easily described by this
simple version of molecular orbital theory, namely that of conjugation. Again
we imagine a conjugated system, such as that of butadiene, as being set up by
bringing two isolated n-bonds from infinity to within bonding distance. As
usual, we get a pattern of raised and lowered energy levels as in Fig. 2-12, and

Fig. 2-12 Energies of the n-molecular orbitals of ethylene and butadiene

we get a new set of orbitals, ¥, ¥,, ¥%, and y¥, each described by an equation
of the form:

¥ = cipy + Crpy + C305 + €10, 2-5

The lowest-energy orbital has all the c-values positive, and hence bonding is at
its best. The next-highest energy level has one node, between C-2 and C-3; in
other words, ¢, and ¢, are positive and c; and ¢, are negative. There is therefore
bonding between C-1 and C-2 and between C-3 and C-4, but not between C-2
and C-3. But what are the c-values for butadiene ? Are they all equal—in other
words, +1? They are not; and, to explain why, we draw an analogy between
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the electron in these orbitals and the quantum-mechanical situation of the
electron in the box.

In the case of the electron in the box, we look at each energy level as a series
of sine waves. We now do the same for conjugated systems, but this time the
wave is seen in the coefficients, c. Thus the lowest-energy orbital of butadiene,
¥, , reasonably enough, has a high concentration of electrons in the middle,
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Fig. 2-13 Coeflicients of the n-molecular orbitals of butadiene

but in the next orbital up, ¥,, because of the repulsion between the wave
functions of opposite sign on C-2 and C-3, the electron density is concentrated
at the ends of the conjugated system. We shall have to take on trust the numeri-
cal values” which are generally used for the coefficients, if we are to avoid a
very long and necessarily mathematical digression. But they can be seen, in
Fig. 2-13, to obey the pattern we can expect of them from the electron-in-the-
box analogy, and, squared and summed, they do add up in columns and in
rows to one.

We are now in a position to explain the well-known fact that conjugated
systems are often, but not always, more stable than unconjugated systems. It
comes about because y/; is lowered in energy more than , is raised (E, in
Fig. 2-12 is larger than E,). The energy (E,) given out in forming ¥, comes
from the overlap between the atomic orbitals on C-2 and C-3; this overlap did
not exist in the isolated n-bonds. It is particularly effective in lowering the
energy of yr,, because the coefficients on C-2 and C-3 are large. By contrast,
the increase in energy of y/,, caused by the repulsion between the orbitals on
C-2 and C-3, 1s not as great, because the coefficients on these atoms are smaller
in ¥,. Thus the energy lost from the system in forming i, is greater than the
energy needed to form r,, and the overall energy of the ground state of the
system (Y, %,%) is lower.

In this example, we have for the first time seen more than one filled and more
than one empty orbital in the same molecule. In fact, of course, the g-framework,
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with its strong 6-bonds, has several other filled orbitals lying lower in energy
than either i, or y,, but we do not usually pay much attention to them; simply
because they lie so much lower in energy. In fact, we shall be paying very special
attention to the filled orbital which is highest in energy: we call it the highest
occupied molecular orbital (HOMO). We shall also be paying special attention
to the unoccupied molecular orbital of lowest energy (LUMO). The HOMO
and LUMO are the frontier orbitals.

2.1.3.2 The Allyl System. Another conjugated system we shall need later on
is that of the allyl cation (24), allyl radical (25), and allyl anion (26). These
three reactive intermediates all have the same orbitals, but different numbers

LANS N s

(24) (25) (26)

of electrons in the orbitals. To derive the orbitals of the allyl system (Fig. 2-14),
we imagine a p-orbital being brought into conjugation with a n-bond. The
result is again to split the original = and =* orbitals; but the lowering of the =*
and the raising of the n orbital are equal, and a single orbital i, is created. The

. ¥3* LUMO in the anion
n*
A HOMO in the anion LA
' LUMO in the cation Y
S i
| ¥ .

E

,
4
’
rd
- ’,
Y ’
Y - * y, HOMO in the cation

Fig. 2-14 The allyl system
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lowest-energy orbital, ¥, , has bonding across the whole conjugated system,
with the electrons concentrated in the middle. The next orbital up in energy,
is different from those we have met so far. As with , in butadiene, its symmetry
demands that the node be in the middlie; but this time the centre of the con-
jugated system is occupied by an atom and not by a bond. Having a node in the
middle means having a zero coefficient on C-2, and hence the coefficients on
C-1 and C-3 in this orbital must be, if, squared and summed, they are to equal
one, +1 /\/5: in other words + 0-707 and —0-707 respectively. Again, because
of symmetry, |c| in ¥ must mirror |¢| in |, and hence we get the unique set of
c-values shown in Fig. 2-15.

LUMO of anion

HOMO of anion
LUMO of cation

HOMO of cation

(2) (b) (c)

Fig. 2-15 Coefficients in the molecular orbitals of the allyl system (a) as sine
curves, (b) in elevation and (c) in plan

The atomic orbitals of opposite sign on C-1 and C-3 in i, are so far apart in
space that their repulsive interaction does not much raise the energy of this
molecular orbital relative to that of an isolated p orbital ; this explains why ¥, is
on the same leve] as p in Fig. 2-14. Such an orbital is often called non-bonding
(NBMO), as distinct from a bonding (¥/;) or an antibonding (%) orbital.
Again we see that there has been a gain in bonding as a result of the conjugation.
In the allyl cation, where ¥, is filled and ¥, and % are empty, we have simply
gained the energy 2E. In the allyl anion, where s, and , are filled, we have
again gained the energy 2E because of the fact that p and i, are essentially on
the same level. (A "gain’ in energy, in this sense, is understood to be to "us’, or
the outside world, and hence means a loss of energy in the system and stronger
bonding.)

2.1.4 Thermodynamic Stability and Chemical Reactivity

It is very important to realize that having conjugation may make a molecule
thermodynamically more stable than an unconjugated one, for the reason we
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have just seen, but it does not follow that conjugated systems are less reactive.
Indeed, they are very often more reactive—or, we might say, kinetically less
stable. The distinction between thermodynamic and kinetic stability must
always be borne in mind: organic chemists use ‘stable’ and ‘stability’ without
always identifying which meaning they are assuming.

The reason why dienes are often more reactive than simple alkenes is an
example of what this book is about: reactivity is determined by a number of
factors, but one of them is the energy of the HOMO, as we shall see later in this
chapter. The HOMO of butadiene is ¥, (Fig. 2-12), and that of ethylene 1s =
(Figs. 2-8 and 2-12). The former is higher in energy than the latter, and this
leads to its greater reactivity. On the other hand, thermodynamic stability is
determined, as we saw in the last section, by the energies of a// the filled orbitals.
Thus thermodynamic stability is associated with both | and ,, but kinetic
stability is quite largely (though not exclusively) determined by s, alone.

2.1.5 PES and ESR

Two recent techniques have greatly helped in our understanding of molecular
“orbital theory, and we shall use evidence from them in the frontier orbital analy-
sis of chemical reactivity. One of these is photoelectron spectroscopy® (PES),
which measures, in a rather direct way, the energies of filled orbitals. The values
obtained by this technique for the energies of the HOMO of some simple
molecules are collected in Table 2-1. Here we can see how the change from a
simple double bond (entry 6) to a conjugated double bond (entry 10) raises the
energy of the HOMO. Similarly, we can see how the change from a simple
carbonyl group (entry 8) to an amide (entry 14) also raises the HOMO energy,
just as it ought to, by analogy with the allyl anion (Fig. 2-15), with which an
amide is isoelectronic. We can also see that the interaction between a C=C
bond (n-energy —10-5 eV) and a C—=0 bond (n-energy — 14-1 eV) gives rise to
an HOMO of lower energy (— 10-9 eV, entry 16) than when two C=C bonds
are conjugated (—9-1 eV, entry 10). Finally, we can see that the more electro-
negative an atom is, the lower is the energy of its HOMO (entries 1 to 5). All
these observations confirm that the theoretical treatment we have been using is
supported by some experimental evidence. PES has also proved useful because
theory, although it usually gets the order of energy levels right, has proved,
except in the most advanced and elaborate treatments, to be inadequate for
getting the correct absolute values for the energies of molecular orbitals.

The second technique which both confirms some of our deductions and
provides useful quantitative data for frontier orbital analysis is electron spin
resonance spectroscopy®: 1° (ESR). This technique detects the odd electron in
radicals; the interaction of the spin of the electron with the magnetic nuclei
('H, '3C, etc.) gives rise to splitting of the resonance signal, and the degree of
splitting is proportional to the electron population at the nucleus. Since we
already know that the coefficients of the atomic orbitals, c, are directly related
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Table 2-1 Energies of HOMOs of some simple molecules from PES
1eV = 23 kcal = 96:5kJ

Molecule Type of Energy
orbital eV

1 ‘PH, n -99

2 SH, n —10-48

3 :NH, n —10-85

4 :OH, n - 126

5 :CIH n —12-8

6 CH,=CH, T - 1051

7 HC=CH T —114

8 :0=—CH, n — 1409

9 n —10-88
10 CH,=CH-—CH=CH, ¥, -91
11 /A —114 or —122
i3 HC=C—C=CH T - 1017
14 H,N—C=0: n —10'5

H
15 n — 1013
16 CH2=CH—-I(:JI=0: n —109
17 n —101
18 D T —89
0]
19 @ n —9-25
0 7 | n —93
21 X n —10-5
N

to the electron population we can expect there to be a simple relationship
between these coefficients and the observed coupling constants. This proves to
be quite a good approximation. The nucleus most often used is 'H, and the
atomic orbital whose coefficient is measured in this way is that on the carbon
atom to which the hydrogen atom in question is bonded. The McConnell
equation:

ay = Q%upc 2-6

shows the relationship of the observed coupling constant (ay) to the unpaired
spin population on the adjacent carbon atom (p¢). The constant Q is different
from one situation to another, but when an electron in a p, orbital on a trigonal
carbon atom couples to an adjacent hydrogen, it is about —24 gauss.
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However, the relationship between coupling and electron population is not
quite as simple as this. Thus, though p orbitals on carbon have zero electron
density at the nucleus, coupling is nevertheless observed; similarly, in the allyl
radical, which ought to have zero odd-electron population at the central carbon
atom, coupling to a neighbouring hydrogen nucleus is again observed. This
Jatter coupling turns out to be opposite in sign to the usual coupling, and hence
has given rise to the concept of negative spin density. Nevertheless the tech-
nique has provided some evidence that our deductions about the coefficients of
certain molecular orbitals have some basis in fact as well as in theory: the allyl
radical does have most of its odd-electron density at C-1 and C-3; and several
other examples will come up later in this book. We merely have to remember to
be cautious with evidence of this kind; at the very least, the observation of
negative spin density should remind us that the Hiickel theory of conjugated
systems (the theory we have been using) is a simplification of the truth.

The standard ways of generating radicals for ESR measurements involve
adding an electron to a molecule or taking one away. In the former case the odd
electron is fed into what was the LUMO, and in the latter case the odd electron
is left in the HOMO. Since these are the orbitals which are most important in
. determining chemical reactivity, it is particularly fortunate that ESR spectro-
scopy should occasionally give us access to their coefficients. It is now time to
see why it is these orbitals which are so important.

2.2 Frontier Orbitals: HOMO and LUMO
2.2.1 Transition States

In order to approach the problem of chemical reactivity, let us imagine two
molecules which are about to combine with each other in a simple, one-step
reaction. We can assume that we often know fairly well what are the energies of
the starting materials and the possible products (Fig. 2-16). Our problem in
assessing the mutual reactivity of the two molecules is much more likely to be
estimating the energy for the transition states. Perturbation theory,'! intro-
duced by Coulson and Longuet-Higgins,? can be adapted to this end: we treat
the interaction of the molecular orbitals of the two components as a perturba-
tion on each other. The perturbation leads, as we shall find, to the very same
kind of bonding and antibonding interactions that we have just seen when two
separate orbitals are brought together to give a bond. (The difference now is
that the two components really are coming from far apart to within bonding
distance, instead of our simply imagining it.) However, as the perturbation
increases, it ceases to be merely a perturbation, and the theory fails to be able to
accommodate so large a change. We are therefore unlikely to have direct access
to a good picture of the transition state; nevertheless, we do get an estimate of
the slope of an early part of the path along the reaction coordinate leading up to
the transition state (labelled path A and path B on Fig. 2-16). Unless something
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unusual happens nearer the transition state, the slopes will probably predict-—
for instance—which of two transition states is the easier to get to: on the whole,
the steeper path is likely to lead to a higher-energy transition state.

The situation shown in Fig. 2-16 is a common one: the higher-energy transi-
tion state leads to the higher-energy product. However, there are many situa-
tions where this is not so, or where we do not know which is the higher-energy
product. In these cases perturbation theory, which looks at the reactant side of
the reaction coordinate, can help us out. Even in those cases where we do know
the relative energies of the products A and B, the orbital-interaction effect on
the slopes of path A and path B ought to be taken into consideration in explain-
ing the order of the two transition states. Influences from both sides of the
reaction coordinate affect the transition state. Hitherto organic chemists have
more often concentrated on the product side, but now, obviously, we have a
useful, and in some situations unique, new tool for examining the reactant side
of the reaction coordinate. The Hammond postulate says that transition states
for exothermic reactions are reactant-like, and for endothermic reactions
product-like.!? We can therefore expect that frontier orbital effects will be
particularly strong in exothermic reactions.

A / Transition state A

. Transition state B

Reactants

Product A

Product B

Fig. 2-16 The energy along two possible reaction coordinates

2.2.2 The Perturbation Theory of Reactivity

Now let us look at the perturbation which the reacting molecules exert upon
each other’s orbitals. Let the two reacting molecules have orbitals, filled and
unfilled, as shown in Fig. 2-17. As the two molecules approach each other, the
orbitals interact. Thus we can take, let us say, the highest occupied orbital of
the molecule on the left and the highest occupied orbital of the molecule on the
right and combine them in a bonding and an antibonding sense, just as we did,
following Hund and Mulliken, when making a zn-bond from two isolated
p orbitals. The new molecular orbitals, in the centre of Fig. 2-17 will then be an
approximation to two of the orbitals of the transition state.
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Fig. 2-17 The interaction of the HOMO of one molecule with the HOMO of
another

The formation of the bonding orbital is, as usual, exothermic (E,), but the
formation of the antibonding orbital is endothermic (E,), because there are
two electrons which must go into it. As in the attempt to form a helium mole-
cule from two helium -atoms, the energy needed to force the molecules together
in an antibonding combination is greater than that gained from the bonding
combination. This situation will be true for all combinations of fully occupied
orbitals. Combinations of unfilled orbitals with other unfilled orbitals will have
no effect on the energy of the system, because without the electrons there is no
way of gaining or losing energy.

The interactions which do have an important energy-lowering effect are the
combinations of filled orbitals with unfilled ones. Thus, in Fig. 2-18 and Fig.
2-19, we have such combinations, and in each case we see that the energy-
lowering in the bonding combination is the usual one, and that the rise In energy
of the antibonding combination is without effect on the actual energy of the
system, because there are no electrons to go into that orbital.

We can also see on Fig. 2-18 that it is the interaction of the HOMO of the
left hand motecule and the LUMO of the right hand molecule that leads to the
largest drop in energy (2E, > 2Eg). The interaction of other occupied orbitals
with other unoccupied orbitals—as in Fig. 2-19—is less effective, because the
closer the interacting orbitals are in energy, the greater is the splitting of the
levels (see p. 15). Now we can see why it is the HOMO/LUMO interaction
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which we look at, and why these orbitals, the frontier orbitals, as Fukui named
them,'?® are so important. The other occupied orbital/unoccupied orbital
interactions contribute to the energy of the interaction and hence to lowering
the energy of the transition state, but the effect is usually less than that of the
HOMO/LUMO interactions.

The HOMO/HOMO interactions (Fig. 2-17) are large compared with the
HOMO/LUMO interactions (Fig. 2-18): both E, and E, in Fig. 2-17 are much
larger than E, in Fig. 2-18. This is because HOMO/HOMO interactions will
usually be between orbitals of comparable energy, whereas the HOMO of one
molecule and the LUMO of another are usually well separated in energy. (In
the mathematical form of perturbation theory, the former are first-order inter-
actions, whereas the latter are usually second-order.) This will also be true of
many of the interactions of the other occupied orbitals on one compound with
the occupied orbitals on the other. Although the bonding (E,) and antibonding
(E,) interactions cancel one another out to some extent, the net antibonding
interaction between two molecules will be large: many such orbitals interact in
this way, and their interactions are first-order. These interactions give rise to a
large part of the activation energy for many reactions. The second-order inter-
actions, like those of Figs. 2-18 and 2-19, even though they are entirely bonding
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in character and reduce the activation energy, are relatively small. The HOMO/
LUMO interaction is merely the largest of a lot of small interactions. We shall
discuss this matter further in the next section, where we meet a formidable-
looking equation, from which the strength of these interactions can be esti-

mated quantitatively.

2.2.3 The Equation for Estimating Chemical Reactivity

Using perturbation theory, Klopman'# and Salem'? derived an expression for
the energy (AE) gained and lost when the orbitals of one reactant overlap with
those of another. Their equation has the following form:

Q
AE = _Z (qa + qb)ﬁabsab + Z le
ab

k<1 €Ry
— v -/ e —
first term second
term

occ. unocce. oce. unocc. 2

\ —
hd

third term

q,and q, are the electron populations (often loosely called electron densities)
in the atomic orbitals @ and b.

pand § are the resonance and overlap integrals mentioned on p. 14.

Q, and Q, are the total charges on atoms & and ..

3 is the local dielectric constant.

Ry, is the distance between the atoms k and /.

is the coefficient of atomic orbital a in molecular orbital r, where r

Cl"t]‘
refers to the molecular orbitals on one molecule and s refers to
those on the other.

E, is the energy of molecular orbital r.

The derivation of this equation involves, as one might expect, many approxi-
mations and assumptions, which we shall not go into. It is valid only because S
will always be small for the overlap of orbitals of p character. The integral S has
the form shown in Fig. 2-20: as the orbitals approach, there is an initial gain in
bonding; then the gain slows up, as the front lobe of one orbital begins to over-
lap with the back lobe of the other; it reaches a maximum value of 0-27 at a
distance of 1-74 A (for a C—C po-bond) and then rapidly falls off. Thus any
reasonable estimate of the distance apart of the atoms at the transition state
cannot fail to make S small. The integral 8 is roughly proportional to S, so the
third term of equation 2-7 above is the second-order term. With S always
small, the higher-order terms are naturally very small indeed, and we can
neglect them. This is why a second-order perturbation treatment works. Let us
now look at each of the three terms of equation 2-7.
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Fig. 2-20 The Function S with distance R for a 2ps-2pe C—Cbond

(1) The first term is the first-order closed-shell repulsion term, and comes from
the interaction of the filled orbitals of the one molecule with the filled orbitals
of the other (as in Fig. 2-17). Overall it is antibonding in effect, and can be com-
pared to the interaction of two helium atoms.

This term will usually be large relative to the other two terms: it represents a
good deal of the enthalpy of activation for many reactions. Apart from this, its
main effect on chemical reactivity can probably be identified with the well-
known observation that, on the whole, the smaller the number of bonds to be
made or broken at a time, in a chemical reaction, the better. If a reaction can
take place in several, not too difficult stages, it will probably go in stages, rather
than in one concerted process. The concerted process, whatever it is, must
involve the making (or breaking) of more than one bond, and for every bond to
be made (or broken), we must have an antibonding contribution from the first
term of equation 2-7. Another important reason for the general preference for
stepwise reaction is, of course, the much more favourable entropy term when a
relatively small number of events happen at once.

The important observation about the first term, in any particular case, is that
it is usually very similar for each of two possible pathways. Thus, if a molecule
can be attacked at two possible sites, the first term will often be nearly the same
for attack at each site. Similarly, if there are two possible orientations in a cyclo-
addition, the first term will not be very different in either orientation. This is
not so for the other two terms, and it is therefore with them that we shall mainly
be concerned in explaining differential reactivity of this kind.

We shall, in fact, be ignoring the first term from now on, because frontier
orbital theory is mainly used to explain features of differential reactivity. We
are on somewhat weak ground in doing so, and we should not forget it. The
interaction of a filled orbital with a filled orbital, as in Fig. 2-17, leads to a small
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antibonding effect, but there are many filled orbitals interacting with many filled
orbitals, and the total effect is the sum of many small ones. The overall effect of
the first term of equation 2-7 ought, therefore, to be rather unpredictable, but it
seems that adding up a lot of small items very often averages out the total effect.

(i) The second term is simply the Coulombic repulsion or attraction. This term,
which contains the total charge, Q, on each atom, is obviously important when
jons or polar molecules are reacting together.

(iii) The third term represents the interaction of all the filled orbitals with all
the unfilled of correct symmetry (Figs. 2-18 and 2-19 etc.). It is the second-order
perturbation term and is only true if E, # E,. (When E, ~ E,, the interaction
is better described in charge-transfer terms, and the perturbation is then a
first-order one of the form ¥, 2¢,,¢.,f..) Here we can see again, this time in
simple arithmetical terms, that it is the HOMO and the LUMO which are most
important: they are the ones with the smallest value of E, — E,, and hence they
make the largest contribution to the third term of equation 2-7.

In summary:

As two molecules collide, three major forces operate:

(i) The occupied orbitals of one repel the occupied orbitals of the other.
(ii) Any positive charge on one attracts any negative charge on the other
(and repels any positive).
(ili) The occupied orbitals (especially the HOMOs) of each interact with the
unoccupied orbitals (especially the LUMOs) of the other, causing an
attraction between the molecules.

We are now in a position to apply these ideas to the components of a chemical
reaction. Let us begin with a negatively charged, conjugated system, like the
allyl anion, reacting with a positively charged, conjugated system, like the allyl
cation. In this imaginary reaction, the major contributions to bond-making
will be the very powerful charge-charge interaction (the second term of equation
2-7) and the very strong interaction from the HOMO of the anion and the
LUMO of the cation (E, in Fig. 2-21). By contrast, the interaction of the
HOMO of the cation and the LUMO of the anion is much less effective (E, in
Fig. 2-21), because E, — E,_ is relatively so large. (The allyl anion + allyl cation
reaction is most unusual because E, ~ E, for the important interaction of the
HOMO of the anion with the LUMO of the cation. For this reason, the im-
portant frontier orbital interaction is both very strong and first-order, not
second-order like the third term of equation 2-7. Nevertheless, it provides a
simple illustration of how the ideas behind equation 2-7 work, and it also shows
how it comes about that in general the important frontier orbitals for a nucleo-
phile reacting with an electrophile are HOMO (nucleophile)/ LUMO (electro-
phile) and not the other way round.
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Fig. 2-21 Orbital interactions in the reaction of the allyl anion with the allyl
cation

Having identified the causes for the ease of a reaction like this one, we must
next use the ideas behind equation 2-7 to identify the sites of reactivity in each
of the reacting species. To find the contribution of the Coulombic forces, we
need the total electron population on each atom. For the allyl cation this is
easy; it is given by squaring the c-values of the only filled orbital: the overall
electron deficiency is seen to be concentrated on C-1 and C-3, where the electron
population is lowest, and it is therefore here that charged nucleophiles will
attack. For the allyl anion, we sum the squares of the c-values of both i; and

1-00
1-00

05—) ¢5—) 05+) 0-5+)

Allyl anion Allyl cation

Fig. 2-22 Total n-electron pop-ulation' (and excess-charge distribution in
brackets) in the allyl anion and the allyl cation

(The numbers in this diagram are easily derived from the coefficients shown on Fig. 2-15. For the
total m-electron population: square the c-values, multiply the results for each atomic orbital by
the number of electrons in the molecular orbital of which it is part, and add up the total on each
atom for all the molecular orbitals. For the excess-charge distribution: change the sign, to convert
the electron population to charge, and, if only z-orbitals are under consideration, as here, add one
to each to allow for the nuclear charge.)



31

W, and get the values shown in Fig. 2-22. The overall excess of electrons is again
concentrated on C-1 and C-3, and it is therefore here that charged electrophiles
will attack. Thus when the reaction takes place, the charge-charge attraction
represented by the second term of equation 2-7 will lead C-1 (=C-3) of the allyl
anion to react with C-1 (= C-3) of the allyl cation, and C-2 will have little nucleo-
philic or electrophilic character.

When we add the contribution from the frontier orbitals, the picture is even
more striking. The HOMO of the anion has coefficients at C-1 and C-3 of
+0-707, and similarly the LUMO of the cation has coefficients at C-1 and C-3
of +0-707. In both frontier orbitals the coefficient on C-2 is zero. Thus the
frontier orbital term is overwhelmingly in favour of reaction of C-1 (C-3) of
the anion with C-1 (C-3) of the cation. Only the relatively ineffectual HOMO
(cation)/LUMO (anion) interaction shows any profit in bonding at C-2 of
either component.

We have now seen how the attraction of charges and the interaction of frontier
orbitals combine to make a reaction between two such species as the allyl anion
and allyl cation both fast and site-specific. We should remind ourselves that this
is not the whole story: another reason for both observations is that the reaction
is very exothermic when a bond is made between C-1 and C-1: we gain the
energy of a full o-bond with cancellation of charge, which we could not easily

N NS AN

do if reaction were to take place at C-2 on either component. In other words,
we find, as we often shall, that we are in the situation of Fig. 2-16, path B: the
Coulombic forces and the frontier orbital interaction on one side, and the
stability of the product on the other, combine to make transition state B a
low-energy one.

Indeed, you may well feel that there was little point in looking at the frontier
orbitals in a reaction like this, where bonding between C-2 of the anion and C-2
of the cation would be absurd:

5 e e

The purpose of doing so was twofold: in the first place, it did show that we get
the same answer by considering the frontier orbitals as we do from the product-
development argument, and secondly it showed how the allyl anion and allyl
cation are nucleophilic and electrophilic respectively at both C-1 and C-3
without our having to draw canonical structures.

One of the arguments for retaining valence bond theory has been the ease
with which things like the nucleophilicity of the allyl anion at C-1 and C-3 are
explained by drawing the canonical structures. Even as simple a version of MO
theory as the one presented here does the job just as well. The drawings chemists
use for their structures will inevitably be crude representations: we shall always
have to make some kind of localized drawing, whether it be of a benzene ring,
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or an enolate ion, or whatever. At the same time, we shall continue to make, as
we already do, considerable mental reservations about how accurately such
drawings represent the truth. If our mental reservations are made within the
framework of the molecular orbital theory, we shall have a better and more
useful picture of organic chemistry at our disposal; furthermore, molecular
orbital theory is capable of being made as simple as valence bond theory.

2.2.4 Other Factors Affecting Chemical Reactivity

When chemical reactivity has been discussed in the past a number of factors
have usually been identified, some of which are obviously involved in the
derivation of equation 2-7, and some of which are not. Thus we are including
the Coulombic factors which lead ions to react faster with polar or oppositely
charged molecules than with non-polar or uncharged ones. We are also, at
least in part, including factors such as the strength of the bond being made (it
affects f§) and the strength of any bond being broken (it affects E, and/or E,).
The Woodward-Hoffmann rules are included in a sense, in that we have to
evaluate whether the overlap integral (S and hence ) is bonding or antibonding;
however, it would be easy to overlook this in a calculation. The loss of con-
Jjugation—for example, the loss of aromaticity in the first step of aromatic
electrophilic substitution—is partly taken account of. Thus, the very low energy
of ¥, in benzene leads the value of E, — E, for that orbital to be much larger
than if the aromaticity were not present. The simpler HOMO/LUMO approach,
however, makes no such allowance.

But a number of other factors are either being ignored in this treatment or at
least being underestimated. Strain in the o-framework, whether gained or lost,
is not directly included, except insofar as it affects the energies of those orbitals
which are involved. Factors which affect the entropy of activation are not
included. Finally, steric effects are ignored.

We cannot, then, expect this approach to understanding chemical reactivity
to explain everything. We should bear in mind its limitations, particularly when
dealing with subjects like ortho/para ratios in aromatic electrophilic substitu-
tion, where steric effects are well known to be important. Likewise solvent
effects (which usually make themselves felt in the entropy of activation term)
are also well known to be part of the explanation of the principal of hard and
soft acids and bases. Some mention of all these factors will be made again in the
course of this book. Arguments based on the interaction of frontier orbitals are
powerful, as we shall see, but they must not be taken so far that we forget these
very important limitations.
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3.1 The Principle of Hard and Soft Acids and Bases (HSAB)!®
3.1.1 Inorganic Acids and Bases

Some years ago, Pearson'’ introduced, at first only into inorganic chemistry
but later into organic chemistry as well,'® the concept of hard and soft acids
and bases (HSAB). He pointed out that Lewis acids and bases (including H*
and OH ™) could be classified as belonging, more or less, to one of two groups.
One kind he called hard and the other he called soft; they are listed in Table 3-1.
The striking observation was, and this was the basis of the classification, that,
on the whole, hard acids formed stronger bonds (and reacted faster) with hard
bases, and soft acids formed stronger bonds (and reacted faster) with soft
bases. For example, a hard acid like the proton is a stronger acid than the silver
cation, Ag™, when a hard base like a hydroxide ion is used as the reference
point; but if a softer base like ammonia, NH;, had been used, we would have
come to the opposite conclusion. This situation is summarized in the rule:
hard-likes-hard and soft-likes-soft.

Pearson’s classification was intended to simplify and illuminate the problem,
but it did not, and was not intended to, explain it. We are now in a position to
point out one of the ways in which molecular orbital theory does explain it.'°
First of all let us look at thermodynamic acidity and basicity, namely the way
in which the equilibrium

acid + base — salt

is affected by orbital interactions, In outline, it seems that a hard acid bonds
strongly to a hard base because the orbitals involved are far apart in energy. As
we saw in Fig. 2-10, this leads essentially to an ionic bond, and we can associate
the strength of the bond with the value E; on that diagram (p. 15). On the other
hand, a soft acid bonds strongly to a soft base because the orbitals involved are
closein energy. As we saw in Figs. 2-1 and 2-6 (p. 6 and 11), we get the maximum
gain in covalent bonding when the interaction is between levels of similar
energy, and we can associate the strength of the bond with the value E, in
Fig. 2-1. We can also see that in practice we shall not often have pure hardness
and pure softness in our acids and bases; rather, there is a continuum, and Fig.
2-9 is a case where the bond strength comes from both types of interaction. In
summary, the hard acids have high-energy LUMOs and the hard bases have
low-energy HOMOs. The higher the energy of the LUMO of an acid, the
harder it is as an acid. Similarly, the lower the energy of the HOMO of a base,
the harder it is as a base.
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Table 3-1 Some hard and soft acids (electrophiles) and bases (nucleophiles)

Bases (Nucleophiles)

Acids (Electrophiles)

Hard

H,0,O0H™,F~
CH,CO,, PO,*", SO,2%"
Cl-, CO,%, Cl10, ", NO,;~
ROH, RO7,R,0

NH,, RNH,, N,H,

Borderline
CGHSNH2= CSHSNa N3’a Br—a NOZ—,
SO32_’ N2

Soft

R,S, RSH, RS~
I-,SCN-, §,0,*"
R,P, R;As, (RO),P
CN~, RNC, CO
C,H,, CsHq

H™, R~

Hard

H*, Lit,Na*, K"
B62+, Mg2+, Ca2+
Al3+, Ga3+

Cl'3+, C03+, FeS+
CH,Sn**

Si4+, Ti4+

Ce3+, Sn4+
(CH,),Sn**

BeMe,, BF;, B(OR),
Al(CH,);, AlICl,, AlH;,
RPO,", ROPO,"
RSO, *, ROSO, ™, SO,
I7+, IS+’ Cl7+, Cr6+
RCO*, CO,, NC*

HX (hydrogen bonding molecules)

Borderline

FCZ+, C02+, Ni2+, CU2+, ZI'12+, Pb2+,
Sn?*, B(CH,);, SO,, NO*, R;C*,
C,Hs*

Soft

Cu', Ag*, Au*, TI*, Hg"

Pd?+, Cd**, Pt**, Hg? ", CH;Hg™,
Co(CN)s2~

Ti13*, TI(CH,);, BH;

RS*, RSe*, RTe*

I*,Brt, HO*, RO*

I,, Br,, ICN, etc.

trinitrobenzene, etc.

chloranil, quinones, etc.

tetracyanoethylene, etc.

0O, Cl, Br, I, N, RO, RO’

M? (metal atoms)

bulk metals

CH,, carbenes

3.1.2 Hard and Soft Nucleophiles and Electrophiles

The principles of hard and soft acids and bases has also been applied to kinetic
phenomena.2% 2! In this connection, organic chemistry has provided most of
the examples, because the reactions of organic chemistry are often slow enough
for their rates to be easily measured. In organic chemistry, and in ionic organic
chemistry in particular, we are generally interested in the reactions of electro-
philes with nucleophiles. These reactions are a particular kind of the general
acid-with-base type of reaction, and so the principle of hard and soft acids
and bases applies equally to the reactions of electrophiles with nucleophiles.
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The striking observation in this field is that the rates with which nucleophiles
attack one kind of electrophile are not necessarily a good guide to the rates
with which the same nucleophiles will attack other electrophiles. Following the
principle of hard and soft acids and bases, we categorize nucleophiles as being
hard or soft, and electrophiles as being hard or soft, and again the data fall into
the pattern that hard nucleophiles react faster with hard electrophiles and soft
nucleophiles with soft electrophiles.

We can now return to equation 2-7 (p. 27), which deals with the application of
molecular orbital theory to reaction rates. Essentially, the second term of
equation 2-7 represents the bonding gained from a hard-hard interaction, and
the third term represents the bonding gained from a soft-soft interaction. We
saw from our consideration of the imaginary reaction of the allyl anion (the
base or nucleophile) with the allyl cation (the acid or electrophile) that the
important frontier orbital of a nucleophile is the relatively high-energy HOMO,
and the important frontier orbital of an clectrophile is the relatively low-
energy LUMO. Hard nucleophiles (Table 3-1) are generally those which are
negatively charged and have relatively low-energy HOMOs (in other words,
they are the anions centred on the electronegative elements). Hard electro-
philes (Table 3-1) are generally those which are positively charged and have
relatively high-energy LUMOs (in other words the cations of the more electro-
positive elements). Thus their reactions with each other are fast because each
makes a large contribution to the second term of equation 2-7. On the other
hand, soft nucleophiles have high-energy HOMOs and soft electrophiles have
low-energy LUMOs, and their reactions with each other are fast because each
makes a large contribution to the third term of equation 2-7,

To take a very simple example, a nucleophile like the hydroxide ion is hard
at least partly because it has a charge, and because it is based on a small and
electronegative element. Accordingly, it reacts much faster with a hard electro-
phile like a proton than with a soft electrophile like bromine. On the other hand,
an alkene is a very soft nucleophile, at least partly because it is uncharged and
has a high-energy HOMO. Thus it reacts much faster with an electrophile which

HO‘/N H—C“(SH2 Jaster than HOQ Br—/}?.r
CH,ZCH™ By faster than CH,=CH,» H-LOH,

has a low energy LUMO, like bromine or the silver cation, than it does with a
proton.

The rates of most reactions are affected by contributions from both terms of
equation 2-7, with one often being more important than the other. It is impor-
tant to realize, for example, that a hard nucleophile may react faster with a soft
electrophile than a soft nucleophile with the same soft electrophile. Thus
hydroxide ion almost certainly reacts faster with silver ion than does ethylene.
This is because hydroxide ion is, for several reasons, more generally reactive
than ethylene.
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In summary:

Hard nucleophiles have a low-energy HOMO and usually have a negative
charge.

Soft nucleophiles have a high-energy HOMO but do not necessarily have a
negative charge.

Hard electrophiles have a high-energy LUMO and usually have a positive
charge.

Soft electrophiles have a low-energy LUMO but do not necessarily have a
positive charge.

A hard-hard reaction is fast because of a large Coulombic attraction.

A soft-soft reaction is fdst because of a large interaction between the HOMO
of the nucleophile and the LUMO of the electrophile.

The larger the coefficient in the appropriate frontier orbital (of the atomic
orbital at the reaction centre), the softer the reagent.

3.1.3 Nucleophilicity of Inorganic Ions towards Organic Electrophiles

By using only the HOMO of a nucleophile and the LUMO of an electrophile,
we can simplify equation 2-7 to equation 3-1. This will be a good approximation,
because the interactions of the other orbitals all have much larger E, — E,

2 Cn Ce ec 2
AE = _Qnuc. Qelec. + ( uc. velec. ﬁ) 3-1
eR Enomome) = Erumoretec
\—W’_"J — ~ A
The The frontier orbital term
Coulombic
term

values and thus make little contribution to the third term of equation 2-7.
Klopman'# has worked out the contribution of frontier orbital and solvation
terms to the nucleophilicities and electrophilicities of a range of inorganic bases
and acids. From the known ionization potentials and electron affinities, and cor-
recting for the effect of solvation, he calculated values (E*, Table 3-2) for the
effective energy of the HOMO of the nucleophiles and the LUMO of the
clectrophiles. The results agree extremely well with Pearson’s empirically
derived order of softness. The higher the value of E” for the HOMO of a nucleo-
phile, the softer it is, and the higher the value of E* for the LUMO of an
electrophile, the harder it is.

Klopman'# has also used equation 3-1 to estimate the nucleophilicities of a
range of anionic nucleophiles: 17, Br~, CI7, F~, HS™, CN", and HO™. He
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Table 3-2 Calculated softness character for inorganic
nucleophiles and electrophiles

Nucleophile HOMO Electrophile LUMO
E” (eV) E* (eV)
H- —7-37 AR+ 601
I- —831 T La3* 451 T
HS" —859 & Ti** 435
CN- —878 & Be?t 375 2
Br- —922 Mg+ 2:42
Cl~ ~994 & Ca?* 2:33
HO- —1045 T Fed+ 222
H,0 —(10-73) J Sr2+ 2:21
F- —~12:18 Cr*t 2:06
Ba?* 1-89
Ga3t 1-45
Cr2+* 091
Fe2* 0-69
Lit 0-49
H* 0-42
Nij2+* 0-29
Na®t 0
Cu?* —0-55
TI* —1-88
Cd?* — 204
Cu* —2:30
Ag* -282 &
TI3* —337 @
Au* —435 l
Hg?* —4-64

assumed unit charges and unit values for the coefficients, c. For the E, MO (nuc.)
term, he used the value of E* which he had already calculated (Table 3-2). The
value of f changes, depending on the nature of the bond being made, but it can
readily be calculated.?? This left only the energy of the LUMO of the electro-
phile, E;yyoctec)» s an unknown on the right-hand side of the equation.
Klopman therefore calculated AE values for a series of imaginary electrophiles
with different values for the energy of the lowest unoccupied orbital. What he
found is very striking. (i) Setting E ;11,0 elec.) 4t —7 €V (i.e. at a very low value)
made the Eggpo — Epyyo term small, and hence the frontier orbital term, the
second term of equation 3-1, made a large contribution to AE. The order of the
values AEwas HS™ > I > CN~ > Br~ > ClI- > HO~ > F~, which is the
order of nucleophilicities which has been observed for the attack of these ions
on peroxide oxygen:?3

Nu ‘/—‘HE)—\AOH
(ii) Setting E; 10 ety at — S eV, the order of nucleophilicities is slightly changed,

because the frontier orbital term makes a slightly smaller contribution to AE.
The order of AE valuesisnow HS™ > CN~ >1" >HO >Br  >Cl- > F~,
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which parallels the Edwards E values?* for the nucleophilicities of these ions
towards saturated carbon:

\\\\\\\\\\‘“\

Yy
Nu~ ~Q(

/

Table 3-3'* Nucleophilicity of some inorganic ions towards various
electrophiles as a function of Eyop0 — Erumo

AE Calculated for: Found:

Nucleo- Epomo Erumo = Eromo = Erumo = k x 10¥ Edwards’ pK,
phile ineV® —7eV —5eV +1eV E°
HS™ —8-59 2-64 1-25 0-55 too fast too fast 7-1
I~ —8-31 2:52 1-07 045 6900 2-06 —73
CN~ — 878 2-30 1-17 0-56 10 279 91
Br- —-922 1-75 0-98 0-48 0-23 1-51 —4-3
Cl- —-994 1-54 097 0-52 0-001 1-24 —
HO~- —1045 1-49 1-01 058 0 1-65 15-7
F~ —12-18 1-06 0-82 0-54 0 1-0 32

4 From Table 3-2.
" For the reaction of the nucleophiles with peroxide oxygen.
¢ A measure of nucleophilicity towards saturated carbon.

(iii) Finally, setting E; yyoerec) very high at +1 eV, the frontier orbital term is
made relatively very unimportant, and the order of AE values is governed
almost entirely by the Coulombic term of equation 3-1: HO™ > CN™ > HS™ >
F~ > Cl~ > Br~ > I". This is the order of the pK,’s of these ions, in other
words, of the extent to which the equilibrium:

Nucleophile™ + H;0" == Nucleophile-H + H,0

lies to the right.

Thus, simply by adjusting the relative importance of the two terms of equa-
tion 3-1, we can duplicate the otherwise puzzling changes of nucleophilic orders
as the electrophile is changed. The proton is a very hard electrophile because
it is charged, and especially because it is very small. Hence, a nucleophile can
get very close to it in the transition state and R in equation 3-1 is made small.
The oxygen-oxygen bond, on the other hand, has no charge, and, being a weak
o-bond, it has a relatively low-lying o* LUMO; so it is a very soft electrophile.
Similarly, with nucleophiles such as F~, C17, Br™, and I, the energy of the
HOMO will rise as we go down the periodic table, and with nucleophiles like
Cl—, HS~, and R,P ", the energy of the HOMO will rise as we move to the left
in the periodic table. This explains, therefore, the well-known observation, in
the reactions above and in many others, that the “softness’ of a nucleophile
increases in these two directions.
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Quantitative support for the importance of frontier orbitals comes from the study?®
of a reaction in which the Coulombic term was kept small and relatively constant. Twelve
thiocarbonyl compounds of the general formula (27) were treated with methyl iodide.

Y A +
{>=Sm‘ Me-Ll — >=SMe 1-

27 (28) (29)

The rate of the S,2 reaction (27 + 28 — 29) correlated well with the ionization potential
of the lone pairs on the sulphur atom. The ionization potential was measured by photo-
electron spectroscopy and is a direct measure of the energy of the HOMO.

So far, we have allowed for the effect of the solvent in a chemical reaction either by
ignoring it or, as Klopman did, by correcting for it in some way. Even if a solvent is not
involved in a reaction with an organic electrophile, its orbitals may interact with those
of the electrophile. This interaction is part of the power of a solvent to solvate ions, and
it should be amenable to treatment by perturbation theory. If the orbitals are close
enough in energy for a first-order treatment to be appropriate, reaction would occur: so
solvation is a second-order interaction. The second term of equation 3-1 will therefore be
a good approximation, and the major interactions will be between the HOMO of the
solvent and the LUMO of an electrophile, and between the LUMO of the solvent and the
HOMO of a nucleophile. Using this idea (and hence the second term of equation 3-1),
and using ionization potentials and electron affinities as measures of the energies of the
HOMO and the LUMO of a range of solvents, Dougherty?® has been able to explain
some otherwise puzzling changes of solvating power. Thus no single scale of solvating
power works for all reactions, just as there is no single scale of nucleophilicity. We can
now see that-—amongst other things, no doubt—a balance between both sets of frontier
orbital interactions (HOMO,,,,,,/LUMO,,,,., and LUMO,,,.,./HOMO,,,,.,) may
help to account for this.

3.2 Ambident Nucleophiles

3.2.1 Charged Nucleophiles

3.2.1.1 Cyanide ion. One of the most useful aspects of the principle of hard
and soft acids and bases is the way in which it sorts out our ideas on ambident
reactivity. A cyanide ion, for example, can react with an alkylhalide, depending
on the conditions, to give either a nitrile (30)>” or an isonitrile (31):2

KCN + Etl — Et—C=N
(30)

AgCN + Etl —> Et—N==(:
(31)

In other words, it is sometimes nucleophilic on carbon and sometimes on
nitrogen ; nucleophiles like this are called ambident. The principle of hard and
soft acids and bases helps us to classify and remember this pattern of reactivity.
It tells us that the carbon atom will be the softer and the nitrogen atom the
harder end of the nucleophile (since, other things being equal, as we have seen
in the last section, hard nucleophiles are on the right in the periodic table).
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Thus the electrophiles which attack cyanide ion on nitrogen will be the harder
ones, and the ones which attack on carbon will be the softer ones. This fits with
the reactions illustrated above. As already seen (pp. 38-39) alkyl halides in
simple S,2 reaction are soft electrophiles; thus it is appropriate for cyanide to
react from the soft end of the ion (32). When a silver ion is present (other Lewis
acids like zinc and mercuric ion behave similarly), the halide ion is assisted in
leaving the carbon atom, and in the transition state there is now a greater
development of charge on the carbon atom undergoing substitution (33). Car-
bonium ions are hard electrophiles, and therefore it is again appropriate that
on this occasion cyanide ion should react from the harder end of the ion.

NC- /—'1

(33)

We can also see that this behaviour is explained by the different contributions
made in the two cases to equation 3-1. The contribution from the first term is
greater in the silver-catalyzed reaction because of the greater charge on the
carbon atom: in the cyanide ion itself, the greater total charge will be on
nitrogen, the more electronegative atom, and hence this is the site of nucleo-
philic reactivity with the harder electrophile. With the softer electrophile, it is
not the overall charge distribution that counts, because the contribution from
the first term of equation 3-1 is now much smaller. For the contribution from
the second term of equation 3-1, it is the distribution of the electron density in
the HOMO of the cyanide ion that we need to look at. It is not easy simply to
guess what this is. We can, however, guess that the lowest-energy filled n-orbital
will have a very high degree of polarization towards the nitrogen atom; it is
quite likely that this will lead the next orbital up in energy, namely the HOMO,
to be polarized the other way round; so it is reasonable that the carbon atom
should be the more nucleophilic site when the second term of equation 3-1 is
the more important contributor to AE. Furthermore, the f-value for C—C
bond formation is higher than for N—C bond formation; when the frontier
orbital term is dominant, this will enhance the tendency for bond formation to
carbon, because it is in this term that § appears.

3.2.1.2 The Nitrite Ion (and the Nitronium Ion). We might, at first sight, be
tempted to think that the HOMO of a nitrite ion would resemble that of the
allyl anion; if it did, it would react with soft (and with hard) electrophiles on
oxygen, because both the HOMO and the overall charge distribution of the
allyl anion make the two ends of the conjugated system the nucleophilic sites.
It is well known that the nitrite ion does not behave this way. Although silver
nitrite does react with alkyl halides to give nitrites, sodium nitrite gives more
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nitroalkane than alkyl nitrite. As explained above, an alkyl halide is a hard
electrophile in the presence of silver ion and a soft electrophile in its absence.

AgNO, + RBr—— RONO
NaN02 + RBT——+ RN02

Perhaps solvation is important here: the nitrogen, with so little of the charge,
must be less crowded by solvent molecules and is therefore more accessible.
But this is not the whole story, as we can tell from the complementary case of
nitration. In nitration, the important frontier orbital will be the LUMO of
NO,*, and this is a similar orbital to the HOMO of NO3 ~. The nitronium ion,
NO, ", always reacts on nitrogen, both with soft nucleophiles like benzene and
with hard ones like water. In the nitration of benzene, the solvent is often non-
polar; thus differential solvation is not likely to be responsible for the fact that
the nitrogen atom is the electrophilic site.

Ocu a
0-*
Ot ——=
b — 4 o=
% LUMO
HOMO
—‘Hr—\_h AMAL
" [imo - Iy 7
U % ._f_‘t_; : rA\r n
Ocn E; \\_H— G
T Hr "““\_% o
Occ % \“-—-% o

)

N NO," NO,*
(bent) (linear)

o, 7 bonding;, =, non-bonding; o*, n* antibonding

Fig. 3-1 Molecular orbitals of the nitronium ion
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In the allyl cation, there are sixteen valence electrons in all, of which fourteen
are used in the o-framework (two C—C bonds and five C—H bonds).?? Con-
sequently there are two electrons left to go into the lowest n-orbital, W, as we
have seen in Fig. 2-14. If we imagine the protons of the CH, and CH groups
amalgamated with the carbon nuclei, we get oxygen and nitrogen nuclei
respectively, and the number of valence electrons is the same. This is why we can
expect some relationship between the allyl system and the NO, system. How-
ever, only four orbitals are required for g-bonding in the NO, system, and the
other orbitals, although similar, are not quite the same. They are shown in
Fig. 3-1, where we can see that the last two electrons of the sixteen in NO, * will
go into an orbital, m,, which resembles ¥, of the allyl system and not i, . Thus
the LUMO of NO, ™ is the orbital labelled n*, which resembles ¥ in the allyl
system. The coefficients of this orbital are large on the central (nitrogen) atom
and small on the other two (oxygen) atoms, just as they are for the allyl system.
Thus we see that, when the frontier orbital term is dominant, the nitronium
ion will be electrophilic at the nitrogen atom. Similarly, when we accommodate
two more electrons, to give the nitrite ion, NO, ~, they will go into an orbital
similar to that shown as n* in Fig. 3-1. In fact, NO,” and NO,’, are non-
linear, and the orbitals m, n_ and =n*, are no longer degenerate. The actual
shape of the HOMO of NO, " is shown in Fig. 3-2. Once again, the large
coefficient is on nitrogen, and nitrogen is the soft centre when the nitrite ion is a
nucleophile.

Q,

Fig. 3-2 Plan, and perspective drawing of the HOMO of the nitrite anion

Furthermore, ESR studies®? of nitrogen dioxide (NO,") have shown that
the site of highest odd-electron population is indeed on nitrogen (about 537,
of the electron, with the oxygens sharing the other 47%). This confirms our
deduction that the nitrogen atom bears the larger coefficient in the HOMO of
the nitrite ion and in the LUMO of the nitronium ion, and hence that it is the
softer site.

3.2.1.3 Enolate Ions. The most important ambident nucleophile is the enolate
ion (34). Why does an enolate ion react with some electrophiles at carbon and

Mel )\ H* )\
Me\/ko = 0" = SOH

(34)

with others at oxygen ? We can now use the explanation based on the relative
importance of the Coulombic and frontier orbital terms to account for this
well-known observation.®! The m-orbitals of the enolate ion are shown in
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(a) Allyl anion {(b) Enolate ion
Fig. 3-3 n-Molecular orbitals of the allyl anion and the enolate ion

Fig. 3-3b. The size of the lobes can be taken as roughtly representing the size of
the c-values (or c* values) of the atomic orbitals which make up the molecular
orbitals. The system is closely related to that of the allyl anion, which is shown
in Fig. 3-3a, but the effect of the oxygen atom is to polarize the electron dis-
tribution. Thus the lowest-energy orbital, , is, as we would expect, strongly
polarized towards oxygen. The next orbital up in energy, y,, however, is
polarized away from oxygen. This follows because of the way the coefficients on
the atoms, squared, have to add up to one, both in columns and in rows (p. 7).
Thus, with a very large value of ¢ on oxygen in the lowest orbital, the values of
¢ on oxygen in the other two (Y, and ¥*) must be relatively small. Likewise,
with a very small value of ¢ on C-2 in the lowest orbital, the values of ¢ on the
other two orbitals must be relatively large. The effective charge on each atom in
the ion is proportional to the sum of the squares of the c-values for the filled
orbitals, namely ¥, and y,. The result is that more of the total charge is on the
oxygen atom than on the carbon atom C-2, because the c-value on oxygen in y/,
is so very large and the c-value on carbon so small. However, the c-values in
the HOMO are the other way round, although not strongly so. With charged
electrophiles, then, the site of attack will be oxygen, as i1s indeed the case,
kinetically, with protons and carbonium ions. With electrophiles having little
charge and relatively low-lying LUMOs, the reaction will take place at carbon.
In other words, hard electrophiles react at oxygen and soft electrophiles at
carbon. Once again, the fact that S-values for bonds to carbon are usually
higher than g-values for bonds to oxygen enhances the tendency for the frontier
orbital term to encourage reaction at carbon.

We can also explain why the nature of the leaving group on an alkyl halide (or tosylate,

for example) affects the proportion of C- to O-alkylation. The observation is that the
harder the leaving group (i.e. the more acidic the conjugate acid of the leaving group),
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the lower the proportion of C-alkylation (Table 3-4). Plainly, the harder the leaving
group, the more polarized is its bond to carbon (p. 13), and hence the more charge there
will be on carbon in the transition state. As a result, the Coulombic term of equation 3-1
will grow in importance with the hardness of the leaving group, and O-alkylation will
become easier.

Table 3-4 The Proportion of C- to O-Alkylation as a Function of the Leaving Group??
O 0

OEt
Na k
O/ O / Et

/]\)\ + EtX
"0kt o M

x

OEt
Leaving group, X~ I- Br~ TsO~ EtSO,~ CF,S80;"
kclko > 100 60 66 4-8 3-7

3.2.1.4 Pentadienyl Anions and Dienolate Ions. It is well known that the dienyl anion
(35) is protonated most rapidly at the central carbon atom. This gives the energetically
less favourable product. Furthermore, it appears at first sight to be anomalous, when
we consider the contribution from the molecular orbitals of the starting material. The
sums of the squares of the coefficients of the filled orbitals (these are listed on p.123) are
equal on C-1 and on C-3 (and, of course, on C-5). Also, the frontier orbital coefficients
are equal on C-1 and C-3. However, the Hiickel calculation which gave these values
neglected the fact that C-3 is flanked by two trigonal carbon atoms, but that C-1 has only
one trigonal carbon adjacent to it. Naturally, this perturbs the system. This is borne out

E ;]
-‘# /><\
fast

(35)

by ESR measurements®?® on the cyclohexadienyl radical, which clearly show a larger
coupling to the hydrogen on C-3 than to that on C-1 (Fig. 3-4). HOMO coefficients and
total m-electron population have also been calculated®** by including a term for the
overlap of the C—H bonds at C-6 with the n-system (i.e. hyperconjugation). Both the
experiment and the calculation have a greater coefficient at C-3 than at C-1. Thus it
appears that this should be the more reactive site. It is, of course, a very exothermic
reaction, and it is therefore just the kind of reaction which should show the influence

H H H H H H
350 0271 1013
(—-102) 0 1-003
506 0-273 1-027
Spin densities (c* values) obtained Calculated c* Calculated
Jfrom ESR measurements by applying values for total n-electron
the McConnell equation (p. 22) the HOMO population

Fig. 3-4 Electron distribution in the cyclohexadienyl radical
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from the interaction of the orbitals of the starting materials, rather than the influence
from the relative energies of the two possible products.

The same factors may well account for the fact that protonation takes place faster
at the a-carbon of a dienolate ion (36) than at the y-carbon. Again, a calculation®® on a

LS
segal
o YN S
(36)

6

related system, the ether (37), indicates that the total n-electron population is higher at
the «- than at the y-carbon atom. However, another calculation,?® on the same ether,
gives HOMO-coefficients (38) which suggest that the y-carbon ought to be the more
nucleophilic site towards soft electrophiles. This is not the case: methyl iodide, like the
proton, reacts faster at the a-carbon. The difference in the coefficients (38) is small,

MeO” NN MeO” IR
1071 1053 —0492 0498
n-Electron population ** HOMO coefficients>®
(37) (38)

and an oxyanion substituent on the diene is much more powerfully electron donating
than a methoxy substituent. It seems likely, therefore, that it i1s the model which is
inadequate, not the idea of explaining the high nucleophilicity of the a-position along
these lines.

3.2.1.5 Summary. We can extend these ideas to a large number of other ambi-
dent nucleophiles and hence account for many of the well-known examples of
hard and soft behaviour. In summary: the site where most of the charge is (the
hard centre) will be the site of attack by charged, or relatively charged, electro-
philes (hard electrophiles), and the site of the largest coefficient in the HOMO
of the nucleophile (the soft centre) will be the site of attack by electrophiles with
a relatively low energy LUMO (soft electrophiles). This raises an awkward
but recurring problem in the discussion of hardness and softness. What happens
when both charge and frontier orbital terms are small, and what happens when
they are both large ? Prediction is not simple in this situation, but Hudson?’
has suggested these two rules, which are usually but not invariably observed:

(a) When both charge and orbital terms are small: nucleophiles and electro-
philes will be soft (that is, orbital control is more important).

(b) When both charge and orbital terms are /arge : nucleophiles and electro-
philes will be hard (that is, charge control is more important).
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The former is the situation in S,2 reactions, where the bond being broken isa
s-bond (and hence the LUMO is high in energy) but the charge on the carbon
atom is very small. Carbon atoms undergoing S,2 reactions are well known, as
we have seen earlier (pp. 38-39), to be soft centres, responsive to the presence of a
high-energy HOMO in the nucleophile.

The latter is the situation in acylation and phosphorylation, where the
electrophilic carbon or phosphorus atoms have a considerable ground-state
electron deficiency, and hence charge, and also, because it is a n-bond that is
being broken, a relatively low-energy LUMO. Carbonyl and phosphoryl
groups are well known to be hard centres, responsive to the basicity of the
nucleophile. However, carbonyl groups are responsive to the frontier orbital
terms too; thus a sulphur nucleophile is about 100 times more nucleophilic
towards a carbonyl group than is an oxygen nucleophile of the same basicity.*®
We shall see a further example of the responsiveness of carbonyl groups to
frontier orbital effects when we come to the a-effect (p. 77).

3.2.2 Aromatic Electrophilic Substitution

A monosubstituted benzene ring is an ambident nucleophile, but it is special
among ambident nucleophiles because, along with a number of polycyclic
aromatic compounds, it has received so much attention from the theorists of
organic chemistry. Molecular orbital theory found some of its earliest and most
considerable applications in the realm of aromaticity and in explaining the
reactivity of aromatic molecules. Not all these explanations involve frontier
orbital theory : arguments based on the product side of the reaction coordinate
work quite well, as we shall see, in explaining many of the observations in this
field. But, because of the usefulness of MO theory in general, we shall, in this
long section of the chapter, look carefully at both sides of the reaction co-
ordinate. We shall find that both product-development explanations and
frontier orbital explanations give the same answer. We shall, of course, give
special attention to those occasions when only the frontier orbital theory pro-
vides some kind of an explanation for an otherwise puzzling observation.

3.2.2.1 A Notation for Substituents. Before we begin to discuss aromatic
electrophilic substitution and the effects on it of having a substituent already
present in the benzene ring, it is convenient to have at our disposal a notation
for the various kinds of substituents which we may come across. There are
three common types of substituents, each of which modifies the reactivity of
conjugated systems in a different way. They are (a) simple conjugated systems,
like vinyl or phenyl, which we shall designate with the letter C; (b) conjugated
systems which are also electron-withdrawing, like formyl, acetyl, cyano, nitro,
and carboxy, which we shall designate with the letter Z; and (c) heteroatoms
which carry a lone pair of electrons capable of overlap with the benzene ring;
these we shall designate with the letter X. We usually include simple alkyl
groups in this category, because they are able, by overlap of the C—H (or
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stands for

or elc.

(a)

OO

@
R /O
z CN NO,
(b) @ stands for or or etc.
X ‘OR :NR; Me
(c) @ stands for @ or or etc.

C—C) bonds with the n-system (hyperconjugation, see p. 80) to supply electrons
to the conjugated system.>® The effect is like that of the lone pairs; it is usually
much smaller, but quite noticeable. We shall be using this classification again
in Chapter 4, on pericyclic reactions, the subject into which it was first intro-
duced by Houk.*°

3.2.2.2 Product-Development Control. The rate-determining step in most aro-
matic electrophilic substitutions is well known to be the attack of the electro-
phile on the aromatic ring. The rate of such a reaction (like that of all reactions)

H
N E+ «/_E E
R.D.S. fast
©/

(39)

will be affected on one side of the reaction coordinate by the energy of the
‘product’, in this case the intermediate (39).*! Until recently, this has been the
contribution to the energy of the transition state which has most often been
considered.

Most chemists, and most chemistry text-books, still use what is essentially a valence-
bond description of this reaction, based on the ‘product’-stability argument. In its simp-
lest form it goes something like this:

With anisole (40) (an X-substituted benzene), for example, substitution takes place
in the ortho and para positions, rather than in the mera position, because the inter-
mediates produced by ortho and para attack (41 and 43) are lower in energy than the
intermediate (42) produced by meta attack. The energies of the former intermediates
are lower because of the coherent overlap of the lone pair of electrons on the oxygen
atom with the orbital containing the positive charge. This overlap is not possible with
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OMe C:,O+Me H OMe QI‘OMe
E* E *
B +
k E H
(40) (41) (42) (43)

the meta intermediate. The overlap is easy to illustrate with curly arrows, and we can
see that arrows cannot be drawn in the same way on the meta intermediate (42).

However, we ought to be clear that this is a superficial argument (which fortunately
works). Curly arrows, when used with a molecular orbital description of bonding, work
as well as they do simply because they illustrate the electron distribution in the frontier
orbital, and for reaction kinetics it is the frontier orbital that is most important. But in the
present case, we are using a thermodynamic argument, for which we need to know the
energy of each of the filled orbitals, and not just one of them.,

To assess the energies of the three possible intermediates (41, 42 and 43), we shall, for
simplicity, ignore the fact that one of the atoms is an oxygen atom, and we shall use
instead the simple hydrocarbon-conjugated systems (45, 46 and 47) which are isoelec-

E* E *
—_—
H

E E H

(44) (45) (46) (47)
tronic with them. We are using, in other words, the benzyl anion (44) as a model for an
X-substituted benzene ring. The energies and the coefficients of the orbitals of these
intermediates have been calculated* and are shown in Fig. 3-5. Although the calculations
will not give good absolute values for the energies, they will probably get the relative
energies about right, which is all we need be concerned with. We can see in Fig. 3-5 that
the main reason why the total energy of 46 is higher (—3-088) than that of 45 (—3-50)
and 47 (— 3-45) is that the highest filled orbital, y5 in 46, is not lowered in energy (as Vs
is in the intermediates 45 and 47), because there are no n-bonding interactions between
any of the adjacent atoms. It is, in fact, a nonbonding molecular orbital. This is, of course,
the same point that the curly arrows were making, but we should be sure that the two
lower-energy orbitals do not compensate for the high energy of ¢;. In fact, they do to
some extent, but not much: we can see that i, of 47 is actually lower in energy than ¥,
of 46, and v, of 45 is lower than ¥, of 46. Indeed, the sum of ¥/, and i, for 46 is more
negative than (Y, + ¥,) for both 45 and 47. We can also see on Fig. 3-5 the reason for
both these results. The circles drawn round the atoms are very roughly in proportion
to the c2-values—in other words, the electron population; the clear and darkened circles
serve to identify changes of sign in the wave-function. If we look at ¥, of 46, we see four
atoms with high coefficients (two of 0-316 and one of 0-512, each flanking one of 0-602)
close together and all of the same sign. This leads to strong n-bonding and a low energy
for this orbital. Such qualitative arguments can also be applied to ¥, in each case, and
they serve to give us some confidence in the general rightness of the calculated values of
the energies of the orbitals in Fig. 3-5. These small effects on ¥/, and ¢, clearly do not
compensate for the effect of having no n-bonding in /5 in 46, but we do now have a more
{:)horough version of the original explanation for ortho/para substitution in X-substituted

enzenes.
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Fig. 3-5 Orbitals and Energies of the intermediates in the electrophilic sub-
stitution of the benzyl anion at the ortho, meta, and para positions
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In a similar way, we can use the benzyl cation (48) as a model for a benzene ring having
a Z-substituent. Again we have three possible intermediates (49, 50 and 51). The =-
systems of these intermediates are the same as the ones we have just been looking at,

+ -: H + +
E' E *
R
H +
E
E H
(48) 49) (30) (51)

except that this time only ¢, and ¥, are filled in each case. We have, in fact, already
observed that W, + ¥, is lowest for the intermediate (50) which is the result of attack in
the meta position. This, then, is the product-development argument for meta substitution
in Z-substituted benzenes.

Furthermore, we can explain the relatively slow rate of such substitutions and the
relatively fast rate of the ortho/para substitutions in X-substituted benzenes, by using
only the m-energies of the orbitals together with the argument based on the contribution
of product-like character to the transition state. It is summarized in Fig. 3-6. The endo-
thermicity of 1-28 on the right is not much greater than that for benzene (1-278); how-
ever, the presence of two positive charges in the intermediate on the right has not been
allowed for, and this will obviously raise the energy of this intermediate above that
shown.

—3-508 E

1288
0-868

«—— slow rate

~«—— fast rate —>

—4:368 —4-368

Fig. 3-6 Relative rates of aromatic substitutions based on product-like
character in the transition state

It is now time to return to the frontier orbital theory and see how it copes with
the other side of the reaction coordinate. To do this, obviously, we must know
something about the orbitals of benzene rings.

3.2.2.3 The Orbitals of Benzene. The orbitals of benzene itself are shown in
Fig. 3-7. There are two HOMOs of equal energy. Because electrophiles in
general are characterized by having low-lying LUMOs, it is these HOMOs of
benzene that are the important frontier orbitals in an electrophilic substitution.
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Fig. 3-7 n-Molecular orbitals on benzene*

Benzene itself, however, is not particularly interesting in this context: the
interest arises when we have a substituent.

3.2.24 C-Substituted Benzenes. The orbitals of styrene (32), the simplest kind
of C-substituted benzene (p. 47), are shown in Fig. 3-8, where we see that the
three lowest-energy ones are very like those of benzene, except that ¢, and v,
are lower in energy than the corresponding orbitals in benzene, because of the
extra overlap between the orbital on the ring carbon atom and the orbital of
the exocyclic carbon atom bonded to it. i ; has a node through these atoms, and
its energy is therefore unchanged from that of benzene. (The calculation used
to get Fig. 3-8 used a linear styrene,” hence the node through these atoms and
the carbon at the end of the side chain. The fact that styrene is not linear makes
no difference to the conclusions.) The HOMO, W4, 18 a new one, for which
there is no counterpart in benzene, and this orbital is the important one for the
third term of equation 2-7. We can see that it shows high c-values at the ortho,
para, and f-positions. These are, of course, the sites at which C-substituted
benzenes react with electrophiles:42-43
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Furthermore, the HOMO energy of styrene is higher than the HOMO energy
of benzene, and this will make the electrophilic substitution of styrene faster
than that of benzene. The contribution from the second term of equation 2-7
(the Coulombic term) uses the total electron population on each atom: because
styrene is a hydrocarbon, and because we have used a very simple Hiickel
theory, inevitably the sum of the squares of the coefficients of the filled orbitals
must be equal on each atom. Thus the second term of equation 2-7 makes little
contribution to the site-selectivity in this compound. A more elaborate theory,
no doubt, would lead to a small uneveness of charge distribution, but the con-
tribution of the Coulombic term will still be much less than that of the frontier
orbital term.

-308

Fig. 3-8 The occupied n-molecular orbitals of styrene
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The argument from product stability, for a C-substituted benzene, is a
simpler one, very like that for an X-substituted benzene, given earlier. It is left
as an exercise for the reader.

3.2.2.5 X-Substituted Benzenes. As before (p. 49), we use the benzyl anion as
a model for X-substituted benzenes like anisole. The three lowest-energy
orbitals (Fig. 3-10) are, like those of styrene, very similar to those of benzene.
The HOMO 1s 44, and this, like the corresponding orbital in the allyl system,
has nodes on the alternate atoms. For this reason, it is a non-bonding orbital,
and its m-energy 1is zero.

Two very simple rules** enable us to work out the coefficients in such or-
bitals. (1) Place a zero on the smaller number of alternate atoms: this identifies
the nodes:

<
L=

(2) The sum of the coefficients on all the unmarked atoms joined to any one of
the marked atoms must be zero. Thus we can start at the para position and call
the coefficient there a. The coefficients on the ortho positions must both be —a,
in order that the second rule may be obeyed when applied to the (marked) meta
positions. Now we look at the ring carbon which has the exocyclic carbon atom
joined to it. It has a total of three unmarked atoms next to it, two of which, we
have deduced, have coefficients of —a. The third atom, the exocyclic one, must
therefore have a coefficient of 24, in order that the second rule may be obeyed.
Thus the coefficients are those shown in Fig. 3-9a.

2a

R

L a %

5,
2
4“1

(a) Relative values (b) Absolute values

Fig. 3-9  Coefficients for the HOMO of the benzyl anion (and the LUMO of
the benzyl cation)

Since the sum of their squares must be one, we can give exact numbers to them,
as shown in Fig. 3-9b. These are the numbers shown in Fig. 3-10.

We can now see that the coefficients of the HOMO of the benzyl anion,
and therefore of molecules like it, are high on the ortho and para positions, and
zero on the meta position. Thus the third term of equation 2-7 will very strongly
favour reaction at these sites, and, because the HOMO energy is higher than
that of benzene, the reaction rate will be higher. Similarly, the total n-electron
population, which is shown on Fig. 3-11, makes the second term of equation
2-7 favour reaction at the same sites.
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HOMO of the anion yr,
(LUMO of the cation)
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Fig. 3-10 The occupied n-orbitals of the benzyl anion’

1-:572 (0-572—
( 27 0428 (0:572+)

1-000

1-142 (0-142—) 0-856 (0-144 +)
1-000 1:000
1-i44 (0-144 -) 0-858 (0-142+)
Benzyl anion Benzyl cation

Fig. 3-11 Total n-electron population (and excess-charge distribution) in the
benzyl anion and the benzyl cation

3.2.2.6 Z-Substituted Benzenes. If the substituent in the benzene ring is con-
Jugated and electron-withdrawing, our model, as before, is the benzyl cation.
We now find that the HOMO is 5 in Fig. 3-10, and we would, if we considered
this orbital alone, expect to get ortho and meta substitution equally. However,
the orbital i, is not far below i, and we are not safe in ignoring it. We should
instead assess the contribution of all the filled orbitals to the third term of
equation 2-7. We can do this by setting the energy of the LUMO of the electro-
phile arbitrarily at various levels, and then working out the value of 3 ¢2/E, — E,
for each of the positions in the benzene ring. The results for three values of
E;yumo are shown in Fig. 3-12. Clearly, when we take all the orbitals into
account in this way, the meta position is the most reactive, and the ortho and
para positions are much alike.
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+ + +
03319 0184 0128
0-409 0220 0152
0-304 0176 0124
(a) ELUMO = Oﬁ (b) ELUMO = lﬁ (C) ELUMO = 2/3

Fig. 3-12 > ¢*/E, — E; for the benzyl cation for three values of E,

Fukui has explicitly examined this problem,*’ stressing just the frontier
electron population, which this time is defined to include orbitals just below the
HOMO itself. The expression he uses (equation 3-2) defines a function (f) which
is an estimate of the effective n-electron population when both i/, and y, are

032 + sze—DAa
] — e DAZ

f=2 3-2

close in energy. c; and c, are the coefficients in /5 and ¥, respectively, A4 is
the difference in energy between , and y,, and D is a constant (3 is used in
fact) representing some kind of measure of the contribution of i, to the overall
effect. As it ought, this expression gives the higher-energy orbital, 5, slightly
greater weight. Using this expression, he gets values of f for styrene, which are,
naturally, similar to the values of the coefficients we had before (p. 53). For
benzonitrile and nitrobenzene, typical Z-substituted benzenes, more para-
meters were needed to cope with the presence of heteroatoms. The results of
such calculations are shown in Fig. 3-13. They show that the analogy with the
benzyl cation we used above was quite a good one, since meta substitution is
expected for both of them.

0-683
0256 (=~ CN NO,
0264 0247 0181
0170 0318 0212
0-098 0-335 0219
0-259 0-246 0-181

Fig. 3-13 Frontier electron population (f) for C- and Z-substituted benzenes

The total n-electron population for the benzyl cation is also shown on Fig.
3-11, where we see again that the Coulombic term favours reaction at the meta
position. Finally, with {, and ¥, as the frontier orbitals, we can see why Z-
substituted benzenes are less reactive than benzene: , is lower in energy than
¥, in benzene. Furthermore, the Coulombic term must include allowance for
the repulsion between the positive charge of the electrophile and any positive
charge in the benzene ring. Most of this charge will be in the ortho and para
positions, but it will still repel an electrophile even from the meta position.
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We can now summarize our conclusions. Benzene rings with electron-
donating substituents will be substituted by electrophiles in the ortho and para
positions at a greater rate than that at which benzene itself will be substituted.
Benzene rings with electron-withdrawing substituents will be substituted by
clectrophiles in the meta position at a slower rate than benzene itself. These
conclusions follow from considering both the nature of the intermediates and
the Coulombic and frontier orbital interactions of the starting materials. It
hardly needs saying that the facts of aromatic electrophilic substitution are
exactly those presented in these conclusions.

3.2.2.7 Frontier Orbitals of Other Aromatic Molecules. We can extend our
analysis of reactivity to a very wide range of aromatic compounds. Thus, the
preferred site of electrophilic attack in all the aromatic molecules shown in
Fig. 3-14 is known : an arrow is shown pointing from it (or them, in some closely
balanced cases). As before, the site of attack can generally be deduced quite
satisfactorily by estimating the energy of the intermediate which would be
produced and comparing it with the energy of alternative intermediates. Thus
in pyrrole (53), for example, the intermediate (54) produced from attack at the
2-position will be lower in energy than the intermediate (55) from attack in the
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3-position. Thus we have no need of further explanation. It is, however, extra-
ordinarily gratifying to find that the frontier orbital approach also explains the
site of electrophilic attack for each of these familiar compounds. There are
even more examples on p. 171, where they are introduced in connection with
another problem. The numbers on the structures drawn in Fig. 3-14 are either
(for compounds 56 to 61) the coefficients of the HOMO of the molecule,”" *®
or (for compounds 62 to 66), the closely related frontier electron population (f)
calculated by Fukui,*® using equation 3-2, modified to take account of the
heteroatoms. The experimentally observed site of nitration is represented by
the arrow; in each case, except for the slightly anomalous one of pyrrocoline
(63), the arrow does indeed come from the largest (or larger) number. Thus in
all these cases we have the situation described on p. 24, where the lower-energy
product and the lower-energy approach to the transition state are connected
Smoothly by what is evidently the lower-energy transition state. We can feel
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Fig. 3-14  Frontier electron populations of some aromatic compounds and the
sites (arrowed) of nitration; the references are to the experimental work

confident, in a situation like this, that we have a fairly good qualitative picture
of the influences which bear on the transition state.

3.2.2.8 Quantitative Support for the Molecular Orbital Theory of Reactivity.
Some correlations with rate constants show that our understanding is also
partly quantitative. Fukui®® defined a term "superdelocalisability’, s, using an
equation of the form 3-3.

C_J__ -
-XF 33

c; is the coefficient at the atom r in the filled orbital j, and E;is the energy of that
orbltaI This expression bears an obvious relation to the thlrd term of equation
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2-7. Using a single electrophile—the nitronium ion—a plot of the rate constant
for nitration at particular sites in a very large range of aromatic hydrocarbons
against s, gives a good correlation over several powers of ten in rate constant.?’
Similarly, many people have used the concept of 'localization energy’ to
account for the rates, and sites, of electrophilic substitution. The localization
energy is a calculated value of the endothermicity in a reaction and is therefore
part of an argument based on product development control. The plot of locali-
zation energy against rate constant is also a good straight line.®® This is no
place to try to estimate the relative success of these two approaches: they are
obviously related in some deep-seated property of molecular orbitals.®*

We can also add some experimental support for the soundness of some of the
theoretical arguments. Photoelectron spectroscopy gives the ionization poten-
tials (which are roughly the energies of the HOMOs) for the monosubstituted
benzenes shown in Table 3-5. The C- and X-substituted benzenes do have
higher-energy HOMOs than benzene, and the Z-substituted benzenes do have
lower HOMOs than benzene. Furthermore, the HOMO energies do run in
parallel with reactivity towards electrophilic substitution, with the exception
of the halogenobenzenes, which are discussed separately later.

Table 3-5 Ionization potentials for some
mono-substituted benzene compounds®-©?

R IP (eV)
(Enomo)
Me,N) -7l
MeO [ X-  —854
Me (—89)
Ph —742
R -
c=cs© —813
H 940
CHO ~98
CF3 Z- _9'9
CN 1002
NO, ~1026
1 878 —975"
Br —925  —978
cl 931 —971°
F (-95)  —986"

@ The value is that for indene.
b [onization potential for the next highest occupied molecular orbital (NHOMO).
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Secondly, ESR measurements on the benzyl radical (67) clearly show that
the coefficients of the singly occupied orbital are indeed high on the ortho and
para positions ; this orbital is the same as the HOMO of the benzyl anion, which
is the orbital we have used as a model for an X-substituted benzene ring.

. (164) . y-707
— 398
177
431

619

(67) (68)

Fig. 3-15 ESR of the benzyl radical; the numbers on 67 are the hyperfine

couplings to the corresponding 'H nucleus in gauss,® and the numbers on 68

are the coefficients of y, derived from these numbers using the McConnell
equation (p. 22) (ignoring the negative spin density)

3.2.2.9 Halogenobenzenes. 1t is well known that the halogenobenzenes are
unusual in showing a mixture of the properties of the Z- and X-substituted
benzenes: like Z-substituted benzenes, they undergo electrophilic substitution
more slowly than benzene, but, like X-substituted benzenes, they are ortho/para
directing. We shall see that there is no paradox: the factors affecting the overall
rate are not all the same as those affecting orientation.

On the ‘product’ side of the reaction coordinate, we are on weak ground. The inter-
mediates (69, 70 and 71) should all be lower in energy than the correspondlng inter-
mediate in benzene, though not very much lower. Because the halogen is an X-sub-
stituent, there should be some covalent bonding gained by overlap from the lone pairs,
but because a halogen is so electronegative, we can expect that the gain will be small.
It is the same situation as that shown in Fig. 2-9; the energy gained by having overlap is
dependent on the similarity of the electronegativities of the two elements. In our earlier

.Cl .[Cl : .
' m Cl Cl
E* E *
_— +
H + +
E
E H

(69 (70) (1)

discussion of X-substituted benzenes, we rather ignored this point ; we made the assump-
tion—because it answered all our questions when we did so—that the electronegativity
was not so large that the analogy with the benzyl anion would break down. With the
halogenobenzenes the electronegativity is now large enough for the analogy to break
down to some extent. Nevertheless, it does not do so completely : the overlap of the lone
pairs on the halogen atoms is not absent, and it does lower the energies of the orbitals
of the intermediates (69 and 71) more than those of the intermediate (70). However,
this does not explain the lower rate of reaction. To do that we shall have to look at the
Coulombic and frontier orbital effects.
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On the starting-material side of the reaction coordinate, we are also in diffi-
culty, because the non-mathematical description of the orbitals we have been
using is inadequate. Even proper Hiickel theory is not particularly good when
there are strongly electronegative atoms present. However, we have no diffi-
culty in seeing that the perturbation treatment leading to equation 2-7 makes it
possible to have ortho/para substitution at a reduced rate: the o/p orientation
could be mainly dependent on the coefficients and charges at each of the atoms,
and the reduced rate could be largely determined by the energies of the higher
occupied orbitals. But we are in difficulty in showing that this possibility is
indeed true, unless we are prepared to do fairly elaborate calculations.

In the halogenobenzenes, the PES results (Table 3-5) show that there are two high-
energy HOMOs, from which we are led to realise that the benzyl-anion analogy is
grossly misleading. Presumably the very electronegative halogen atom holds so tightly,
as it were, to its electrons that we can expect a highly polarized electron distribution.
It is here that the qualitative arguments break down ; and quantitative calculations have
hardly begun. We shall use the results of a calculation®? carried out on anisole (Fig.
3-16) as a model for a halogenobenzene. The benzyl-anion analogy worked quite well

°OMe

+1-08

vs* LUMO

944 L OMe

276

114
—2-88
" L

045
032

Fig. 3-16 Filled and LU n-molecular orbitals calculated for anisole
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with anisole, but by using anisole as an example here, we shall see how having an electro-
negative element in place of carbon causes the orbitals to deviate from those of the
benzyl anion. A halogenobenzene can then be expected to deviate in the same direction,
but more so. The quantitative aspects of calculations like this are not to be relied upon,
but the directions in which changes in energy and polarization occur, and the ordering
of energy levels, are usually trustworthy.

In order to see the kind of polarization that has occurred, Fig. 3-16 should be com-
pared with Fig. 3-10, which shows the orbitals of the benzyl anion. The coefficients
shown on Fig. 3-16 agree with our early proposition that the benzyl anion was a good
analogy to work from: thus, they show the high electron population in the HOMO on
the ortho and para positions, and the high total electron population there as well. They
also show that the HOMO is higher in energy than i, and 5 of benzene (— 1), but,
not surprisingly, that it is a good deal lower than the HOMO of the benzyl anion (08).
It will not be surprising, therefore, if the halogens, which are, like oxygen, more electro-
negative than carbon, also reduce the energy of some of the higher occupied orbitals to
positions below those of the corresponding orbitals in benzene. Indeed the PE spectra
of the halogenobenzenes (Table 3-5) show that, although the HOMO is slightly higher
than ¥, and r; of benzene, the next orbital down is some way below them. When both
orbitals are taken into consideration, in the manner used on p. 56, we can expect that
the overall rate will be lower. But we can still have an electron distribution similar to
that which causes any X-substituted benzene to undergo ortho and para substitution.

For the Coulombic term, incidentally, a number of calculations® agree that the total
electron population is in the order halogen > ortho > para > meta, but the details of
the individual orbitals are not recorded. Thus it is entirely reasonable for halogeno-
benzenes to be ortho/para-directing at a reduced rate.

3.2.2.10 ortho/para Ratios.*® *? The proportion of ortho to para substitution
ought to be susceptible to molecular orbital treatment, but we should not be
surprised to find that such treatment has had only a little success as yet. The
changes in ortho/para ratios are relatively small, and the differences in activa-
tion energies are, correspondingly, very small indeed. Furthermore, the
molecular orbital treatment we have been using is far from complete in identify-
ing all the factors which contribute to transition state energies. In this field,
steric effects are well known to be important in reducing the proportion of
ortho product.

Ignoring this factor, we can see that product-like character in the transition
state clearly favours ortho substitution over para substitution for C-, Z-, and
X-substituted benzenes. When we look at the sum of the energies for the filled
molecular orbitals of the intermediates (45 and 47), we see (Fig. 3-5) that the
total n-energy of the former (—3-508 for the intermediate derived from the
benzyl anion) ts more negative than that of the latter ( — 3-458). Similarly with a
Z-substituted benzene, the former gives a n-energy of — 3-058 and the latter
—293f. The difference is greater in the Z-substituted case, and this is, in fact,
the observed trend (Table 3-6): insofar as Z-substituted benzenes give any
ortho and para products, the ortho/para ratio is greater than it is for C- and
X-substituted benzenes, and the more powerfully the Z-substituent is electron-
withdrawing, the more marked is the effect.

Now we should turn to equation 2-7 to see how the starting materials affect
the transition state. The total electron population for a C-substituted benzene
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Table 3-6 o/2p Ratios in aromatic nitration as a function of the substituent®?

R R R R
H
NO,* NO,
—_— + +
H
NO,

H NO,
Type of R %0 Yom Y P 0/2p°
substituent
X- MeO 17 — 83 0-10
C- Ph 53 — 47 0-56
Z- CO,Et 28 68 3 43
Z- NO, 6 93 0-25 128

= There are two ortho positions and only one para, so a statistical correction is applied.

ring is the same (by simple Hiickel theory, at any rate) on the ortho and the
para position, but the frontier electron density is higher in the para position
(pp. 53 and 56). We should therefore expect that the softer electrophiles will give
more substitution in the para position. This is very much what is observed with
biphenyl (Table 3-7). Nitration involves a fairly hard electrophile (NQ, "), and
so does protonation; the bromonium ion will be harder than neutral chlorine
and neutral bromine, and mercuration involves a very soft electrophile (Table
3-1). The o/2p ratios fall in this order.

For a Z-substituted benzene ring, the total electron population is usually
calculated to be higher on the ortho than on the para position (and much higher
on the meta position, of course). The frontier electron population is probably

Table 3-7 o/2p Ratios for aromatic substitution as a function of
the electrophile®®

Electrophilic substitution 0/2p for o/2p for
toluene biphenyl
(Ph-X) (Ph-C)
Hydroxylation 2:00 —
Chlorination with CI* 1-63 —
Bromination with Br* 1:29 0-69
Proton exchange 1-:06-0-3%-* 1-0-0-19+°
Protodesilylation 0-84 2-14
Nitration 072 1-68
Chlorination with Cl, 0-97-0-257 0-32
Friedel-Crafts ethylation 0-47 0-41
Sulphonation 0-25 —
Mercuration 025 0-01
Bromination with Br, 0-25-0-11¢ 0-03
Friedel-Crafts acetylation 0-0006 very small

¢ Dependent upon conditions.
* See also Table 3-8.
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also higher on the ortho position (p. 56), so again all three molecular orbital
contributions are in the same direction, which explains the observation of high
o/2p ratios for these compounds.

For an X-substituted benzene, the total charge is larger on the ortho position
(Fig. 3-16), but the frontier electron population is larger on the para position.
We again expect the softer electrophiles to give more para substitution. This
fits moderately well (Table 3-7) with some of the experimental observations.
Nitration and bromination with Br* give higher o/2p ratios with toluene than
the softer electrophiles involved in halogenation with molecular halogen and
in mercuration. Furthermore, the halogens, whether as X* or X,, are in the
right order: chlorine is harder than bromine and gives higher o/2p ratios.
Friedel-Crafts acylation probably involves a species RC=0"; it seems likely
that this species, although formally charged, will have a very low-energy
LUMO and hence a high frontier orbital contribution.

But we cannot take this argument very far. Steric effects are well known to be
important, and there are some striking anomalies. Thus hydroxylation (tri-
fluoroperacetic acid) has a very soft electrophile, but gives a very high o/2p
ratio, and sulphonation has a relatively hard electrophile (usually solvated
SO;), but appears to have a rather low 0/2p ratio. This latter observation is
particularly likely to be a steric effect, because sulphonation, not unexpectedly,
is well known to be unusually sensitive to steric effects, and it is also known to
be unusual in being reversible.

The proportion of ortho attack in any of these reactions is quite dependent
upon the reaction conditions (thus the numbers in Table 3-6 are not the same as
those in Table 3-7, the data coming from different sources). But none is more
sensitive than proton exchange. There is a steady decrease in the proportion of
ortho attack as the acid strength is reduced (Table 3-8). The nearer the electro-
phile is to being a free proton, the harder it is, and the more ortho substitution

Table 3-8 o/2p Ratios for proton exchange as a function
of acid strength®®

Conditions o/2p for o/2p for
toluene biphenyl
(Ph-X) (Ph-C)
75% H,80, 1-06 —
71% H,S0, 1-00 —_
65% H,S0, 0-98 —
CF,CO,H/H,0 0-6 0-63
CF;CO,H 0-49 0-60
liquid HI 0-50 0-25
liquid HBr 0-28 0-19

there is. The changes in the o/2p ratio are unlikely to be all steric in origin,
because the trend with toluene is also observed with biphenyl and with t-butyl-
benzene. Thus the frontier orbital theory is moderately successful in a field
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notoriously beset with confusing data and multifarious influences on transition-
state energies.

3.2.2.11 Pyridine N-oxide. A special case of aromatic electrophilic substitution
is provided by the ambident reactivity of pyridine N-oxide (72). Klopman'*
has used equation 2-7 to calculate the relative reactivity (AE values) for electro-
philic attack at the 2-, 3- and 4-positions as it is influenced by the energy of the
LUMO of the electrophile. He obtained a graph (Fig. 3-17) which shows that
each position in turn can be the most nucleophilic. At very high values of
E, — E, (hard electrophiles), attack should take place at C-3; at lower E, — E,
values, it should take place at C-4; and, with the softest electrophiles, it should
take place at C-2. Attack at each of these sites is certainly known: the hardest
clectrophile SO, (Table 3-1) does attack the 3-position,®” the next hardest

Soft Hard

/2-position

AE = l 3
3-position =, 2
I + N
« 4-position ,/ l
-0
(72)

ELUMO(e!ec!raphile) —

Fig. 3-17 Electrophilic substitution of pyridine N-oxide (72)

(NO, ") the 4-position,®® and the softest (HgOAc™) the 2-position.®® This
time, without the complicating steric effect, sulphur trioxide is showing the
expected behaviour.

However, this reaction is really more complicated. The sulphonation, for
example, almost certainly takes place on the O-protonated oxide rather than
on the free N-oxide, and this must affect the relative reactivity of the 2-, 3- and
4-positions. The value of the exercise is not so much in the detail of this particular
example as in the way in which it shows how a single nucleophile, such as
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pyridine N-oxide, can, in principle, be attacked at different sites, depending
upon the energy of the LUMO of the electrophile.

% SO;H
- |
+N
-
$0,/H,S0,
NO,
4
= I 3 KNOy/H,80, = |
. 2 e
+ T Hg(OAC),/ * T
— 0 — O
(72)
&
« M
+1]\I HgOAc
-0

With this very simple, if possibly not quite accurate, explanation of a puzzling
series of observations, we leave the subject of ambident nucleophilicity, and
turn to the much smaller subject of ambident electrophilicity.

3.3 Ambident Electrophiles

The attack of a nucleophile on a conjugated system is susceptible to the same
kind of analysis that we have just given to the attack of an electrophile on a
conjugated system. This time, we shall use the LUMO of the conjugated system
(and the HOMO of the nucleophile, of course) as the important frontier orbi-
tals. In most cases, all the molecular orbital factors, both those affecting the
product stability and those in the starting materials, point in the same direction.
Thus each of the systems in Fig. 3-18 shows electrophilic reactivity at the site (or
sites) where the arrow points; each of them has a high coefficient of the LUMO
at the site of attack; each of them also has a high total electron deficiency at this
site; and the product obtained from such attack is lower in energy than attack
at the alternative sites.

We shall now concentrate our attention on those interesting cases where
there is a choice of sites within the molecule.

3.3.1 Aromatic Electrophiles

3.3.1.1 The Pyridinium Cation. The pyridinium cation (83) is readily attacked
by nucleophiles at C-2 and C-4. The total electron deficiency?®” at C-2 of + 0-241
and at C-4 of +0-165 indicates that charge control (in other words with hard
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| 0
-454 »
—-190 27N 127 521
749 ~mm |
280 \N —.383 —232
- 684 N —-418
(80)"° @nt (82)"*

* See p. 70. T See p. 67.

Fig. 3-18 LUMO:s of some electrophilic compounds and the sites (arrowed)
of nucleophilic attack upon them; the references are to the experimental work,
mostly with organometallic nucleophiles

nucleophiles) will lead to reaction at C-2. This is the case with such relatively
hard nucleophiles as hydroxide ion, amide ion, borohydride ion and Grignard
reagents.’>

(0-165+)
4\3 y- Sy
] ] R \ Y —» products
(0241 +)
N{ N H
| |
Me Me
(83)

Y- = OH-, NH,", BH, , R(MgBrn)

However, if we look at the LUMO, we find that it has the form shown in
Fig. 3-19, namely that of ¥ of benzene, but polarized by the nitrogen atom.
This polarization has reduced the coefficient at C-3, and the coefficient at C-4 is
larger than that at C-2; for example, a simple Huckel calculation’ for pyridine
itself gives values of 0-454 and —0-383 respectively, and an energy of 0-568
(compare benzene with 18 for this orbital). Thus, soft nucleophiles should
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attack at C-4, where the frontier orbital term is largest. Again this is the case;
cyanide ion and enolate ions react at this site.”®

[ H Y
AN I 1 — products
)
Me |
O-
/
Y- =CN-, CH2=C\ , o 5,0.27, et
Ph

Fig. 3-19 The LUMO of the pyridinium cation?’

3.3.1.2  ortho- and para-Halogenonitrobenzenes. It is well-known that ortho- and para-
halogenonitrobenzenes are readily attacked by nucleophiles. The first step is usually
rate-determining. Product development control should therefore have ortho attack

Nu~ o Nu Cl O- -
S S
f'_"* 4..—.\
©/ EO RDS ~o- *O
(84)
Nu:\?l Nu 51 Nu
R.D.S.
— —
N
N MUNT *
05 ~o- 07 ™No- 07 NO-
(85)

faster than para attack, because the intermediate (84) with the linear conjugated system
will be lower in energy than the intermediate (85), other things being equal. The Coulom-
bic term will also lead to faster reaction at the ortho than at the para position, The frontier
orbital term, however, should favour attack at the para position. Thus the ESR spectrum
of the benzyl radical (p. 60), which has the odd electron in an orbital which ought to be
a model for the LUMO of a Z-substituted benzene, shows that there is a larger coeffi-
cient in the para position than in the ortho. There is some evidence’” which supports
this analysis. (a) With a charged activating group, such as the diazonium cation in
86 and 87, attack at the ortho position is faster than attack at the para position, because
of the large Coulombic contribution. With the wncharged activating groups in the
compounds (88 and 89), the order is the other way round. (b) In the latter reaction
(Z=NO,), with the neutral (and hence softer) nucleophile (90), the preference for para
attack is enhanced. (c) The ratio of the rates at which PhS~ and MeO~ react with
2,4-dinitrophenylhalogenobenzenes '(91) is highest for the iodide and lowest for the
fluoride. The former will make the Coulombic term least important, and the latter
will make it most important.”® (d) When the rate of the second step 1s not rate-deter-
mining, the aryl fluoride is much more readily attacked than the corresponding aryl
chloride, bromide and iodide. This seems to be because of a large Coulombic contribu-
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HO~ HO-
\‘F N \F

T /\}
10 times faster than
6 N
N
(87)

Meof\‘a Meol(:]
7

between 1 and 4 times faster than Jor Z = NO,, CN,
D SO,Me and COMe

z (89)
(88)

CV'N N.\fn Q
(%0) (90) $ N%O
250 times faster than
Q
+
_ O/N\\(g)
Y
NO,
+ PhS™ or MeO~ K~ increases F < Cl < Br <1
MeO -
NO,
91
Y = halogen

tion: the rate-enhancement is, on the whole (Table 3-9), much less for neutral and soft
nucleophiles; but the story is very complicated, because of the fact that the second step
of the reaction, the loss of the fluoride ion, does become rate determining with some weak
nucleophiles.

Table 3-9 Effect of the nucleophile on the relative rates of attack on the fluoro
and chlorodinitrobenzenes (91)

Nucleophile ke/ke
Nu‘\AY ?- (H,N),C=S: 0-11
Nt 3
=0 { N 326
S PhS- 33 <
NA H;N: 460
-0~ S0 MeO- 890

1|
oD OZNQO 3160
Y = ForCl

NO,

~«—————— hard
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3.3.2 Aliphatic Electrophiles

3.3.2.1 afi-Unsaturated Carbonyl Compounds. Most nucleophiles attack xf-
unsaturated ketones at the carbon atom of the carbonyl group (e.g. 93 — 94):
such attack is sometimes reversible. Attack at the f-carbon (e.g. 93 — 92) is
commonly the result of a slower, but thermodynamically more favourable,
reaction. This is well known to be the case with cyanide ion, for example. If we
look at the balance of Coulombic and frontier orbital terms, we can expect’®

NC _ HCNslow g HCN fast
MY T Y
0 0 HO' CN
92) 93) (94)

that, if any nucleophile is going to attack directly at the f-carbon atom, it
will have to be a soft nucleophile: the total electron deficiency is greater at
the carbon atom of the carbonyl group, but the coefficient of the LUMO is
larger at the B-position (see p. 163). This is borne out by the observation that
radicals (radicals are very soft, see Chapter 5) add at the f-position; but there
are few clear cut pieces of evidence on this point. It may be significant that
hydroxide ion®® and alkoxide ion®' (hard nucleophiles) react with ethyl

‘\OR

[OEt OR

/\( — /\n/ R = H, alkyl
0

o))
(95)
0. _OFt
OEt
0 OEt o) OFEt
- i —
¥ I
0
(96) (95)

acrylate (95) to give ester hydrolysis and ester exchange respectively, whereas
the enolate ion (96) (a soft nucleophile) undergoes a Michael reaction.®? Un-
fortunately there is no certainty, in this latter reaction, that the attack of the
enolate anion (96) on the carbonyl group, in a Claisen-like reaction, is not a
more rapid (and reversible) process.®® The very great ease with which sulphur
nucleophiles add to af-unsaturated esters (98 — 97) is also ambiguous : thiolate
anions do not react with esters to give thioesters (99), because the equilibrium
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lies in the other direction ; so we cannot tell what are the relative rates of attack
at the two sites of an af-unsaturated ester.

RS~ RS~
RS\/\[(OEt o /YOEt /\H/SR
O O O
(97) (98) (99)

One case, however, seems clear. Ammonia and amines do react with ordinary
esters to give amides, and it is known®? that the attack at the carbonyl group is
rate-determining and effectively irreversible above pH7. Ammonia and amines
(neutral and therefore relatively soft nucleophiles) in methanol react with
acrylic ester (100) at the S-position.®?

A calculation (see p. 163) indicates that although acrolein has a larger co-
efficient in the LUMO at the f-position than at the carbonyl carbon atom,
protonated acrolein has the larger coefficient at the carbonyl carbon atom.
Thus, the more electrophilic the carbonyl group, the more likely it is that all
nucleophiles will attack at the carbonyl carbon atom. In contrast to its
behaviour with acrylic ester, ammonia does react®® with acryloyl chloride
(101), which has a very electrophilic carbonyl group, at the carbonyl carbon
atom.

O OMe
NH, + OMe ___, H,N OMe
T@ \/\r
O O

ij J Lo

NH, + Cl NH
8] O

(101)

The reduction of unsaturated carbonyl compounds by metal hydrides, and
the reaction of organometallic nucleophiles with them, is a complicated
story.8” It is more common than not, in each case, to get direct attack at the
carbonyl group, but reaction in the conjugate position is well known. Conjugate
reduction of xf-unsaturated ketones by metal hydrides increases®® in the
sequences: Bu,'AlH < LiAlH, < LiAIH(OMe); < LiAIH(OBu'); and
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LiAlH, < NaBH(OMe); < NaBH, < LiAlH, (in pyridine). (The active
species in the last of these reagents is of the type:

metal—
o e

The hydride ion is delivered, in other words, from carbon, and not from a
metal atom.) These trends appear to agree with our frontier orbital analysis.
In particular, we may note the striking tendency for the delivery of hydride
from carbon to give conjugate reduction, whereas delivery from a metal atom
usually gives direct attack at the carbonyl group. The metal hydrogen bond
will be much more polarized, and the hydride should therefore be harder when
delivered from a metal than from carbon. Similarly, the delivery of hydride
from boron will make it softer than when it is delivered from the more electro-
positive metal, aluminium. It also seems that, amongst af-unsaturated car-
bonyl compounds, the amount of conjugate reduction increases in the sequence :
ketones < esters < acids < amides; but there are far too few examples to be
sure.

With two activating substituents, as in the ester (102), conjugate reduction is
fast,®® but product stability, and Coulombic and frontier orbital factors, can
all readily explain this observation.

H CN H CN
CN
NaBH,
H CO,Et H H
CO,Et

(102)

3.3.2.2 Allyl Halides. The allyl halide system is closely related to that of the af-
unsaturated carbonyl compounds. The direct displacement of the halide ion (S,2)
almost always occurs, and conjugate attack (S,2') is very rare. Indeed, this is a contentious
issue, for there is little evidence for a completely concerted S,2'-type of reaction.’® If an
ion-pair, such as 103, is the reactive species, we can see that charge control would
strongly favour direct displacement. On the other hand, attack at the ‘z-bond’ may well
be preferred if frontier orbital control becomes more important, although it is hard to
specify what exactly the orbitals are, in an allyl cation made unsymmetrical by ion-
pairing at one end of the conjugated system. It is perhaps significant that the few examples

|

M S A 32, AN

Nu~ Nu~
(103)
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of conjugate reaction which have been observed are with very soft nucleophiles such as
phenylthioxide ion,’! cyanide ion, azide ion and secondary amines,”? all in non-polar

golvents.

3.3.2.3 Arynes. Nucleophiles readily attack the reactive intermediate 2,3-pyridyne (104)
entirely at C-2.%* A calculation °* shows that the coefficient in the LUMO of the pyridyne

Br
= KNH, = 3| | NH,
2 T
s \N N H,

= i I -025
= +0-23
N

Total charge-distribution

(105) (106)

LUMO

(105) is larger at C-2 than at C-3. Also, the total charge distribution (106) is such that
C-2 bears a partial positive charge. We can rationalize the polarization of the LUMO by
comparing the lobes of the p-orbitals in the plane of the ring (105) with the n-system of
the allyl anion. The large coefficient in the LUMO of the allyl anion is on the central
atom, just as it is here. The net result is that nucleophiles attack at C-2 because both
Coulombic and frontier orbital forces favour attack at that site. They also react at the
2-position because the anion formed, a 3-pyridyl anion, is more stable than the alterna-
tive anion, a 2-pyridyl anion.**

2,3-pyridyne is very difficult to trap with a diene; nucleophilic attack takes place much
faster, even with relatively poor nucleophiles like acetic acid.’® For the reaction with a
diene, Coulombic forces are small, and large coefficients on both C-2 and C-3 would
help. Since, 2,3-pyridyne is very polarized, the ionic reaction is made much easier than
the cycloaddition.

3,4-pyridyne (109) is much less polarized, because the p orbital on nitrogen is too far
from those on C-3 and C-4 to exert much influence through space, and therefore it does
so primarily through the bonds.®* Though this takes us beyond the scope of this book,
we should note the result, which is that C-4 has a slightly larger coefficient in the
LUMO than C-3 (107), and the total charge-distribution (108) also makes C-4 the more

+03 a4
’ Xy -3 \ X
s =
N N N
LUMO U Total charge-
distribution
(107) (108) (109)

electrophiiic site. The polarization however is quite a bit smaller than that of 2,3-pyri-
dyne. Nucleophiles do attack C-4 faster than C-3, but both types of product (110 and
111) are formed,®® in agreement with this analysis. In addition, the more even polariza-
tion in 3,4-pyridyne reduces the forces favouring ionic reactions and increases the
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frontier orbital forces favouring a cycloaddition: 3,4-pyridyne is quite easily trapped by
Diels-Alder reaction with dienes.®?

4

NH,
Br N NH
= KNH, N2 NH, = = ?
| —| —> |+
e = = =
N N N N
(109) (110) (111)
2 parts to 1 part

In spite of their very high total energy, arynes in general are quite selective towards
different nucleophiles; thus benzyne (112) easily captures the anion (113) of acetonitrile,

CH,=C=N"
NaNH,/Me,NH I (113)
—— ﬁ-
slow JSast
NMe; CH,CN

(112)

even in the presence of an excess of amide ton.®” The reactivity of various nucleophiles
is roughly R;C™ ~ RS™ > R,N™ > RO~ and1~ > Br~ > Cl~ (where R;C" repre-
sents reagents like butyl lithium and phenylacetylide ion). Clearly this is an order of
softness, and arynes must be soft electrophiles. The splitting of the HOMO and LUMO
of an aryne will be very small, because of the poor overlap of the p orbitals in the plane
of the ring (calculation®® suggests a gap between these orbitals of about 1-5 eV). The
result is that the LUMO of an aryne is very low in energy, so much so that its interaction
with the HOMO of a nucleophile will often be a first-order perturbation. This makes the

aryne both very electrophilic and very responsive to the energy of the HOMO of the
nucleophile. Since it is also uncharged, it will necessarily be a very soft electrophile.

3.4 Substitution at a Saturated Carbon Atom
3.4.1 Stereochemistry

It is well known that bimolecular nucleophilic substitution (the S,2 reaction)
takes place with inversion of configuration. We can easily explain this by look-
ing at the frontier orbitals,”® which will be the HOMO of the nucleophile and
the LUMO of the electrophile. The overlap is bonding when the nucleophile
approaches the electrophile from the rear (Fig. 3-20a), but the approach from

() nomo
N

bonding

bonding \ antibondin
= = i g g
Nu~ O ) “}C g CaD C
HOMOQ LUMO LUMO
(a) Inversion of configuration (b) Retention of configuration

Fig. 3-20 Frontier orbitals for the S,2 reaction



/D

the front (Fig. 3-20b) is both bonding and antibonding. The former is clearly
preferred.

In electrophilic substitution, the frontier orbitals will be the HOMO of the
nucleophile (the C-metal bond) and the LUMO of the electrophile. In this
case,’® the overlap (Fig. 3-21a and b) is bonding for attack on either side of the
carbon atom. In agreement with this, electrophilic substitutions with retention

() womo
E+

bonding

bonding .\

LUMO HOMO HOMO

(a) Inversion of configuration (b) Retention of configuration

B
NP~

M
N £ M

Fig. 3-21 Frontier orbitals for the S;2 reaction

(e.g. 115 — 114) and with inversion of configuration (115 — 116) have been
observed.'%°

CICO;Me Br,
CO,Me Li H
H H Br
(114) (115) (116)

3.4.2 The Orbitals of a Methyl Halide

In the last section we saw how readily frontier orbitals explain some striking
features of substitution reactions. Earlier (pp. 38-39) we learned that alkyl
halides are soft electrophiles and that they attack ambident nucleophiles at the
softer site. Nevertheless, it remains seemingly anomalous that an alkyl halide
undergoing nucleophilic displacement should be a soft electrophile, when a car-
bonyl group undergoing nucleophilic addition is a hard electrophile. The former
involves breaking a o-bond (which has a relatively high-energy LUMO), and
the latter involves breaking a n-bond (which has a lower-energy LUMO). So
far we have explained this (p. 47) first by recognizing that the actual charge
carried by the carbon atom is greater in the case of the carbonyl group, and
hence that the Coulombic term is made larger in this case, and, secondly, by
relying on Hudson’s rule (p. 46) that when both Coulombic and frontier orbital
terms are small, the latter assumes the greater importance.

This anomaly is made more disturbing if we are wedded to the idea of hybridi-
zation (p. 8). An examination of the molecular orbitals of a methyl halide
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(Fig. 3-22a) may make the anomaly less disturbing. Were we to use hybridized
orbitals (Fig. 3-22b), we should have an antibonding orbital (sp2* x) which was
at least as much antibonding as the bonding orbital (spg _x) was bonding. It is;

3%
SPc-x

LUMO ox*

o]
asi

i

e

s
el AT

@)

(b) The sp>-hybridized orbitals
of the C—X bond

(a) Without hybridization®®
Fig. 3-22 The molecular orbitals of a methyl halide

but this antibonding orbital is no more the LUMO than o, in Fig. 3-22a is the
HOMO. The latter is only one of the bonding orbitals, and a proper measure
of the total C—X bond strength would come much lower in energy than g,,
and would correspond to that of the bonding hybrid orbital (Fig. 3-22b). There
will be a complementary situation among the antibonding orbitals. This in-
balance, in which the true LUMO is lower in energy than the antibonding
hybrid orbital, is not found in the corresponding n-bond of a carbonyl group,
because that orbital, localized on the carbon and oxygen atoms, is not made up
of hybridized orbitals. Thus, in a comparison of alkyl halide chemistry with
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carbonyl chemistry, the use of hybridization appears to exaggerate how high
is the energy of the LUMO of the carbon-halogen bond. The LUMO of an
alkyl halide is usually higher in energy than that of a carbonyl group, but it is
not, perhaps, quite as high as one might think. Furthermore, the LUMO ()
does have quite a large lobe pointing in the direction from which the nucleophile
approaches. It actually has a larger lobe in the opposite direction, but any
attack from that direction is inhibited by the unavoidable antibonding overlap
with the adjacent lobe of the leaving group (Fig. 3-20b). When these orbitals
are drawn in textbooks, the size of the lobe being attacked by the nucleophile
is often made much too small. This is because they have usually been construc-

ted from sp> hybrids.

3.5 The x-Effect®’

The solvated proton is a hard electrophile, little affected by frontier orbital
interactions. For this reason, the pKa of the conjugate acid of a nucleophile is a
good measure of the rate at which that nucleophile will attack other hard
electrophiles like the carbonyl group. We have already seen (p. 47) that carbonyl
groups are somewhat responsive to frontier orbital effects, more so, anyway,
than solvated protons. Thus a thioxide ion, RS, is more nucleophilic towards
a carbonyl group than one would expect from its pKa: a plot of the log of the
rate constant for nucleophilic attack on a carbonyl group against the pKa
of the nucleophile is a good straight line only when the nucleophilic atom is the
same. In other words, there is a series of straight lines, one for oxygen nucleo-
philes, one for sulphur nucleophiles, and yet another for nitrogen nucleophiles.

But some nucleophiles, HO, ™, CIO™, HONH,, N,H,, and R,S,, stand
out because they do not fit on their respectlve lines: they are much more
nucleophilic towards such electrophiles as carbonyl groups than one would
expect from their pKa values. These nucleophiles all have a nucleophilic site
which is flanked by a heteroatom bearing a lone pair of electrons (an X-sub-
stituent, in other words). If the orbital containing the electrons on the nucleo-
philic atom overlaps with the orbital of the lone pair of the X-substituent, then
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Fig. 3-23 The filled orbitals of a nucleophile having an X-substituent
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a splitting occurs (Fig. 3-23). The result is that the highest occupied orbital is
raised in energy relative to its position in the unsubstituted nucleophile. Con-
sequently, the denominator of the third term of equation 2-7 is reduced, and the
importance of this term is increased. The result is an increase in nucleophilicity
towards electrophiles with any soft character at all. The effect is quite dramatic
(Table 3-10). What is more, the order of the effect is right: the LUMO of the
triple bond of the nitrile will be lower than that of the double bond of the
carbonyl group, which will be lower than that of the ¢-bond of the bromide.
Hence the frontier orbital term is most enhanced in the case of benzonitrile, and
least enhanced for benzyl bromide.

Table 3-10 Relative reactivity of

HOO™ and HO™
Electrophile kyoo - /Kno-
PhC=N 10°
p-O,NC,H,CO,Me 10°
PhCH ,Br 50
Kuoo-/Kuo-
H,0% 10°#

This observation is related to the problem mentioned earlier (on p. 47), of
what happens when charge and orbital terms are either both low or both high.
In this case, we have a thousandfold increase in nucleophilicity towards a car-
bonyl group, accompanied by a tenthousandfold decrease in basicity. It serves
to remind us that carbonyl groups, although very responsive to basicity (charge
control), are not unresponsive to frontier orbital effects.

The increased nucleophilicity found among these nucleophiles with x-lone-
pairs is called the a-effect. It is observed not only as a kinetic effect; there is a
thermodynamic a-effect as well.!®' For example, we may compare an ester
(117) with a perester (118). The overlap of a lone pair with the n* orbital of a

R'o'—'o'd

RO
/\;*0 >—_ﬁo
R’ R’
(117 (118)

carbonyl group (117 arrows) is an important part of the reason why esters are
‘stabilized’ relative to ketones. The effect of another lone pair is to raise the
energy of the first lone pair (Fig. 3-23) and hence to make the overlap with the
7* orbital more energy-lowering.
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3.6 Some Applications of Perturbation Theory to the Structures
of Organic Molecules

By mentioning the thermodynamic a-effect in the last section, we have again
strayed from the main concern of this book—chemical reactions—into an
area beyond its scope, namely the static properties of a molecule. Nevertheless,
itis a large and growing area of study, and since it is in fact closely related to the
general subject of frontier orbital theory, further digression on the subject will
not be inappropriate. The interactions of orbitals within a molecule account
for many features of chemical structure, much as the interactions of frontier
orbitals account for many features of chemical reactivity. Just as frontier orbital
theory is especially successful when it is used to compare the relative reactivity
of two closely related systems, so its application to structural problems is most
successful when the energies of two closely related molecules are to be com-
pared. Here are two examples.

3.6.1 The Anomeric Effect

In cyclohexanol (119), the hydroxyl group is mainly equatorial. However, in
2-hydroxytetrahydropyran (120) it is mainly axial. The best-known illustration

OH
(119) (120)

of this anomeric effect, as it is called,*°? is in the equilibrium of the methyl
glucosides (121 and 122).1°3 One explanation®®* for this is the stabilization pro-

OMe
HO HO
@) OMe H*/MeOH O
HO OH - HO OH
HO HO

(121) (122)

vided by overlap of a lone pair on the ring oxygen atom with the ¢* orbitals of
the exocyclic C—O bond. When the C—O bond is axial, its orbitals overlap
well with the p-type lone pair (Fig. 3-24a); but when it is equatorial, it is the
orbitals of the C—H bond which overlap well with the p-type lone pair (Fig.
3-24b). Since the a* levels for a C—O bond will on average be lower than the

OMe

H OMe
(a) Axial OMe (b)Y Equatorial OMe

Fig. 3-24 Conformations of 2-methoxytetrahydropyrans
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a* levels for a C—H bond, the overlap of the lone pair is more effective with
the C—O o* orbitals than with the C—H ¢* orbitals (Fig. 3-25). Thus there is a
greater gain in bonding from having the electronegative atom axial. Strictly
speaking, to assess the relative energies of the two conformations (Fig. 3-24a
and b) and of the two esters (117 and 118), we should have looked at all the
orbitals. But just as we can, for many reactions, limit ourselves to looking at

C—H

Fig. 3-25 Overlap of a lone pair with ¢* orbitals of a C—O and a C—H bond

frontier orbitals, because their effect upon each other is large, so can we, in
these examples, limit ourselves to the one interaction in each which has a large
effect. In the present example, it is easy to see that the other interactions actually
enhance the effect. Thus, the bonding orbitals of the C—O bond, like the
corresponding antibonding orbitals, are on average lower in energy than those
of the C—H bond; hence the net repulsive interaction of the filled p orbital on
oxygen with the C—O bonding orbitals is less than the corresponding inter-
action with the C—H orbitals. This again makes the conformation with an
axial methoxy group the preferred one. Evidently the sum of these effects over-
rides the usual steric preference for an equatorial position.

3.6.2 Hyperconjugation>®

The interaction of the n-type orbitals of a methyl group?? (see p. 9) with an
empty p orbital (Fig. 3-26) causes a lowering in energy. For this reason a methyl
group stabilizes a carbonium ion, and the effect is known as hyperconjugation.
(Because the two n-type orbitals, 7, and =, are of the same energy, the inter-
actions in the two conformations shown in Fig. 3-26 are, to a first approxima-
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tion, equal, and we can expect that the barrier to rotation about the C—C
bond of the ethyl cation will be small.) Thus a methyl group is effectively an
electron donor, in much the same way as, but to a lesser extent than, a lone pair.
We have already used this fact in classifying an alkyl group as an X-substituent

(p. 47).

If we now replace the hydrogen in the xz plane (the plane of the paper) of the methyl
group with a more electropositive element, such as silicon (or any other metal), we shall
have only a small effect on the orbitals of conformation B. This is because the silicon
atom is at a node in this orbital (see Fig. 3-27). On the other hand, the orbitals of confor-
mation A are affected. The orbital picture is now more complicated than it was for the
simple methyl group of Fig. 3-26, because silicon, unlike hydrogen, makes use of
p orbitals. For this reason, the orbitals have not been drawn in Fig. 3-27. Nevertheless,
we can use the orbital most resembling the n, orbital of a simple methyl group and con-
sider the perturbation caused by the change from hydrogen to silicon. This orbital is
bonding between a carbon atom and an element more electropositive than hydrogen.
Consequently, it has a higher energy than the corresponding orbital of a simple methyl
group. Thus =, in Fig. 3-27 is closer in energy to p, than n, in Fig. 3-26 is to p,. The
drop in energy [E,(Si)] from the former interaction is therefore greater than from the
latter [Eo(H) = Ex(H) ~ Eg(Si)]. (The effect is enhanced by the fact that a bonding
orbital between carbon and a more electropositive element like silicon is more localized
on carbon than on silicon. The larger coeflicient on carbon will increase the overlap with
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Fig. 3-28 Orbital interactions between a filled p-orbital and the filled
n-orbitals of a fluoromethyl group
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Fig. 3-29 Orbital interactions between a filled p-orbital and the
n*-orbitals of a fluoromethyl group
the p, orbital.) There are two consequences : one is that conformation A will be favoured,
the other that the cation in Fig. 3-27 will be thermodynamically more ‘stable’ than the
ethyl cation. There is evidence to support both the conformational point'®® and the
ability of a metal-carbon bond to stabilize a cation.1%®
We shall now change the silicon atom to an element, such as fluorine, which is more
electronegative than hydrogen. Again the overlap of conformation B is unaffected.
The n,-type orbital of a fluoromethyl group will be lowered in energy relative to that of a
methyl group, and the coefficient on carbon in the bonding molecular orbital will be
small. Hence, the overlap of this orbital with the empty p orbital will be poor, and con-
formation A will be destabilized. There is no evidence on the conformational point, '’
but a group like the trifluoromethyl group is well-known to destabilize a cation.

On the other hand, a trifluoromethyl group does stabilize an anion. To explain this,
we must compare the overlap of a filled p orbital (instead of an empty one) with the
n-type orbitals of the methyl and fluoromethyl groups. In fact, the anions will be tetra-
hedral at the carbon atom bearing the negative charge, but for simplicity we shall ignore
this, since it makes little difference to the argument. With a filled p orbital, we must

look at the interaction not only with the bonding n-type orbitals (Fig. 3-28), but also
with the corresponding antibonding orbitals (Fig. 3-29). The occupied = orbital of the
fluoromethyl group of conformation A is lower in energy than the = orbital of confor-
mation B, as we saw above. Thus, the interactions in conformation A are smaller than
those in conformation B. Since the interactions will be antibonding in total, it is likely
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that those in conformation A are somewhat less antibonding than those in B. To a first
approximation, the orbital picture in conformation B is the same whether fluorine is
there or not. It therefore follows that the fluoromethy! group does not destabilize an
anion as much as a methyl group does. Also, we can expect conformation A, in a rather
negative way, to be favoured.

The interaction of the corresponding n* orbital with the filled p orbitalis, like a frontier
orbital interaction, more straightforward. The n* orbital of the fluoromethyl group in
conformation A is lower in energy than the undisturbed =*-orbital of conformation B.
Its lower energy, and the large coefficient on carbon in this orbital, make its overlap with
the filled p orbital more bonding than when the fluorine was not there. The net result is
again twofold: the presence of fluorine makes conformation A the preferred one in the
anion, and the anion is stabilized relative to the ethyl anion. The stabilization provided
by the fluorine is sometimes called negative hyperconjugation, The well-known electron-
withdrawing power of the trifluoromethyl group is at least partly, and perhaps wholly,
explained by negative hyperconjugation.!°8

Hyperconjugation also plays a direct part in reactivity. An interesting situation arises
in the series of alkyl halides Bu'Br, Pr'Br, EtBr and MeBr. For an S.2 reaction of these
compounds, the LUMO is the important frontier orbital, and we have already seen how
localized this is on the C-halogen bond in methy! halides (Fig. 3-22). For t-butyl bromide
there will be overlap with the empty (antibonding) p orbitals on the three methyl groups.
This overlap will lower the energy of the LUMO, and would lead us to expect that
t-butyl bromide would be more reactive than methyl bromide towards nucleophiles.
It is well-known that this is not the case: the order of reactivity in S,2 reactions is
MeBr > EtBr > Pr'Br > Bu'Br. This is usually explained, of course, as a consequence
of steric hindrance to attack on the more substituted carbon atoms, but it has also been
explained’®® by making allowance for the change of the coefficient on the carbon atom.
The same hyperconjugation which lowers the energy of the LUMO of the C—Br bond
in t-butyl bromide more than that in methyl bromide also reduces the coefficient on
carbon (because the new orbital is now delocalized over more atoms). This effect on
the coefficients may contribute to the lower reactivity (in S,2 reactions) of t-butyl
bromide relative to methyl bromide.

The same hyperconjugation that lowers the coefficient on the carbon of the C—Br
bond also lowers the coefficient on the hydrogen atom of the C—H bond. But the more
C—H bonds there are involved in such hyperconjugation, the less the coefficient on
each one is lowered. Hence the coefficients on hydrogen in the LUMO of the C—H
bonds will fall in the order Bu' > Pr' > Et. This may explain the well-known order for
the ease of elimination.

In general, a C—H bond will have a higher energy LUMO than a C-halogen bond.
Soft nucleophiles, therefore, are more likely to do an S.2reaction than to initiate elimina-
tion. On the other hand, in an elimination reaction, the proton which is breaking free
of the C—H bond will, because it is so small, have a relatively concentrated partial
positive charge. This will make hard nucleophiles attack it rather than the carbon atom
of the C—Br bond. This is the usual observation : the harder the base, the more elimina-
tion there is relative to substitution.
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Hyperconjugation has had a chequered history. The valence-bond represen-
tation of it has misled many people, including the inventors of the idea. They
offered it in the 1930s''° as an explanation for the Baker-Nathan order
(Me > Et > Pr' > Bu') of apparent electron-releasing ability of alkyl groups.
Today, the Baker-Nathan order is almost always best explained by steric
nindrance to solvation: t-butyl compounds are not as well solvated as methyl,
and the device of placing the alkyl group para to the site of reaction does not,
as it was supposed to, remove it from solvation sites. For this reason, hyper-
conjugation was quite widely discredited in the 1950s.111

Today, it enjoys a more soundly based popularity. We can see that, because
carbon has about the same electronegativity as hydrogen, there should not be
much change in hyperconjugating ability as we replace C—H bonds by C—C
bonds. If anything, carbon is more electropositive than hydrogen, and we
should expect, by analogy with the argument used above for the trimethylsilyl-
ethyl cation, that the true hyperconjugation order should be Bu' > Pr' > Et >
Me. Formulated in molecular orbital terms, and used to explain the electron-
donating and electron-withdrawing effects of alkyl and substituted alkyl
groups, hyperconjugation is widely accepted.
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Note. Several people have contributed to this field, but in the account that
follows, their names have not always been placed in the section corresponding
to the work they did. The version of each topic presented here is not always that
of any one of them—nor is it proper to link their names with some of the over-
simple arguments used. In roughly chronological order, the principal contribu-
tors are R. B. Woodward and R. Hoffmann,! and K. Fukui,’ for the frontier
orbital theory of the Woodward-Hoffmann rules, and W. C. Herndon,'"?
R. Sustmann,'!3 N. T. Anh,!1% 113 K. N. Houk*?- 114117 and N. D. Epiotis,'
for the various aspects of selectivity in cycloaddition reactions.

4.1 The Woodward-Hoffmann Rules

The Woodward-Hoffmann rules’ for pericyclic reactions can be explained by
frontier orbital theory, as Fukui® has demonstrated. If you already know
anything about frontier orbital theory, it is quite likely that you know it as one
of the ways in which the Woodward-Hoffmann rules are accounted for. If this
is the case, you should leave out the next 23 pages, and turn to page 109.

One of the questions posed in Chapter 1 sets the scene: why does maleic an-
hydride (124) react easily with butadiene (123), but not at all easily with ethylene
(125)? In the former reaction, two new ¢-bonds are made, and it is believed
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(125) (129)

that they are made at the same time; furthermore, the electrons mobilized in
the reaction complete a circuit. Concerted and cyclic reactions like this are
called pericyclic, and this particular kind of pericyclic reaction is called a
cycloaddition.
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Most pericyclic reactions, though of course not all, are little influenced by
Coulombic forces: for example, it is well known that the polarity of the solvent
has little effect on the rate of Diels-Alder reactions. We can therefore expect
that a major factor influencing reactivity will be the size of the frontier orbital
interaction represented by the third term of equation 2-7, p. 27. This is why this
chapter is much the largest in this book : the most dramatic successes of frontier
orbital theory have been the explanations it has given to an amazingly large
number of observations in pericyclic chemistry.

4.1.1 Cycloadditions

In order to answer the question first posed in Chapter 1 and repeated above, we
begin by ignoring the substituents and counting only those parts of the con-
jugated system directly involved in the reaction. (We shall return to the crucial
role of the substituents later in the chapter.) Thus the Diels-Alder reaction is
simplified to that of butadiene reacting with ethylene; the former component
has four n-electrons and the latter two, and these are the only electrons directly
involved, as we can see from the curly arrows. Such a reaction is called a
[4 + 2] cycloaddition. We now examine the signs of the coefficients of the
frontier orbitals on the atoms which are to become bonded (Fig. 4-1). We are
not yet concerned with the magnitude of the coefficients of the frontier orbitals,
and therefore in this section all orbitals are drawn the same size, so as not to

HOMO of butadiene (i, see p. 17)

LUMO of ethylene (n*, see p. 11)

LUMO of butadiene (y3*, see p. 17)

HOMO of ethylene (r, see p. 11)

Fig. 4-1 Overlap of the frontier orbitals of a Diels-Alder reaction. The dashed
lines identify the bonding overlap which can develop as the reaction proceeds
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detract from our main concern, the sign of the coefficients. If the interacting
lobes of the frontier orbitals are of like sign, as they are in this reaction, there
is no impediment to the continuous development of overlap. Thus we see in
Fig. 4-1 that in the Diels-Alder reaction the developing overlap is bonding at
both sites where new bonds are being formed. For this purpose, it does not matter
which pair of frontier orbitals we take, so long as we take the HOMO of one
component and the LUMO of the other.

It is quite different when we examine the cycloaddition of ethylene and maleic
anhydride. Once again we ignore the substituents and look only at the simplest
components. The reaction, if it were to take place, would be a [2 + 2] cyclo-
addition, but this time the frontier orbitals (Fig. 4-2) have an antibonding

LUMO of ethylene (n* see p. 11)

antibonding interaction

HOMO of ethylene (n, see p. 11)

Fig. 42 Overlap of the frontier orbitals for a [2 + 2] cycloaddition. The
dashed line represents the only bonding overlap which could easily develop

interaction where one of the new bonds is to be made. Thus a concerted reaction
of this type is not favoured. (A stepwise reaction, in which only the bonding
interaction, on the left of Fig. 4-2, develops, meets no such barrier, and many of
the known [2 + 2] cycloadditions may be of this type.)

However, we do not need to have precisely the reaction shown in Fig. 4-2.
Instead we could examine the possibility of overlap developing in the manner
shown in Fig. 4-3. When two new bonds are formed on opposite sides of a

LUMO of ethylene.  The dashed lines represent an antarafacial
process on this component.

HOMO of ethylene. The dashed lines represent a suprafacial
process on this component.

Fig. 4-3 Overlap of the frontier orbitals for a [r2a + n2s] cycloaddition.
The dashed lines identify the bonding overlap which could develop as the
reaction proceeded
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n-bond (or conjugated system), as in the upper component of Fig. 4-3, we call
the process taking place on that component an antarafacial one. When new
bonds are formed on the same side of a z-bond (or conjugated system), as in the
lower component of Fig. 4-3 and in both components of Fig. 4-1, we call the
process a suprafacial one. Thus the reaction shown in Fig. 4-3 is classified as
a [n2a + n2s] cycloaddition, whereas the reaction shown in Fig. 4-2, would,
if it ever took place, be classified as a [n2s + 72s] cycloaddition. Similarly, the
Diels-Alder reaction of Fig. 4-1 is classified as a [n4s + 72s] cycloaddition.
We can see from Fig. 4-3 that the [r2a + n2s] cycloaddition is one in which
smooth bonding overlap could, in principle, develop between the frontier
orbitals as the reaction proceeded; nevertheless, the reaction is still not ob-
served (except, just possibly, in some very special cases'*®). The reason is that,
although the orbitals which are bonding together have the right signs, it is
geometrically very difficult indeed for these particular lobes to overlap with
one another. We can see in Fig. 4-4 what is probably the optimum arrangement

HOMO of ethylene

LUMO of ethylene

Fig. 4-4 Preferred geometry for an early stage in a [n2a + n2s] cycloaddition

for achieving this kind of overlap, and we can also see there how the substituents
sticking up from the lower component would prevent the lobes from getting
near to each other. Thus the geometrically easy process (Fig. 4-2) has no gain
in bonding from the interaction of the frontier orbitals, and the process which
does have a good frontier orbital interaction (Fig. 4-3) cannot take advantage
of it. A nomenclature has grown up in this field, by which we call a reaction like
the one shown in Fig. 4-2 a symmetry-forbidden one, and reactions like those
shown in Figs. 4-1 and 4-3 symmetry-allowed ones; rather often, these words
are shortened simply to forbidden and allowed. However, we have to be careful
here: a reaction which is ‘forbidden’ may still take place if nothing easier is
available. What is meant by ‘forbidden’ is that the interaction of the orbitals
presents an energy barrier which the ‘allowed’ reactions do not have. It has
turned out that, in most situations, the barrier is quite substantial —examples of
allowed reactions are abundant, but forbidden reactions are few and far between.
Because of this, the terms ‘allowed’ and ‘forbidden’ have come to have more
force than they ought. If we remember that we should read ‘symmetry-allowed’
whenever we come across the word ‘allowed’ in connection with pericyclic
reactions, we shall not go far wrong.

So far we have dealt only with the best known of all pericyclic reactions, the
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Diels-Alder reaction, and we have contrasted it with the rarely observed [2 + 2]
cycloaddition. There are many more pericyclic reactions than these. Thus
thermal [nds + mds] cycloadditions are unknown, but several [n6s + mds]

and [#8s + n2s] are known. Here is an example of each:120-121
[n8s + m2s]
X _COMe
A~
X N\cone }\Icone
NCO,Me
[nbs + nds]

In Fig. 4-5, we can see how this pattern of reactivity is explained, using frontier
orbitals. The same answer would have been obtained by taking the other pairs
of frontier orbitals (in the [6 + 4] and [8 + 2] cases; in the [4 + 4] case there

[rds + nds]
HOMO of butadiene

antibonding

LUMO of butadiene

[m6s + mds]
HOMO of hexatriene

LUMO of butadiene

[n8s + n2s)

HOMO of octatetraene

LUMO of ethylene

Fig. 4-5 Frontier orbitals for [nds + nds], [n6s + nds] and [#8s + n2s]
cycloadditions
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(a) [#2s + n2s] e %
LUMO of an allyl cation
Frontier orbitals: R antibonding
f % HOMO of an olefin
There are no known examples of a pericyclic reaction of an allyl cation with an olefin.
(b) [nds + n2s] 0 o
A A HOMO of an aliyl anion

7

Frontier orbitals: .
Y, LUMO of an olefin

0 &
An example:'??
Ph Ph " H Ph
+
Ph‘<‘::" Ph (/ L| —>Ph~<j/ = Phlg
base M, ,,%,
_ﬁﬂ <4 Ph /s Ph
(c) [nds + n2s] 0 o
& 0 LUMO of an allyi cation
Frontier orbitals: - RS
f g Q) g HOMO of a diene
O @&

(d) [nds + n2s] o
@ () g LUMOofa pentadienyl cation
5
Frontier orbitals: .-\ s
VY, HOMO of an olefin
6 &
An example :*2*

O
heat ‘
.

9
© Lnds o] Q & © LUMO of a pentadienyl cation
. . .
Frontier orbitals. e antibonding
; ; f X HOMO of a diene

There are no known examples of a pericyclic reaction of a pentadienyl cation with a diene.

Fig. 4-6 Ionic cycloadditions
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is no other pair to take), as you can easily check for yourself. This is so generally
true, that only one pair of frontier orbitals will be drawn from now on.

We are not restricted to the reactions of neutral molecules. Allyl anions can
react with olefins, allyl cations with dienes, and pentadienyl cations with olefins,
as we can see from the examples in Fig. 4-6, in which we can also see why the
reactions of allyl cations with olefins, of allyl anions with dienes, and of penta-
dienyl cations with dienes are not observed.

The reaction of ozone (126) with olefins, and the reaction of diazomethane
(127) with methyl acrylate (128), are examples of a very large class of reactions,

O o
SO -

O
(126 © 9 .
fnunw:j— g H
& N

(127) CH,=N=N N
N
T CO,Me CO,Me
(128)

known as 1,3-dipolar cycloadditions.'?®> The ozone and the diazomethane are
the 1,3-dipoles, and their frontier orbitals resemble those of the allyl anion.
Again, we can quickly see from Fig. 4-7 that these reactions are allowed. The
only complication here is that the LUMOs of linear dipoles like diazomethane
have a node through one of the terminal atoms. This orbital is shown on the
right of Fig. 4-7; we have to ignore it and use the next lowest unoccupied orbital
(NLUMO) instead.

HOMO

. P With a node on carbon,
> this orbital cannot

o O HOMO participate in 1,3-

% % dipolar cycloadditions.

Fig. 4-7 Frontier orbitals for 1,3-dipolar cycloadditions
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All the reactions we have looked at so far involve only the geometrically easy,
and hence commonly observed, suprafacial processes. If we restrict ourselves
to all-suprafacial processes, we may note that the allowed reactions involve an
aromatic (4n + 2) number of electrons, and the forbidden reactions an anti-
aromatic (4n) number of electrons. (The number of electrons involved is easily
counted; it is twice the number of curly arrows.) This is the simplest version of
the Woodward-Hoffmann rules; it was first pointed out by Evans!?° in 1939
and recalled many years later by Dewar.!2”

Moving on to reactions in which antarafacial processes occur, we find that if
we incorporate one antarafacial process, and keep the other suprafacial, then
those reactions in which a total of 4n electrons are involved become allowed, and
those in which a total of (4n + 2) electrons are involved become forbidden. To
take just one of the relatively small number of reactions in this class, we can
consider the remarkable reaction of heptafulvalene (129) with tetracyano-
ethylene (130).'?® This reaction is a [14 + 2] cycloaddition; in other words,

(129)

NC\\W /CN
(130) >:<
NC

CN

itinvolves a total of sixteen electrons, and sixteen is a 4n number. To be allowed,
a [14 + 2] cycloaddition (Fig. 4-8) must have one of the components undergo
reaction in an antarafacial manner. In the product (131), one of the new bonds
(shown on the left and numbered 1 on the drawing) has been made to the upper
surface of the conjugated system of the heptafulvalene, and the other new bond
(on the right, numbered 2) to the lower surface. Thus we see that the hepta-
fulvalene has undergone an antarafacial process, as required by the rules.
For geometrical reasons, antarafacial processes are much less common than
suprafacial ones; reactions like this one are rare, but the very striking stereo-
chemical features of such reactions demonstrate, in the most convincing way,
the power of orbital symmetry to control chemical reactivity.

HOMO of a tetradecaheptaene

LUMO of an olefin

Fig. 4-8 Frontier orbitals for a [n14a + n2s] cycloaddition
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Formulated in the most general way, the Woodward-Hoffmann rule for
thermal pericyclic reactions states:

A ground-state pericyclic change is symmetry-allowed when the total number
of (49 + 2)s and (4r), components is odd.

All the cycloadditions we have examined obey this rule. Thus, to take a single
example, the last reaction is a [nl4a + n2s] process. It has one (4q + 2),
process (the only suprafacial process is a 2-electron one, and 2 is a 4q + 2
number) and it has no (4r), processes (the only antarafacial process involves
14 electrons, and 14 is not a 4r number). The total of (4q + 2), and (4r), pro-
cesses is thus one, and one is an odd number.

This rule is almost always obeyed, and we shall find that the signs of the
coefficients of the frontier orbitals regularly account for it. Frontier orbital
theory is not the only way to explain the patterns of reactivity covered by the
Woodward-Hoffmann rules, but it is one of the easiest.

4.1.2 Other Pericyclic Reactions

So far, cycloadditions have been our only examples of pericyclic reactions.
There are several other classes of pericyclic reactions, of which the most notable
are cheletropic reactions, sigmatropic rearrangements and electrocyclic re-
actions. In essence, frontier orbital theory treats each of them as a cycloaddition
reaction.

4.1.2.1 Cheletropic Reactions. Cheletropic reactions are really a sub-class of
cycloadditions. The only difference is that, on one of the components, both
new bonds are being made to the same atom. The best-known reaction of this
type is the general reaction of a carbene (133) with an olefin. At first sight, this

o — >

(132) (133

reaction appears to be disobedient to the Woodward-Hoffmann rules. If the
carbene approaches the olefin in a straight line, the HOMO/LUMO inter-
actions (Fig. 4-9a) are clearly antibonding, whichever way round we take them.
Nevertheless, the reaction is common. The explanation for this anomaly is
that the carbene probably does not approach in a linear manner, but that
overlap begins to develop at a stage when the carbene is sideways-on to the olefin.
If the carbene approaches this way, it is clear (Fig. 4-9b) that the initial inter-
actions are bonding, and all that is required is that the electrons reorganize
themselves into the new bonds as the carbene moves into place. As it does so,
the plane containing the bonds to the two substituents moves from being
parallel to the C—C bond of the olefin to being at right angles to it.
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antibonding

I‘_r’-rrr - ““““\I\
(€

antibonding

A

LUMO

\“\\\\\\

W
=

L

LUMO HOMO HOMO LUMO

(b) The non-linear approach of a carbene to an olefin

Fig. 49 Two possible approaches of a carbene to an olefin
Another cheletropic reaction is the addition of sulphur dioxide under pressure

to the hexa-2,4-dienes (134 and 136) to give the dihydrothiophen dioxides (135
and 137 respectively).'?® These reactions are easily reversible simply by heating

Me Me
R Z
+80, == | $0, +80, — || so,
N Y X {
Ede TVIC
(134) (135) (136) (137)

the dioxides (135 and 137). The frontier orbital interactions for the forward
reaction (Fig. 4-10) show that the simple linear approach is allowed, and we
do not need any special explanation. Because of the presence of the methyl
groups, we can actually see that the process taking place on the dienes is supra-
facial, as it ought to be; we cannot, of course, prove that the sulphur dioxide
adopted the linear approach. We should note here that, since the forward

HOMO

Fig. 4-10 Frontier orbitals for the reaction of sulphur dioxide with a diene
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reaction and the back reaction take the same path, the explanation using
frontier orbitals as in Fig. 4-10 could have been used to show that the back
reaction is allowed. This is easier than trying to deal with the back reaction
jtself.

We can apply this technique to another cheletropic reaction—the extrusion
of sulphur dioxide from the sulphones (138 and 140). 130 In this case, the reaction

SOz E—— 802 + SOZ — SOz +
\ L \ ,@ L
%

(138) (139) (140) (141)

of sulphur dioxide with the trienes (139 and 141) does not take the reverse path,
but finds something else to do instead. Nevertheless, we can use the reverse
pathway to look at the frontier orbitals, and our conclusions will apply to the
extrusion reaction. Two pathways for the reverse reaction are favourable, as
we can see from the frontier orbitals in Fig. 4-11. One (a) is suprafacial on the

(140)

(a) Non-linear and suprafacial on the triene

(138)

(b) Linear and antarafacial on the triene

Fig. 4-11 Two possible allowed pathways for the cycloaddition of a sulphur
dioxide to a triene
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triene and would require non-linear approach of the sulphur dioxide; the other
(b) is antaraficial on the triene and requires a linear approach of the sulphur
dioxide. The stereochemistry of the products (139 and 141) show that the latter
is favoured, though once again we cannot prove that the sulphur dioxide is
actually adopting the linear approach.

4.1.2.2 Sigmatropic Rearrangements. Sigmatropic rearrangements are those
reactions in which a o-bond (in other words a substituent) moves across a
conjugated system to a new site. For example, a carbon-hydrogen bond may
move across a diene (142 == 143). It is known!?! that the rearrangement is a

H H
A
(142) (143)

suprafacial one: the o-bond is made and broken on the same side of the conju-
gated system (144 = 145). This reaction can be treated as a cycloaddition of

H

N
oW

Me D Me
Et

(144) (145)

the C—H o¢-bond to the n-orbitals of the diene system, as shown by the dotted
lines in Fig. 4-12. Here we see that the interaction of the HOMO of the ¢-bond
and the LUMO of the diene is bonding if the hydrogen shifts from the top
surface to the top surface, as it is known to do. This kind of shift is called
suprafacial, by analogy with the suprafacial processes we have seen earlier, and
the reaction is called a [1,5] sigmatropic rearrangement.

Fig. 4-12 Frontier orbitals for suprafacial [1,5] sigmatropic rearrangement
of hydrogen
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One of the best-known examples of this type of reaction is the rearrangement 132

of monosubstituted cyclopentadienes (146 == 147 = 148); this rearrangement

H
o N

(146) (147) (148)

is so fast that it takes place at an appreciable rate at room temperature, pre-
sumably because the hydrogen atom is moving to a carbon atom held per-
manently close to it.

If we replace the diene component by a simple n-bond, we can see in Fig. 4-13
that the frontier orbitals will favour a rearrangement in which the hydrogen

Fig. 4-13 Frontier orbitals for antarafacial [1,3] sigmatropic rearrangement
of hydrogen. The reaction is not observed

atom leaves the upper surface and moves to the lower surface. Such a shift
would be called antarafacial, and the reaction a [1,3] sigmatropic rearrange-
ment. Such rearrangements are virtually unknown!?? in thermal reactions;
although they are allowed, there is obviously little hope of maintaining the
overlap marked 1 on Fig. 4-13 at the same time as developing the overlap
marked 2. To increase one would diminish the other. As with [n2a + n2s]
cycloadditions, the geometrical requirement prevents the allowed reaction, and
the orbital symmetry frustrates the geometrically easy [1,3] suprafacial shift.

> _-CaHo V4 \
) u c
| f - Ho
o N\

(149)

If we have a longer conjugated system, as in the triene (149), then a [1,7]
shift takes place on heating.'** In Fig. 4-14 we can see that this is favoured only
if the hydrogen leaves the top surface and arrives on the lower surface, in other
words, in an antarafacial manner. Unlike the case of the [1,3] shift, there is a
helical shape, shown in the figure, in which continuous overlap can be main-
tained. The known examples of this kind of reaction take place in open-chain
trienes, in which helical geometry, like that shown, is possible. There is no proof
that the shift is in fact antarafacial, but it is known that in cyclic trienes, like the



100

Fig. 4-14 Frontier orbitals for the [1,7] antarafacial shift of hydrogen in a
triene

cycloheptatriene (150), a [1,7] sigmatropic rearrangement does not take place
(at temperatures above 150° a [1,5] sigmatropic rearrangement of the hydrogen
atom occurs,'*® presumably suprafacially). In this triene, a helical transition
state is impossible; furthermore, if a suprafacial [1,7] shift were to be allowed,
it ought, by analogy with cyclopentadiene (146), to be especially easy in this
compound. Thus the observation that [1,7] shifts occur only in open-chain
trienes strongly suggests that they are indeed antarafacial. The frontier orbital

interactions, as we have seen, account for this.
H

q H

5 o
Me 4—-1-0— Me —o6— Me
[1,5] [1.,7]

(150)

Hydrogen is not the only group which can migrate, and there are therefore
many other kinds of sigmatropic rearrangement. As usual, those involving a
total of (4n + 2) electrons are allowed in the all-suprafacial mode, and these
are the common reactions. Here are some examples. 136142

Ph Ph Ph
——
[3.3]
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N B
o [.4]
N~ N O
g |
O——"~Ph OCH,Ph
AN
H OH +
H+
—_— ——- e
[3.4}
P

In all these reactions, frontier orbital considerations explain the observations.
Let us take one of them, the [3,3] sigmatropic rearrangement (151 — 152)
known as the Cope rearrangement. As usual we simplify the reaction to the
minimum (153 — 154), and the problem is to identify the ‘components’ with

2
i ES =
L ™7
>

(153) (154)

which to set up the frontier orbitals. This example serves to illustrate the wide
latitude we can allow ourselves. One way is to take the n-bond between C-2
and C-3 as the 2-electron component, and the 6-bond and the other n-bond as
a ‘conjugated’ 4-electron component. Looked at in this way, the reaction is a
[4 + 2] cycloaddition. Although the 4-electron component is made up of one
o-bond and one n-bond, the nodal properties of its orbitals, which is all we are
concerned with at the moment, will closely resemble those of butadiene. Thus
the HOMO of this conjugated system will, like i, of butadiene, have one node.
This is the orbital shown on Fig. 4-15. We can now see that the new bonds are
formed where bonding interactions exist between this orbital and the comple-
mentary frontier orbital, the LUMO of the 2-electron component.
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Frontier orbitals for a Cope rearrangement

Sigmatropic rearrangements involving a total of 4n electrons are much less
common—one of the components must undergo an antarafacial process, and
the geometrical requirements for this are often, though not always, severe,
Here are some examples, 143143

In all these reactions too, frontier orbitals explain the stereochemistry
observed. The remarkable stercospecific [1,3] rearrangement (155 — 156),
discovered by Berson,'*? is the example we shall examine. As in the case of
hydrogen migration (Fig. 4-13), the alkyl group is formally allowed to migrate
antarafacially across the n-bond (Fig. 4-16a), but, as usual, this is geometrically
impossible. The alternative allowed pathway is for the carbon atom (marked *
in Fig. 4-16b) to undergo inversion of configuration as it migrates suprafacially
across the n-bond. When we were dealing with [ 1, 3] shifts of hydrogen (p. 99),
this possibility did not arise: the p orbitals of hydrogen are much too high in
energy to be involved, and p orbitals are needed for ‘inversion of configuration’
to take place at a migrating centre. As we can see from the substituents on the
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allowed but |

not observed /

2O(7) momo H'H OAc
) f H
\—A configuration

( 155) retained

Fig. 4-16a Frontier orbitals for a [1,3] antarafacial shift with retention of
configuration

allowed and

observed

HOMO
' \_/ configuration ,_/
) invert=d
(155) (156)
Fig. 4-16b Frontier orbitals for a [1,3] suprafacial shift with inversion of
configuration

migrating carbon, inversion of configuration has taken place, and the reaction
is evidently concerted, in spite of the improbable-looking overlap which must
develop between the lobes on C-1" and C-3.

4.1.2.3 Electrocyclic Reactions. Electrocyclic reactions are those pericyclic
reactions in which a ring is formed (or opened). Thus, cyclobutene (157), on
heating, gives butadiene (158), and hexatriene (159) gives cyclohexadiene (160).

= O
x &%

157 (158) (159) (160)

Once again, we can most easily treat these reactions as though they were cyclo-
additions. It is generally most convenient to look at them in the direction of the
ring-opening reaction, no matter in which direction the reaction actually goes
(see p. 97).

Thus the opening of cyclobutene to butadiene is, in a sense, the cycloaddition
of the ¢-bond to the 7-bond (Fig. 4-17). The HOMO and the LUMO are then
smoothly connected, with a suprafacial component on the n-bond and an
antarafacial component on the o-bond. It is therefore a [n2s + o2a] reaction
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conrotatory

(162)

Fig. 4-17 Theelectrocyclic ring-opening of cyclobutene seen asa cycloaddition
of a g-bond to a n-bond

and, as such, fits the Woodward-Hoffmann rule (p. 95). The developing overlap
shown by the dashed lines implies that the substituents A on the cyclobutene
(161) should move in the same direction as each other, as the reaction proceeds,
and that the product should be the diene (162). This kind of movement is called
conrotatory, and it is exactly what is observed in the opening of substituted
cyclobutenes: the dimethyl cyclobutenes (163 and 165) give the butadienes
(164 and 166 respectively).14¢

%H conrotatory = J%H conrotatory
—_——
(163) (164) (165) (166)

If we treat the cyclohexadiene = hexatriene reaction (159 = 160) in the
same way (Fig. 4-18), we discover that the stereochemical outcome is different:
In order to fit the rule on p. 95, both components must undergo suprafacial

disrotatory

Fig. 4-18 The electrocyclic ring-opening of cyclohexa-1,3-diene

processes, and the frontier orbitals show that such a reaction is favourable. As
the overlap shown by the dashed lines develops, the substituents A on the cyclo-
hexadiene (167) should move in opposite directions, away from each other, to
give the triene (168); this kind of movement is called disrotatory. Except that



105
the reaction takes place in the other direction, this is exactly what is observed:

the trienes (169 and 171) give the cyclohexadienes (170 and 172 respectively

) 147
H
disrota tory T ’ disroratory Wiy
be
oy - Yty H
(169) (170)

7 (172)
Here are several more electrocyclic reactions, each of which can be similarly

ined: 148-152
expla /7 N\
conrotatory
8¢
N/

\\\\\‘H
conrota!ory
\\\\\\\\H
i / dtsratarory :

CO,Me

CO.M
S

conrotarory ArN

4e -
CO,Me
CO,Me
conrotatory " /
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de
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The Woodward-Hoffmann rules are remarkably well obeyed. This is the
most important feature of pericyclic reactions, but frontier orbital theory is
only one way of explaining them. The method of correlating orbitals in relation
to those symmetry elements preserved throughout the reaction'®® is much
more satisfying, and teachers and students of organic chemistry are apt to feel
that the HOMO/LUMO approach is supererogatory.!! We now move on to the
finer points of pericyclic reactivity and selectivity, for which frontier orbital
theory, far from being supererogatory, is an indispensible addition to the
organic chemist’s armoury of rationalizations.

The treatment of the Woodward-Hoffmann rules in this book is relatively
short, partly because they can be explained in other ways, and partly because
they have been well treated in a number of other places. The treatment of the
finer points is relatively long, but we should not lose sight of the fact that the
Woodward-Hoffmann rules, and the chemistry associated with them, are much
more important than what follows.

4.1.3 Secondary, Stereochemical Effects

Another question posed in Chapter 1 was: Why does the Diels-Alder reaction
give endo adducts? Whereas the Woodward-Hoffmann rules have been ex-
plained in several (related'**) ways, the frontier orbital method is virtually the
only one to have been used to account for secondary effects like this.'>?

The experimental observation is that maleic anhydride and cyclopentadiene
give the endo adduct (174) faster than they give the exo adduct (176), even
though the latter is thermodynamically the more stable. This is a general
observation; the transition state for most Diels-Alder reactions must be like
173 rather than like 175. In order to account for this, we examine the interaction
of those parts of the frontier orbitals which are not directly involved in forming
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new bonds. If we change the ethylene of Fig. 4-1 to maleic anhydride and the
butadiene of Fig. 4-1 to cyclopentadiene, we get Fig. 4-19. The dashed lines
are the primary interactions we saw before—they represent the sites of the new
bonds. We can now see that the dotted lines identify further bonding interactions.
Although this overlap does not lead directly to new bonds, it does lower the
energy of the transition state relative to that of the exo transition state (175),
where these interactions are absent; hence the endo adduct is the one obtained
under kinetically controlled conditions.

An interesting stereochemical feature of the Cope rearrangement (177 — 178)
can be explained similarly. It is known’ 56 that a chair-like transition state (177)
is preferred to a boat-like one (179). If we look at the frontier orbitals of
Fig. 4-20b, we see that there is an antibonding interaction between the lobes

HOMO

Fig. 4-19 Secondary overlap of the frontier orbitals of Diels-Alder reactions.
The dotted lines show the bonding overlap which stabilizes the/endo transition
state



108

(a) Chair-like transition state (177) (b) Boat-like transition state (179)

Fig. 4-20 Frontier orbitals and secondary interactions in the Cope rearrange-
ment

on C-2 and C-2'. In the chair-like shape (Fig. 4-20a), these orbitals are too far
apart to interact, and this shape is consequently the preferred one.

The cycloaddition of cyclopentadiene and tropone (p. 91) gives the exo-
adduct (181) rather than the endo-adduct (182), because the secondary inter-

actions (Fig. 4-21b, wavy line) of the frontier orbitals are antibonding.
0

(a) Exo transition state (b) Endo transition state
Fig. 4-21 Frontier orbitals and secondary interactions for the cycloaddition of
tropone to cyclopentadiene
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< J— @
(183)  (184)

There is some evidence!” that the cycloaddition of the allyl cation (183) to
cyclopentadiene (184) takes place with a transition state like 186 rather than 185.
This 1s clearly in agreement with a frontier orbital analysis, provided that we
look at the HOMO of the allyl cation and the LUMO of the diene.

LUMO

(185) (186)
Finally the stereochemistry of a 1,3-dipolar cycloaddition (187 + 188 —» 189)

has been explained!*® by the favourable overlap of the frontier orbitals in the
transition state (Fig. 4-22) leading to it.

M H
+/ COZ € /0 = COgMe
MeO—N + I — MeON
—~H

\—cone MeO,C S\ CO,Me
(187)

HOMO

LUMO

Fig. 422 Secondary interaction in a 1,3-dipolar cycloaddition
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4.2 The Rates of Cycloaddition Reactions

In discussing the Woodward-Hoffmann rules, we were indifferent as to which
of the two components of a cycloaddition would provide the HOMO and which
the LUMO. The two pairs of frontier orbitals bear a complementary relation-
ship to each other; they both invariably give the same answer, and we could
safely make an arbitrary choice. To explain the effects of substituents on the
rates of Diels-Alder reactions, however, we need to know which is the more

—— LUMO
Energy - S —
— LUMO
LUMO — LUMO —, LUMO ——

—— LUMO

2L wowo
HOMO % HOMO % HOMO ‘T’,lL
‘H‘ HOMO

‘%..
o C CrF

(a) A dienophile with (b) A dienophile with (c) A dienophile with
a low-energy LUMO neither a low-energy a high-energy HOMO
LUMO nor a high
energy HOMO

Fig. 423 Frontier orbital interactions for Diels-Alder reactions

important pair of frontier orbitals to take.!12:113 Thus, in a situation like that
shown in Fig. 4-23a, we see a small energy-separation for the HOMO of
butadiene and the LUMO of the dienophile, and a large one for the LUMO of
butadiene and the HOMO of the dienophile. From the discussion in the last
chapter, it is obvious that the former interaction is the one to concentrate on.
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The smaller the energy-gap is in any particular case, the faster the reaction ought
to be, because two medium-sized interactions (Fig. 4-23b) are not as effective
at lowering the transition-state energy as a strong and a weak one. (This may
not be immediately obvious, but it follows from the fact that the energy-
separation, E, — E, is in the denominator of equation 2-7.) Therefore, the rate
of a Diels-Alder reaction like that shown in Fig. 4-23b wiil be slower than the
rate of a Diels-Alder reaction like that shown in Fig. 4-23a.

This explains why maleic anhydride (191a) reacts with butadiene 190) so
much faster than ethylene (191b) reacts with butadiene: the LUMO of maleic
anhydride is much lower in energy than that of ethylene, and we are in the
situation shown in Fig. 4-23a. We shall see later in this chapter why an electron-
withdrawing substituent (Z-) lowers the energy of the LUMO of the dienophile.

R R
=
- - X
A R R

(190) (191)

—CO—0—CO—; 100, yield in 24k at 20° 13
H; 78% yield in 17h at 165° and 900 atmospheres'>°®

a R
b R

In principle, it ought to be possible to increase the rate of a Diels-Alder
reaction by adding electron-donating (X-) groups to the dienophile; these
raise the energy of the HOMO, as we shall see later in the chapter, and we might
expect to approach the situation in Fig. 4-23c. In practice, this does not often
happen with butadiene itself; the separation in energy between the LUMO of
butadiene and the HOMO of a dienophile with electron-donating substituents
is never small enough for this frontier orbital interaction to be the major one.
However, we can have a situation resembling that shown in Fig. 4-23c, by
changing the diene from butadiene to one with a lower-energy LUMO. In
Fig. 4-24, the energy levels of the frontier orbitals of the three dienophiles
are the same as in Fig. 4-23, but the HOMO and the LUMO of the hypothetical
diene have been set much lower in energy than those of butadiene. With such
a diene, the interaction between the HOMO of the dienophiles and the LUMO
of the diene will be greater than the other interaction for all three dienophiles.
When this situation obtains, a dienophile with an electron-donating substituent
will react faster than one with an electron-withdrawing substituent. This has
been observed a few times and is usually described as a Diels-Alder reaction
going with ‘reverse electron demand’.!¢°

For example, the “diene’ (192) reacts faster with ketene acetal (193a,
R = R’ = OEt), an electron-rich dienophile, than with acrylonitrile (193c,
R = CN, R’ = H), an electron-deficient dienophile.'®' Since allyl alcohol
(193b, R = CH,0OH, R’ = H) probably has HOMO and LUMO energies
very close to those of ethylene itself, and since it reacts at an intermediate rate,
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— LUMO

—— LUMO
LUMO —, LUMO — LUMO ——

—H- HOMO
HOMO % HOMO H— HOMO —H—

(a) A diene with Z (b) A diene with (¢) A diene with
a low-energy r a low-energy a low-energy " f(
HOMOand [ * || HOMO and ” HOMO and
LUMO LUMO LUMO

Fig. 4-24 Frontier orbitals for the Diels-Alder reactions of a diene with a
lower-energy HOMO and LUMO

R R’

R !

AN R 7

+ — |
S AN N
(192) (193) (194)

a R =R = OFEt; 75% reaction in 4 min at 25°
b R = CH,0OH, R’ = H; 75% reaction in 275 min at 100°
¢ R=CN,R = H: 75%, reaction in 1080 min at 100°

this particular diene (192) probably has frontier orbitals with energies very like
those for the hypothetical diene in Fig. 4-24.

We can also create many intermediate situations by adjusting the energies
of the HOMO and LUMO of both the diene and the dienophile. For example,
Konovalov'®? has found one diene (195) which in its reactions with substituted
styrenes falls nicely into a pattern exactly like that of Fig. 4-23. The energies of
the HOMO and LUMO of this diene are evidently so placed, with respect to
those of the styrenes, that Fig. 4-23b describes the situation when R (in 196) is
H, Fig. 4-23a the situation when R is an electron-withdrawing substituent, and
Fig. 4-23c the situation when R is an electron-donating substituent; for he
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Ph

Ph Ph
Ph
a —
Ph R Ph
Ph Ph R
(195)
(196)
R: p-NMe, p-OMe H p-Cl m-NO, p-NO,
ky(x 10%mol=1s™1): 338 102 73 78 79 88
_electron- electron-
N donating withdrawing -

observed that the reaction was slowest for the unsubstituted styrene, and faster
when either Z- or X-substituents were present.

Sustmann!®? has collected data for a wide range of Diels-Alder reactions of
normal electron demand. Using the electron affinities of the dienophiles and
the ionization potential of the dienes, he estimated the separation in energy
between the LUMO of the dienophile and the HOMO of the diene and plotted
this against the log of the rate constant (Fig. 4-25). The highest rates were found

OMe

log

Ervmo—Enomo —

Fig. 4-25 Correlation between the energy separation of the frontier orbitals
and the rates of Diels-Alder reactions

for the reactions having the smallest energy gap. The points fitting least well
on the graph are for cyclopentadiene (circles, too fast) and cycloheptatriene
(square, too slow).

Sustmann!®* has also collected data for 1,3-dipolar cycloadditions. Phenyl
azide (197) reacts fast with electron-poor and with electron-rich olefins, but
slowly with a simple olefin. A plot of the rate constant against the energy of the
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EHOMO {dipolarophile) -

Fig. 426 Correlation between the energy of the HOMO of a range of di-

polarophiles and the rates of their reaction with phenyl azide. The plot works

on the left of the figure because a low-energy HOMO usually goes with a
low-energy LUMO

HOMO of a wide variety of olefins gave a U-shaped curve (Fig. 4-26). Clearly
a single reagent, phenyl azide, has spanned the whole range of Fig. 4-23.

4.3 Estimating the Energies and Coefficients of the Frontier Orbitals of
Dienes and Dienophiles

In the last section, we saw how a low-energy LUMO in a Z-substituted olefin
and a high-energy HOMO in an X-substituted olefin led to higher reactivity
(with appropriate partners) in each case. We must now rationalize this claim.
We want to work out how the energies of the HOMO and LUMO of ethylene
are affected by adding electron-withdrawing and electron-donating substituents,
and, for dienes, we want to work out how the same substituents affect the
HOMO and LUMO of butadiene. This can, of course, be done properly, with
the aid of a computer, some fairly simple mathematics and a good many
assumptions and approximations. Alternatively, in some cases, the information
is available from an experimental measurement, such as PES or ESR provides.
But these aids are not always to hand. Furthermore, neither a computer
programme nor the simple mathematics makes immediate chemical sense to
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everyone, and an experimental measurement still needs an explanation. The
discussion in the following pages shows that we can work out the effects of
substituents in an easy, non-mathematical way. Although the procedure used
is legitimate (and works), it is perhaps worth bearing in mind that it does not
find much favour with theoreticians, nor does it resemble the method used in
proper calculations.

4.3.1 The Energies of the Frontier Orbitals

4.3.1.1 C-Substituted Olefins. First let us consider the effect of merely adding
conjugation (C-), as we do in going from ethylene to butadiene. This is easy,
pecause we know how the molecular orbitals of butadiene lie in relation to
those of ethylene (Fig. 2-12): the HOMO is raised in energy and the LUMO

Jowered.

4.3.1.2 Z-Substituted Olefins. Now let us consider adding an electron-
withdrawing group, such as a carbonyl group, to ethylene. If we ignore the
fact that one of the atoms is an oxygen atom and not a carbon atom, we shall
simply have the orbitals of butadiene. But obviously we cannot ignore the
oxygen atom. One way to take it into consideration is to regard the carbonyl
group as a kind of carbonium ion, highly stabilized by an oxyanion substituent
(199). Normalty we do not draw it this way, because such good stabilization is
better expressed by drawing the molecule (as in 198) with a full n-bond between

O O
H
N
(198) (199)

the oxygen atom and the carbon atom. The truth is somewhere in between,
and organic chemists have usually to make a mental reservation about the
meaning of such a drawing as 198. We make the mental reservation that the
butadiene-like system, implied by the drawing of a localized structure (198),
is only one extreme approximation of the true orbital picture for acrolein. The
other extreme approximation is an allyl cation, substituted by a non-interacting
oxy-anion, as implied by the localized drawing (199). The molecular orbitals
for these two extremes are shown in Fig. 4-27, and the true orbital picture is
shown in between. We can expect the true structure to be more like the butadiene
system than the allyl cation system (for the same reason that we prefer to draw
it as 198 rather than 199). What we immediately learn from Fig. 4-27 is that the
effect of mixing in some allyl cation like nature to the butadiene orbitals is to
lower both the HOMO and the LUMO, relative to the HOMO and LUMO of
butadiene. Also, because it is butadiene-like, the HOMO and the LUMO
will be closer in energy than they are in ethylene. What we have done is to
superimpose the orbitals of an allyl cation on those of butadiene, and, with
suitable weighting, to add the two together.
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LUMO » cation
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AH- HOMO |

butadiene I 7z T
o ”/
acrolein “‘% —Q~ oxyanion

H

Fig. 4-27 The orbitals of acrolein seen as a weighted sum of the orbitals of

butadiene and a hypothetical oxyanion-substituted allyl cation. For the energies

of the orbitals of the allyl cation relative to those of butadiene, see Figs. 2-12
and 2-14 and the discussion in Chapter 2

4.3.1.3 X-Substituted Olefins. In an X-substituted olefin like methyl vinyl ether
(200), we have a lone pair of electrons brought into conjugation with the double
bond. Our model, therefore, will be the allyl anion (201), just as the benzyl

rb'Me ) (X (

(200) (201)
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anion was a model for an X-substituted benzene in Chapter 3. The molecular
orbitals of the allyl anion are the same (Fig. 4-28) as those of the allyl cation,
except that ¢, is now the HOMO and y;* is the LUMO. In other words, both
the HOMO and the LUMO of an allyl anion, and, hence, of an X-substituted
olefin, are raised in energy relative to the HOMO and LUMO of ethylene.

¥s?,. LUMO

LUMO

ethylene allyl anion p-orbital

Fig. 4-28 Energies of the molecular orbitals of the allyl anion

We can summarize these trends in Fig. 4-29, which gives the relative energies
of the three types of substituted ethylenes. The numbers given for the energies
in Fig. 4-29 are experimentally derived ; they were chosen by Houk*® as repre-
sentative of each kind of olefin. The HOMO-energies were measured by PES,
and the LUMO-energies were estimated from electron affinities, charge transfer
Spectra, polarographic reduction potentials and n—n* absorption spectra. The
trends in these experimentally derived energies agree very well with our simple-
minded deductions.

4.3.1.4 Dienes with Substituents at C-1. We can make the same qualitative
approach to dienes as we have just made to olefins. The result (Fig. 4-30) is
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E (eV) X
) c 3-0 f
1-5 7z LUMO

—10:9

T c X
—9-1 ( z =90 W HOMO
=13 r

Fig. 4-29 Energies of the frontier orbitals of dienophiles. C = vinyl or

phenyl; Z = CHO, CN, NO, etc.; X = MeO, Me;N, Me, etc. The energies

(in eV) are typical values for each class of dienophile. (1 eV = 23 kcal =
96-5 kJ)

very similar: conjugation raises the HOMO and lowers the LUMO, electron-
withdrawing substituents lower both the‘HOMO and the LUMO, and electron-
donating substituents raise both the HOMO and the LUMO.

E (eV)
A
LUMO

I “ \
| | HOMO
—8-2 l —8:5
—2-1 | -9-5 | |

Fig. 4-30 Energies of the frontier orbitals of 1-substituted dienes. The energies
are typical values for each class of diene

4.3.1.5 Dienes with Substituents at C-2. For dienes with substituents at C-2,
the same arguments are used and similar results obtained (Fig. 4-31). The
difference is that the C-, Z- and X-substituents are now attached to the carbon
atom of the diene which has the smaller coefficient in the HOMO and the LUMO
(see p. 17). The effect is that the energies are shifted in the same direction,
but to a lesser extent. The HOMO and LUMO are brought closer in energy by
extra conjugation, the HOMO and LUMO are lowered by a Z-substituent, and
the HOMO and LUMO are raised by an X-substituent; but none of these
effects is as large as it is in a 1-substituted diene.
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Fig. 4-31 Energies of the frontier orbitals of 2-substituted dienes.
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We are now in a position to see (Fig. 4-32a) thata normal Diels-Alder reaction
is dominated by the interaction of the HOMO of the diene (at —91 eV) and
the LUMO of the dienophile (at 0 eV). The difference in energy is 9-1 eV,
whereas the difference in energy of the LUMO of the diene (at 1-0 eV) and the
HOMO of the dienophile (at — 109 eV)is 11-9eV. For reverse electron demand,
a Z-substituted diene has its LUMO at —0-5¢V and an X-substituted dienophile
has its HOMO at —9-0 eV, giving a separation of 85 eV. The other way round
gives a separation of 12-5 eV; so the important interaction in this case (Fig.
4-32b) is indeed HOMO (dienophile)/LUMO (diene).

/ -
T P A4

8-5e¥

=91 ] , =9 =9:0 f

—10-9 m

(a) Normal Diels-Alder reactions (b) Diels-Alder reactions with reverse
electron demand

Fig. 4-32

11-9eV
91eV
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We can also, now, see rather clearly what makes a good dienophile in normal
Diels-Alder reactions: the most important factor is a low-lying LUMO. Thus,
the more electron-withdrawing groups we have on the double bond, the lower
the energy of the LUMO, the smaller the separation of the HOMO(diene) and
the LUMO(dienophile), and hence the faster the reaction. Tetracyanoethylene
1s a very good dienophile.

In summary:

C-

Extra conjugation raises the energy of the HOMQO
lowers the energy of the LUMQO

Z-

An electron-withdrawing group lowers the energy of the HOMOQO

N lowers the energy of the LUMO

X.

An electron-donating group  raises the energy of the HOMO
raises the energy of the LUMO

Another way of producing a low-lying LUMO is to have an oxygen or
nitrogen atom in the n-bond. Because p orbitals on these atoms lie so much
lower in energy than those on carbon, the = molecular orbital that they make
will inevitably have low-energy HOMOs and LUMOs, as we can see from
Fig. 4-33. This is what happens with O=0 and —N=N— double bonds,

, LUMO of C=C
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Fig. 4-33 Formation of n-bonds between carbon atoms compared with the
formation of n-bonds between heteroatoms
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which is one reason why singlet oxygen and azadienophiles like 202 are such
good dienophiles.'®?

(202)

4.3.2 The Coefficients of the Frontier Orbitals

In discussing pericyclic reactions so far, we have only been looking at the
denominator of the third term of equation 2-7. However, the coefficients of the
atomic orbitals also play their part. They particularly influence the regio-
selectivity, the site-selectivity and the periselectivity of cycloaddition reactions.
The former term refers to the orientation of a cycloaddition: for example,
methoxybutadiene (204) gives'®® the ‘ortho’ adduct (206) rather than the
‘meta’ adduct (203) with acrolein (205). Site-selectivity and periselectivity,

SURIE AN o

(203) (204) (205) (206)

which are related terms, we shall define and deal with later (pp. 165 and 173). In
summary, the explanation for regioselectivity is that if we look at the co-
efficients of the atomic orbitals of the mono-substituted diene and of the mono-
substituted dienophile, we find that they are not equal at each end, as they
necessarily were in the unsubstituted or symmetrically substituted cases. For
methoxybutadiene and acrolein the frontier orbitals are polarized as shown in
Fig. 4-34, where the size of the circle is roughly in proportion to the size of the
coefficient. The circles represent the lobes of the p orbitals above the plane of the
paper, and the shaded and unshaded ones are of opposite sign in the usual way.
We should perhaps remind ourselves that the sign of the lobe that is overlapping
with another lobe is a much more important factor in determining the energy
change than is the second-order effect of its size. From now on, most of the

OMe
D % CHO

HOMO LUMO LUMO HOMO
—85eV 0eV 2:5eV —109 eV

Fig. 4-34 Coefficients of the frontier orbitals of methoxybutadiene and
acrolein
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discussion is about the size of the orbital; we shall ignore the sign because we
shall only be looking at allowed (and hence observed) reactions.

We already know that the important interaction in the methoxybutadiene/
acrolein reaction will be that between the HOMO of the diene and the LUMOQ
of the dienophile (E, — E; = 85 ¢V), not the other way round (E, — E, =
13-4 eV); so we need to look only at the left-hand combination in Fig. 4-34,
There we see that, if the interaction of the two larger atomic orbitals is para-
mount (dotted line), then we shall get the right answer, for these two atoms are
bonded to each other in the observed product (206). We now have to justify
the polarization of the orbitals shown in Fig. 4-34, using just the same kind of
arguments that we used earlier in estimating the energies of the frontier orbitals

It is not self evident that the choice of the large-large interaction in Fig. 4-34 was the,
best one. Here is a simple theorem which proves that it was right. Consider two inter~
acting molecules X and Y in Fig. 4-35: let the square of the terminal coefficients on X be x

(a) Large-large/small-small (b) Large-small/small-large
Fig. 4-35

and x + n, and let the square of the coefficients on Y be y and y + m. For the large-
large/small-small interaction (Fig. 4-35a), the contribution to the numerator of the third
term of equation 2-7 will be:

Xy + (x + n)(y + m)
For the large—small/small-large case (Fig. 4-35b), the contribution will be:

x(y + m) + (x + n)y

Subtracting the latter from the former gives nm. In other words, the former interaction
is greater so long as n and m are of the same sign; thatis, x + nandy + m are either the
two large (as shown) or the two small lobes. Pictorially, this conclusion can be even less

rigorously demonstrated by Fig. 4-36.

(a) Large-large/small-smali (b) Large-smail{smalil-large
Fig. 4-36
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4.3.2.1 C-Substituted Olefins. For the coefficients of a conjugated olefin we
need only look at those of butadiene. We saw what the coefficients of butadiene
were like on p. 17; clearly the HOMO and the LUMO are polarized as shown
on Fig. 4-37. The coefficients of some simple conjugated systems are listed in
Table 4-1, which we shall refer to several times.

371 ¢ —311 ) ¢
]
-600 '600
HOMO LUMO

Fig. 4-37 Coefficients of the frontier orbitals of a C-substituted olefin

4.3.2.2 Z-Substituted Olefins. When we change from butadiene to acrolein,
for the Z-substituted-olefin case, we have first the contribution from the conju-
gation, which is just like that in butadiene (Fig. 4-37), and we must addtoita

Table 4-1 The coefficients of the atomic orbitals in the molecular orbitals of conjugated systems’

Ethylene w* 707 —-707 LUMO
¥, 707 707 HOMO
Allyl yy* 500 —-707 500 LUMO in anion
v, 707 0o 707 HOMO in anion, LUMO in cation
v, 500 707 -500 HOMUO in cation
Butadiene  y,* 371 —-600  -600 —-371
Wwi* 600 —-371 —--371  -600 LUMO
v, 600 371 —-371 ---600 HOMO
v, 371 600 600  -371
Pentadienyl * 288 —-500 576 —-500  -283
,* 500 —-500 0 500 —-500 LUMO in anion
v, 576 0 —-576 0 576 HOMO in anion, LUMO in cation
W, 500  -500 0 —-500 —-500 HOMO in cation
Vv, 288 500 -576  -500 288
Hexatriene  re* 232 —-418 521 —-521 418 —-232
Ws* 418 —-521 232 232 521 418
Y * 521 —-232 —-418 418 232 —-521 LUMO
Wy 821 232 —-418 —-418 232 521 HOMO
W, 418 521 232 —232 521 —-418
W, 232 418 521 521 418 232
Heptatrienyl %.* -191 —-354 462 —-500  -462 —-354 191
ve* 354 —500 354 0 —354 500 —-354
Ws* 462 —-354 —--191  -500 —-191 —-354  -462 LUMO in anion
HOMO in anion,
v, 500 0 —-500 0 -500 0 —-500 LUMO in cation
W, 462 354 —-191 —-500 191 -354  -462 HOMOQ in cation
W, 354 500 354 0 —-354 —500 —-354
W, 191 354 462 500 462 354 -19]
Octatetraene yg* -161 —-303 408 —-464  -464 —-408 303 —-l6l
W.* 303 —-464 408 —-161 —-161 408 —-464 303
We* 408 —-408 0 408 —-408 0 408 —-408
We* 464 —-161 —-408 303 303 —-408 --161  -464 LUMO
W, -464  -161 —-408 —-303 303 408 —-161 —-464 HOMO
Wy 408 408 0 —-408 —-408 0 408 408
W, 303 464 408 161 —-161 —408 -—-464 —-303
Y, 161 303 408  -464 464 408 303 161
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contribution from the allyl-cation-like nature of acrolein (199). The HOMO of
the allyl cation (y,) is the one which has the coefficient on the central atom
larger than those at the other two (p. 20). The two effects therefore act in oppo-
site directions—the conjugation causing a reduction in the coefficient on the
carbon atom carrying the formyl group, and the allyl-cation-like contribution
causing an increase in this coefficient. We have already seen (p. 115) that acrolein
is better represented by the drawing (198) than by the drawing (199), from which
we may guess that it is the butadiene-like character which makes the greater
contribution to the HOMO. The result is that acrolein will have its HOMO
coefficients polarized in the same way as those of butadiene, but to a lesser
extent (Fig. 4-38). (Epiotis'!® actually came to the opposite conclusion for
acrylonitrile i.e. Z = CN; he has evidently given greater weight to the allyl
cation-like nature of the system. This shows that the situation is a very deli-
cately balanced one. It may well be that some Z-substituents do give the
opposite polarization in the HOMO to that shown in Fig. 4-38.) For the

| /
371 702
+ =
600 -500

HOMO of HOMO of HOMO LUMO of LUMO of LUMO
butadiene the allyl butadiene the allyl
cation cation

Fig. 4-38 Coeflicients of the frontier orbitals of a Z-substituted olefin

LUMO of acrolein, both contributions are in the same direction: the carbon
atom with the Z-substituent on it already has the lower coefficient from the
butadiene-like contribution, and the allyl cation has a coefficient of zero on this
atom. Putting these together makes the coefficients of the LUMO of acrolein
polarized like those of butadiene, but this time to a greater extent (Fig. 4-38).

4.3.2.3 X-Substituted Olefins. For an X-substituted olefin, we look at the un-
perturbed olefin and add a bit of allyl anion-like character to it. Methyl vinyl
ether is somewhere between the two in character and in reactivity. For the
HOMO, the unperturbed olefin has (necessarily) equal coefficients on each

707

707

HOMO of HOMO of HOMO LUMO of LUMO of LUMO
ethylene the allyl ethylene the allyl
anion anion

Fig. 4-39 Coefficients of the frontier orbitals of an X-substituted olefin
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atom, and the allyl anion has a zero coefficient on the atom bearing the X-
substituent. The result of mixing these two is a relatively strongly polarized
~ orbital (Fig. 4-39). For the LUMO, the unperturbed olefin again has equal
coefficients, but the allyl anion has a larger coefficient on the carbon atom carry-
ing the X-substituent than on the other one. The result (Fig. 4-39) is a mildly
polarized orbital.

4.3.2.4 1-C-Substituted Dienes. For the coefficients of conjugated trienes, we
can simply look at Table 4-1 for hexatriene. Both the HOMO and the LUMO
are polarized the same way, as shown in Fig. 4-40.

C C
%% —-418 418
° 521 521
HOMO LUMO

Fig. 4-40 Coefficients of the frontier orbitals of a 1-C-substituted diene

4.3.2.5 1-Z-Substituted Dienes. For dienes substituted with electron-with-
drawing groups on C-1, we must add the polarization from Fig. 4-40, above,
to that of the pentadienyl cation. For the HOMO, the dienyl cation has equal
coefficients (of opposite sign), and so the polarization of the conjugated system
is little changed. For the LUMO, the pentadienyl cation has a node at C-4,
and the polarization is therefore in the same direction as that of the simple
conjugated system, but stronger.

/

Z + Z

£ 418 0,

) P

= + E

° 521 576
HOMO of HOMOof HOMO LUMO of LUMO of LUMO
hexatriene the pentadienyl hexatriene  the pentadienyl

cation cation

Fig. 4-41 Coefficients of the frontier orbitals of a I-Z-substituted diene

4.3.2.6 1-X-Substituted Dienes. For dienes with electron-donating substi-
tuents, the HOMO is straightforward: we look at ¥, of the pentadienyl anion,
which has a node at C-4. The result is a strongly polarized orbital. But with
the LUMO of these dienes we meet our first complete failure in the simple
qualitative approach we have been using. Both the simple diene (necessarily)
and the dienyl anion have equal coefficients on C-1 and C-4, and we cannot,
by adding them, get any clue as to which actually has the larger coefficient.
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=
+ =
576
HOMO of HOMO of
butadiene the pentadienyl

anion

Fig. 442 Coefficients of the HOMO of a 1-X-substituted diene

Such difference as does exist between the coefficients on C-1 and C-4 arises at
least partly from the simple fact that a lone pair in conjugation with a diene is
not accurately modelled by the pentadienyl anion. A more elaborate calculation,
which includes the effect of the oxygen atom on the o-framework, leads to the
polarization shown in Fig. 4-43. It is perhaps comforting to observe that the
carbon atom next to the X-group is the one with the larger coefficient, just as
it is in the LUMO of olefins with an X-substituent (Fig. 4-39). Fortunately, the
LUMO of a diene with an electron-donating substituent is very high in energy
(Fig. 4-30), and it will therefore almost never be an important frontier orbital.

600 500
+ ) @

600 -500
LUMO of LUMO of LUMO

butadiene  the pentadienyl
anion

Fig. 4-43 Coefficients of the LUMO of a 1-X-substituted diene

4.3.2.7 2-Substituted Dienes. The C-, Z-, and X-substituents on the 2-position
can be thought of as affecting the n-bond to which they are attached more than
they affect the other n-bond. Thus, to take just one case, the HOMO of the
2-X-substituted diene is made by mixing a butadiene and an allyl anion, as

HOMO of HOMO of HOMO
butadiene the allyl
anion

Fig. 4-44 Coefficients of the HOMO of a 2-X-substituted diene
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HOMO

Fig. 445 Coefficients of the frontier orbitals of 2-substituted dienes

shown in Fig. 4-44. We can continue easily in this way for all the 2-substituted
dienes, and the result is shown in Fig. 4-45.

Because we shall need to refer frequently both to the energies and to the
polarizations of all the substituted olefins and dienes discussed above, the con-
clusions of the arguments we have just seen are collected together in a con-
venient form in Fig. 4-46. This picture is essentially due to Houk.*°

We are now in a position to look back at our original example of a regio-
selective Diels-Alder reaction (Fig. 4-34), where we find that, by taking the
HOMO(diene)/LUMO(dienophile) interaction, by taking the correct polariza-
tion of orbitals for a 1-X-substituted diene and a Z-substituted olefin, and by
allowing the large-large/small-small interaction to predominate, we do indeed
get the right answer. But we now see that each step of the argument is easily
justifiable and easily capable of being worked out on the back of an envelope.

4.4 Examples of Regioselectivity

You may feel that we have laboured hard to justify an example of regioselectivity
which any experienced organic chemist would have predicted would go this
way round. He would have drawn curly arrows (or canonical structures) to
express his feeling that C-4 of the diene is a nucleophilic carbon and C-3' of the
acrolein an electrophilic carbon. He might still acknowledge that the cyclo-
addition is likely to be concerted, with both bonds forming at the same time,
but, following Woodward and Katz,'®” he would say that the bonding between
C-4 and C-3, represented by the curly arrows (207), was advanced over that
which develops between C-1 and C-2'. This reasoning is fine, but it cannot be

():OMC 05
5

(207)



eV
N
—-9.] % —9.-0
Z
Homo —10-5 % ~10-9 %
(a) Olefins
.
C
1 2:5
4 Lumo 10 0-5 7
—0-5
eV
C ..
L X
3 Z
....8.2 % —8~5
HOMO —92-1

° -9.5

(b) I-Substituted dienes

.
C
4 Lumo —1:0 :

eV

HOMO ——92-1

(c) 2-Substituted dienes

Fig. 4-46 Frontier orbital energies and coefficients of olefins and dienes.
Energies are typical values for each class of olefin and diene.*°(1eV = 23kcal =
96'5 kJ)
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applied in all cases. For example, it would not work in a case mentioned earlier,
the reaction of acrylonitrile (209) and the azoniaanthracene cation (208 = 192),
giving a mixture of two stereoisomers (210). These exo and endo adducts were
the only ones detected, even though this means that the two carbon atoms
marked * have become bonded to each other. Both of these atoms are strongly
electrophilic in ordinary ionic reactions.

We can use the pyridinium cation (211) as a model for the "diene’ (212 =
208): C-2 and C-5 of pyridine have the same character as C-10 and C-9 respec-

CN NC
NP CN / /
+W — | + |
NN X N N
*

(208) (209) (210a) (210b)
Z | Z NP |
2 10
(211) (212)

tively in the azoniaanthracene ion (212). We saw on p. 112 that the major
frontier orbital interaction is almost certainly that between its LUMO and the
HOMO of the dienophile, even with acrylonitrile. We now look to see what the
coefficients are like on C-2 and C-5 of the pyridinium cation. We have in fact
already met them on p. 68, where we saw that C-2 has the larger coefficient.
Acrylonitrile is a simple Z-substituted olefin, and the frontier orbitals are there-
fore those shown in Fig. 4-47; this immediately explains the regioselectivity
shown by this reaction.

,e——— —

Fig. 4-47 Frontier orbitals of the pyridinium cation as a model for the
Diels-Alder reaction of 208 with acrylonitrile

Another example, in which the simple ‘curly arrow’ argument would not
have predicted the right answer, is the reaction of butadiene-1-carboxylic acid
(213) and acrylic acid (214). Both adducts (215 and 216) are formed, but the

CO,H CO,H COH

% CO,H CO,H
+ | e o +
2
* * CO,H

(213) (214) (215) 88 parts to 1 part (216)
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‘ortho’ adduct (215) is the major one,'®® even though, again, this means that
the electrophilic carbon atoms (*) have become bonded to each other in this
adduct.

We can use the data from Fig. 4-46 directly in this case; they are repeated in
Fig. 4-48, where we see that the HOMO(diene)/LU MO(dienophile) combination

Z
%Z
HOMO LUMO LUMO HOMO
—95eV OeV —05eV —109 eV

Fig. 448 Frontier orbitals for Diels-Alder reaction between butadiene-1-
carboxylic acid and acrylic acid

on the left has the smaller energy-gap (95 eV) and has the orbitals polarized
so as to favour the formation of the ‘ortho’ adduct. The LUMO(diene)/
HOMO(dienophile) combination on the right has an energy-separation
(10-4 ¢V) which is not so much larger that we can safely ignore it. As it happens,
this combination also favours the formation of the ‘ortho’ adduct.

Even more striking in this series is the case of the anions of these acids
(217 and 218). The contribution of a carboxylate ion group (—CO, ) to the

CO,~ CO,"- CO,-
2 CO,” CO,-
- QL
~ CO,-
217 (218) (219) 1 part to 1 part (220)

frontier orbital will now be more like that of a simple C-substituent and less
like that of a Z-substituent. The prediction from the frontier orbitals (Fig. 4-49)
is again the same, but this time we must remember that the negative charges
will strongly repel each other. The observation!®® of a 50:50 mixture of ‘ortho’
and ‘meta’ adducts (219 and 220) shows how powerful a directing effect the
frontier orbital contribution must be.

C
%C
HOMO LUMO LUMO HOMO
—82eV 1-0eV 0-5eV —~91eV

Fig. 4-49 Frontier orbitals for Diels-Alder reaction between a C-substituted
diene and a C-substituted dienophile
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Alston®® 179 has pointed out that the regioselectivity in this and some other reactions
may be better attributed, not to the primary interactions of the frontier orbitals that we
have been using so far, but to the secondary interactions. 1-substituted dienes often show
very small differences in the coefficients on C-1 and C-4 in the HOMO. (We have aiready
seen, on p. 124, how some calculations make them come out the other way round from
that shown on Fig. 4-38.) On the other hand, 1-substituted dienes regularly show a much
targer difference between the coefficients on C-2 and C-3. The crude way we have handled
the problem does not immediately demonstrate this: thus we can see in the example in
Fig. 4-50 how the contribution of the triene-like character and the pentadienyl-cation-like

C + y4
— 418 £ 0 E/ 384 (B
+ )
232 @ -500 314 (
HOMO of HOMO of HOMO
hexatriene  the pentadienyl
cation

Fig. 450 Coefficients on C-2 and C-3 of a 1-Z-substituted diene

character have opposite effects on the coefficients on C-2and C-3 of a Z-substituted diene.
However, the differences in the coefficients on each component are noticeably large, and
it is therefore easy to accept that C-2 and C-3 could have quite different coefficients if
cither contribution should dominate. Alston’s calculation'”® gives the values shown; as
usual, the triene-like character is evidently more important than the pentadienyl-cation-
like character.

If we now look at the frontier orbital interactions for this case, we see that the arrange-
ment giving the ‘ortho’ adduct (Fig. 4-51a) has a larger secondary interaction than that
leading to the ‘meta’ adduct (Fig. 4-51b). It may be that the secondary interactions play

CO.H

(a) Transition state for (b) Transition state for
formation of ‘ortho’ formation of ‘meta’
adduct adduct

Fig. 4-51 Secondary interactions as an influence on the regioselectivity of a
Diels-Alder reaction

an important part in the regioselectivity shown by cycloaddition reactions. More work
will have to be done before this can be demonstrated for certain, because most of the
observations which have been made in this field are quite adequately explained by taking
into account only the primary interactions of the frontier orbitals.
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In summary, we predict the regioselectivity of a cycloaddition by the
following sequence :

(i) Estimate the energies of the HOMO and the LUMO of both com-
ponents.
(it} Identify which HOMO/LUMO pair is closer in energy.

(iif) Using this HOMO/LUMO pair, estimate the relative sizes of the co-
efficients of the atomic orbitals on the atoms at which bonding is to take
place.

(iv) Match up the larger coefficient on one component with the larger on the
other.

4.4.1 Regioselectivity in Diels-Alder Reactions

Having established in the last section how easily frontier orbitals can be used
to explain the regioselectivity of two rather special Diels-Alder reactions, we
can now go on to see how well they explain the regioselectivity of many other
Diels-Alder reactions.'* Thus, if we use the rules summarized above together
with the data in Fig. 4-46, we should predict that the Diels-Alder reaction of
any C-, Z-, or X-substituted olefin with a 1-C- or 1-Z-substituted diene will
give the ‘ortho’ adduct in greater amount. We must be careful, with electron
rich dienophiles, to use the HOMO of the dienophile and the LUMO of the
1-C- or 1-Z-substituted diene: the separations for these orbitals are typically
9-5 and 85 eV respectively, compared to typical values of 11-2 and 12'5 eV for
the separation of the LUMO of the dienophile and the HOMO of the diene.
When the two possible interactions lead to different predictions (Fig. 4-52),
obviously we take the one having the lower (E, — E,) value. Using this rule,
we can predict the preferred orientation for all possible combinations; and
these predictions are collected in Table 4-2. A great many of these possibilities
have been observed, and in almost cvery case, as we shall now see, the observa-
tion and the ‘prediction’ agree.

CorZ CorZ
X & .
%
o Ok
LUMO HOMO HOMO LUMO
(Erymo — Epomo = 95 eV) (Eromo — Egopo = 112eV)
Observed orientation Not observed orientation

Fig. 4-52 Regioselectivity for the Diels-Alder reaction of a C- or Z- substituted
diene and an electron-rich dienophile
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Table 42 Regioselectivity in Diels-Alder reactions predicted by considering only the
frontier orbital contributions

Dienophile Diene Product expected Case No.
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311

—\
0

9|

0

7

@]

60

O

Iz

9ﬂ

L

!

10

o




134
Table 4-2 continued
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“ These predictions depend upon which HOMO and which LUMO is taken. In each case the
choice is an easy one, the difference in the two possible (Egygyo — ELuao) values is always greater
than 1-7eV (i.e. > 39 kcals). The prediction may, however, be upset by untypical dienes or dienophiles.
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Case 2174, 175
CO,H CO,H CO,H
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Case 8. We have already seen two examples of case 8 (p.129). Here is another
one.'82

CN

CN
P CO,Me CO,Me
+ | —
A

Case 9. We have also seen an example of case 9 (p. 121). There are many more;

here is just one.!®3
/ CO,H CO;H
P
x
Case 10178

Ph Ph CN
Ph 7
+ t — +
~ CN CN
4 : 1

Case 11. (See also Case 5 above.) The formation of Thiele’s ester (223)1%4 is a
remarkable example of several kinds of selectivity, all of which can be explained
by frontier orbital theory. The particular pair of cyclopentadienes which do
actually react together (221 and 222) are not the only ones present. As a result
of very rapid 1,5-sigmatropic hydrogen shifts (see p. 99), all three isomeric
cyclopentadiene carboxylic esters are present, and any combination of these is
in principle possible. As each pair can combine in several different ways there
are, in fact, 72 possible products. We shall take up other aspects of this selectivity
later, in their proper place (p. 167), but for now we may note that the regio-
selectivity shown is a vinylogous version of case 11.

/@ + D—COZMe — y

MeO,C

MeQ,C

(221) (222) (223) CO;:Me

MeO MeO
T-1 - (L
\ | CHO

CHO

Case 12183
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Case 13. The nearest situation to this reaction is the adduct of 1-phenylbutadiene
(224) and citraconic anhydride (225). 186 However, appearances are misleading.

Ph O
lf
+ | o -
A
O
(224) (225)

With two carbonyl groups on the dienophile (225), the correct HOMO and
LUMO to take in this case is HOMO(diene) and LUMO(dienophile). For this
pair, if we ignore the carbonyl groups for the moment and treat the dienophile
simply as an X-substituted olefin, we would predict the opposite of what is
observed. But it is obviously unreasonable to ignore the carbonyl groups. One
simple-minded way of looking at it is to say that the conjugation (226) of the
methyl group, through the double bond, with the carbonyl group on C-3 will
reduce the electron withdrawing effect of that carbonyl. The result is that the
carbonyl group on C-2 is more important in guiding the reaction: the C=C
orbital is more polarised by the C-2 carbonyl than by the C-3 carbonyl, and this
reaction thus becomes an example of case 7.

H
H 0 Ph
H™[ A
2,
3 \7 o like
<o
(226) HOMO LUMO HOMO LUMO

Case 14. The examples of this type may only be formal ones, since most of the
known reactions!®” could be stepwise ionic reactions.188

MeO2

oG- ¢h
e Nectiens

657, 35%
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Cases 16 and 17 do not seem to be known.

Case 1818°

MeO F OEt MeO OEt MeO
+ W — +
X
OEt

60°%; 40%;

The examples of Cases 15 and 18 are particularly significant: they are the only
cases where ‘meta’ adducts are predicted, and they are the only ones where the
diradical theory'®® makes an opposite prediction to that of frontier orbital
theory. Furthermore, there were virtually no examples of these two cases.
The reactions shown above were actually done to test the predictive power of
frontier orbital theory: it emerged triumphant.

Special Cases There are a few special cases, in which the unsymmetrical diene is part
of a conjugated system which cannot easily be placed in any of the categories, C-, Z- or
X-substituted.

For example, tropone (227) occasionally reacts as a diene. Because of its symmetry,
we have to work out the coefficients of the atomic orbitals by some other means than by
the simple arguments used above. The coefficients of the HOMO and LUMO are shown in
Fig. 4-53. These numbers are not easily guessed at, and we must be content, in this more

Fig. 4-53 The frontier orbital coefficients of tropone

complicated situation, to accept the calculation!® which led to them. With this pattern
in mind, we can see that the regioselectivity shown when tropone reacts as a diene, for
example, to give the adducts (228 and 229),'°! 192 is readily explained.

O

LUMO

HOMO
Ph

(227) Ph (228)
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Either
(0]
HOMO
— 4/
8)
or (229) CN
major product
LUMO HOMO

CN

Another special case is that of styrene (230) when it reacts as a diene. The initial product
(231) with maleic anhydride is not isolated, but instead reacts with more maleic anhydride
to give 232 and 233; it also rearranges to give the aromatic isomer (234).1%3 Most of the

O 0O

=
| o |]|!II| o)
+ — —_—
o |

(230) (231)
0 O_ _o

0 0 0

0 0 0
+ +
0

0
0
(232) (233) (234)

reactions of styrene as a diene are with maleic anhydride, where the presence of two
carbonyl groups makes the dienophile reactive enough and also makes regioselectivity
impossible. However, 1-vinylnaphthalene (235) is reactive enough to undergo addition
to acrylic acid (236), and the product observed (237)!°* is exactly that which we should
expect from the calculated’ frontier orbitals.
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LUMO
COH —»—> ‘e CO,H

(235) (236) (237)

An unfortunate consequence of this polarization was a set-back to a steroid synthesis
along these lines. Citraconic anhydride (239) reacted with the I-vinylnaphthalene (238)
to give the adduct (240) and not the adduct (241) which would have been useful for a
steroid synthesis.'”® The polarization of the LUMO of citraconic anhydride has been
‘explained’ earlier (p. 137) and plainly leads to the observed product. Evidently the
methoxy group in 238 has not changed the relative sizes of the coefficients from that
shown in 235. For a sequel to this set-back, see p. 164.

O
=
| o
+ —_——
SO
MeO
(238) (239) () 0

8 9n;
not

MeO MeO

(240)

(241)

4.4.2 Regioselectivity with Heterodienophiles

In a few cases, carbonyl, nitrosyl and cyano groups have acted as dienophiles in Diels-
Alder reactions. The regioselectivity they show is in agreement with frontier orbital
theory. The carbonyl group, for example, has a HOMO and a LUMO as shown in
Fig. 4-54 (see p. 16). The energies of these two orbitals are relatively low, and most of

© (9

&
LUMO HOMO

Fig. 454 LUMO and HOMO of a carbony! group

their Diels-Alder reactions will therefore be guided by the interaction between the HOMO
of the diene and the LUMO of the dienophile. The following examples illustrate that this
works.1967198
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R = Ph, CO,Me or OAc

4.4.3 Regioselectivity with Heterodienes

There are also Diels-Alder reactions in which the hetero-atom is part of the
diene system.!®® The most notable of these is the dimerization of acrolein (242)
giving the adduct (243).2°° This reaction has been a long-standing puzzle; as in

“
L~ L
.
H 0 CHO 0 CHO
(242) (243)

the reaction of butadiene carboxylic acid (213) with acrylic acid (214), the two
‘electrophilic’ carbon atoms are the ones which have become bonded. The
first application of frontier orbital considerations also failed to solve the
problem. In this work, Hiickel theory was used to estimate the coefficients;
and Hiickel theory is notoriously weak in dealing with electron-distribution in
heteroatom-containing system. More recent calculations!!4-179-201.202 giye 4
new set of coefficients, one of which?°? is shown in Fig. 4-55. With this refined
set of values, we get the right answer: first of all, both HOMO(diene)/LUMO-
(dienophile) and LUMO(diene)/HOMO(dienophile) interactions have to be

—-39 T '_58
LUMO 2-5 [ t —14-5 HOMO
—-48 \O___------"’-'48 CHO
-51
-58
4B F T 9
HOMO —14-5 L 2-5 LUMO
T "3 NCHO

Fig. 455 Energies and coeflicients of acrolein
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looked at, because these two energy-separations are inevitably the same as each
other for a dimerization reaction. The latter interaction is directly appropriate
for the formation of the observed product, as shown at the top of Fig. 4-55, but
the former interaction, as shown at the bottom of Fig. 4-55, has no obvious
polarization in the diene—the C- and O-atom have accidentally identical
coefficients. However, the resonance integral, 3, for the formation of a C—Q
bond is smaller than the resonance integral for the formation of a C—C bond.
(This is only true when the atoms are more than 1-75 A apart, see p. 150, but no
one has suggested that the transition state is likely to have a shorter distance
than this, though several people have used longer distances.) Thus the (cf)?
term of equation 2-7 is smaller at oxygen than at carbon in this orbital, and
consequently this interaction is also the appropriate one to explain the re-
markable regioselectivity of this reaction. Regioselectivity fitting this picture
is also shown in other cycloadditions of «,f-unsaturated aldehydes and ketones,
as illustrated below, but the last of the examples, although naturally conforming
to the pattern, may be a stepwise, ionic reaction.!®?

Another Z-substituted dienophile *®>

=
Lo lm—, L0
. Ph Ph
Ph (0] Ph O
O O

.204

A C-substituted dienophile followed by an X-substituted dienophile

An X-substituted dienophile:*°*

either

NMe, 0~ “NMe,

LUMO HOMO

Heterodienes with nitrogen are also known; here is one example,*°° the dimerization
of the reactive intermediate (244), which shows the same remarkable regioselectivity as
the dimerization of acrolein.

K

+
X NPh
)
Ph &
S :
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4.4.4 Regioselectivity in Ketene Cycloadditions and other 4-Membered Ring-
Forming Reactions

Ketenes (e.g. 246) undergo cycloadditions to double bonds (e.g. that of 245)
to give cyclobutanones (247).2°7 The reaction is an easy one when the ketene
has electron-withdrawing groups on it (like Cl) and when the olefin is relatively

¢O
A« —C
Cl
Cl
(245) (246) (247)

electron-rich. Already we can see that this follows the same pattern as the Diels-
Alder reaction, and we can explain it in the same way. The electron-withdrawing
groups lower the energy of the LUMO of the ketene, and the electron-rich
olefins have a high-energy HOMO. The important interaction will therefore
be HOMO(ketenophile)/ LUMO(ketene). However, we must look more closely
at this reaction, for at first sight it seems to be disobedient to the Woodward-
Hoffmann rules. Nevertheless, there is a lot of evidence?®® that it is usually a
concerted reaction: it is thought to find an allowed pathway in which a [#n2s +
n2a] process occurs. One end of the n-bond of the olefin develops overlap to
the p, orbital at the terminal carbon atom of the ketene, while the other end
of the n-bond of the olefin develops overlap to the p, orbital of the central
carbon atom of the ketene (Fig. 4-56). Regioselectivity is therefore determined

]

00
o

e D

Fig. 4-56 Overlap in a cycloaddition of an olefin to a ketene

by the fact that the larger lobe of the HOMO of the olefin overlaps with the
larger lobe of the LUMO of the ketene. The energies and coefficients of the
frontier orbitals of ketenes?°? are shown in Fig. 4-57. These may be compared

oMo 3-8 P,

HOMO

Fig. 4-57 Energies and coefficients of the frontier orbitals of ketene
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with a simple carbonyl group (p. 16). Clearly the major interaction is that from
the large LUMO coefficient on the central atom, and it is this atom, therefore,
which will become bonded to the carbon atom having the larger coefficient in
the HOMO of the olefin. This is exactly what has been observed with C-, Z~
and X-substituted olefins, as the following examples show.

C-substituted ketenophiles :
(245) + (246)— (247)

18]
and?*!° O’ + )lL —
Ph Ph

Z-substituted ketenophiles 211> 212

N\

o) ||

Ph

Ph

Ph Ph Ph

(This 1s a doubly vinylogous Z-substituted ketonophile.)

X-substituted ketenophiles 23 214

ICI) 0
I + /“\ —>
Ph

0 0
Ph” “Ph o
| i 0
i+ PR —
Et(F) Ph” “Ph EtO P]r)lh

In the reaction of ketenes with enamines, the pathway is usually a stepwise one. Thus
the regioselectivity of a reaction such as that between the enamine (248) and dimethyl
ketene (249) is largely determined by the relative stability of the intermediate (250)
and its regioisomer. The intermediate (250) is highly stabilized, and its regioisomer would
not be. As in the case of the Diels-Alder reaction on p. 137, the formation of this inter-
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mediate is also consistent with frontier orbital control, in that the atoms with the large
coefficients on the HOMO of the enamine and the LUMO of the ketene are the first ones
to become bonded. However, some of this particular reaction?!® appears to be a con-
certed formation of the cyclobutanone (251), in which case this becomes another obedient
case of the regioselectivity shown by an X-substituted olefin with a ketene, as illustrated

above.
0- >==0
ﬁ_j_\& \ /

g0 A am \ 9

HOMO @‘OI - .40 0]
LUMO
N
O (251)
(248) (249)

The cycloaddition of ketenes to carbonyl compounds also shows the expected regio-
selectivity. In this case, both HOMO(ketone)/LUMO(ketene) and LUMO(ketone)/
HOMO(ketene) interactions are likely to be important, but they lead to the same con-
clusions about regioselectivity. Lewis-acid catalysis is commonly employed in this case;

o

HOMO LUMO LUMO

presumably it lowers the energy of the LUMO of the ketene (or that of the ketone) in
the same way that it does with dienophiles (p. 161). Unsaturated ketones react with
ketenes more easily than do saturated ketones, presumably because conjugation raises
the HOMO of the ketones and lowers the energy of the LUMO of the ketone. Both of
these factors will speed up the reaction. The following examples of heterocyclic 4-
membered-ring-forming reactions, both of ketenes and of a number of related compounds,
show in each case the expected regioselectivity.

Ketenes plus heteroketenophiles :*16=21%

Ph

Ph
/‘L i

O

N\

J—

0]
Il o
)J\ /“\H ZnCl,
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/H + ” >

Ph J\ Ph” Ph

Ph Ph Eh

Isocyanates plus olefins:*'°
Ph 0 Ph\ 0O
| L
1“1 — N

MeO OMe ~ MeO h

Ph MeO P

Dimerization of thioketones:*2°
S Ph

Ph Ph
>: ol N N
/NN

Ph

The Wittig reaction:*!
Ph,P 0 Ph,P—
/|L J\
H H Ph Ph Ph
Ph

(although this is probably a stepwise reaction).

Dimerization of imines:*??

N
r” A

Ar Ar
N7 \’7N
—_—
A

_Ar
r

Ar

Dimerization of ketenes:2%3:224

o
l
N\

I 0
e
)'k 0/

One special case is that of the reactive intermediates, the sulphenes (252), and the
isolable compounds, the sulphines (253). In the first place, cycloadditions of these species

R R R)\R
(252) (253)

are normal in their regioselectivity:225: 226
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Calculations??” indicate that these intermediates have very similar HOMO and LUMO
energies and that their LUMO coefficients are very similar to each other; so we cannot
look to these features to explain the striking difference in the reactivity of these two
species. The former (252) cannot be isolated when sulphonyl chlorides are treated with
base: instead the intermediate sulphene (e.g. 254) rapidly dimerizes.??® By contrast,
sulphines (e.g. 255 and 256) are an easily isolated class of compound.22%-22° The same

SO,Cl1 O O S50
;O E(,N [§S¢] D 2

Me I 0,8
(254)
g soci 577
SRS gay
(255)
SQOCI1 /S\\\O
“/OMC Et,N “OMG
O AL

(256)

calculations, however, do reveal a difference in the coefficients of the HOMO: sulphenes
(257) have a much larger coefficient on carbon and a much smaller coefficient on oxygen
than do sulphines (258). The larger coefficient makes the (cf)? term of equation 2-7
larger and hence the dimerization reaction faster. The only sulphene which has been
isolated is thiourea dioxide (259). The two X-substituents will polarize the HOMO of

Sulphene HOMO  Sulphine HOMO (259)
(257 (258)

the C==S in such a way as to reduce the coefficient on the carbon atom, and hence they
decrease the rate of its dimerization.
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4.4.5 Regioselectivity in 1,3-Dipolar Cycloadditions

We can now turn from pericyclic reactions forming six- and four-membered

rings to those forming five-membered rings. Most of these are 1,3-dipolar cyclo-

additions, typified by the reaction?3° of diazomethane (260), which is the 1,3-

dipole, and methyl acrylate (261), which in this context is called a dipolarophile,
2 CO,Me N CO,;Me

N- N
| Y /=

(260) (261)
For determining the regioselectivity, we already havea picture of the polarization
of the frontier orbitals of dipolarophiles: they are the same as the dienophiles
with C-, Z-, and X-substituents, and for them we can continue to use Fig. 4-46,
What we need now is a corresponding picture for dipoles, and this will not be
nearly so easy to work out. To begin with, there are so many kinds of dipole.
Even if we restrict ourselves to the elements carbon, nitrogen and oxygen, we
still have many possible types of unsymmetrical dipoles (Fig. 4-58), and with

CO,Me

HC=N--CH, HC=N—NH HC=N—0
nitrile ylids nitrile imines nitrile oxides
+ — + — — +

H,C=R=N HN=N=N O0O—N=N
diazoalkanes azides nitrous oxide

le L. L
H,C% “CH, H,C¥ “NH H,C%Z ™0

azomethine ylids azomethine imines nitrones
/6\- ZYNG N
H,C¥ “CH, H,C¥ “NH H.CZ O

carbonyl ylids carbonyl imines carbonyl oxides

Fig. 458 The most important 1,3-dipoles

Table 4-3 Energies and ‘coefficients’ of 1,3-dipoles?3!

Dipole HOMO LUMO*
Energy’ (cB)*/15° Energy” (ch)?/15
Nitrile ylids -7-7 HC=N—CH, 09  HC=N—CH,
+ - R - N -64
PhC=N—CH, ~6-4 Lo7 150 0-6 069 o
—_ + _
Nitrile imines -9.2 HC=N—NH 01 HC=N—NH
PhC==1—NPh —.s 0-90 145 —0-5 0-92 036
+ - 4+ -
Nitrile oxides —11-0 HC=N—O0 ~0-5 HC=N—0
0-81 124 1-18 017

PhC=N—O —10-0 —1-0
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I

Dipole HOMO LUMO*
Energy’ (cB)?/15¢ Energy” (cB)?/15¢
-+ — + —
Diazoalkanes -9.0 I_ll.zss,-:_N—E}l-\sIs 1-8 I-‘I]_26(2—N—01_;I6
+ — + —
. 1. —N—=N 0-1 HN=N==N
Azides + - 15 I]—Ig N 072 037 0-76
PhN=N=—N -9.5 -0-2
N 5. 5 No—
Nitrous oxide —-12-9 lgs—N—*—:él_g_l i-1 099 N_“l_;l6
H, H.
/N\ s /N\ =
Azomethine ylids -6:9 H,C* ~CH, 1-4 H,C” ~CH,
Ar 128 1-28 0-73 073
o
ROOCCH? “CHCOOR —7-7 -0-6
H, H,
Azomethine imines —8-6 H,C¥ “NH -0-3 H,C® "NH
1-15 1-24 0-87 0-49
o )
PhCHZ “NPh -5.6 —1-4
N+ _
H,C?¥ “NCOR -9.0 —0-4
H, H,
. /N\ - /N\ g
Nitrones —-9.7 H,C” "0 -0-5 H,C* "0
R, 1-11 1-06 0-98 032
/N\ oy
H,C¥ O ~8-7 0-3
H,
N. _
PhHC?® O -8-0 -0-4
. O - SO -
Carbonyl ylids -7-1 H,C¥ CH, 0-4 H,C CH,
o 129 1-29 082 0-82
Ar(CN)C% “C(CN)Ar —6-5 -0-6
O
(NC),CZ  ™C(CN), -9.0 —1-1
. O - O -
Carbonyl imines —8:6 H,C* "NH —-0-2 H,C® ~NH
1-04 1-34 1-06 0-49
Oz o _
Carbonyl oxides —10-3 H,CZ O —0-9 H,C¥ 0O
0-82 125 1:30 024
Ozone —13-5 —2:2

“ The important unoccupied orbital for cycloadditions is not, in a number of cases, strictly the
lowest of the unoccupied orbitals; that is often an orbital at right angles to the reaction plane
(see p. 93). The energies and coefficients in this column refer to the lowest of the unoccupied orbitals

which is in the reaction plane.

" In eV; these values are estimates, wherever spectroscopic data ate available, and are otherwise

calculated by CNDO/2.

° As explained in the text, both the coefficients and the § values are important in these cyclo-
additions. The (cf)* values have been divided by 15 to bring the numbers close to 1. The f§ values
are calculated assuming that the new bonds are being made from carbon atoms in the dipolarophile
to the carbon, nitrogen or oxygen atoms of the dipole.
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very few of them can we find simple arguments from which to deduce the relative
sizes of the coefficients at the ends of the conjugated systems or the energies of
the frontier orbitals. Furthermore, in all the unsymmetrical cases, the bonds
being made are no longer always C—C bonds, as they are in the common
Diels-Alder reactions. Just as with heterodienes and heterodienophiles, we must
include an estimate of the appropriate resonance integral, f, as well as the co-
efficients of the atomic orbitals, c. Fortunately, all this work has been done for
us by Houk,??! and we shall take his figures on trust. They are summarized in
Table 4-3, which gives the frontier orbital energies for the unsubstituted cases
and also gives the relative values of (cf)? at each end of the dipole for both
frontier orbitals. Because f contains S, the overlap integral, it is a distance-
dependent function, so that the values chosen by Houk involved a guess about
the distance apart of the atoms in the transition state. In Table 4-4 you can see
that the choice of distance is critical: it was made at 1-75 A on the basis that
cycloaddition reactions show large negative activation volumes and sizeable
steric effects.

Table 4-4 f-valuesin eV calculated by CNDO/2 for o overlap
between 2p orbitals of C, N, and O

R5 A [))CC ﬁCN ﬁCO ﬁNN BNO ﬁOO

1-50 6:97 7-20 7-05 7-18 692 6:63
1-75 6-22 583 5:38 535 4-81 4-19
2:00 5:00 4-35 377 3-65 302 2:45
2:50 2:63 2-14 1-53 1-40 1-04 0-68
3-00 1-20 0-78 0-55 0-45 0-28 0-16

The first thing we must do to account for the regioselectivity of 1,3-dipolar
cycloadditions is to assess whether a particular reaction that we are looking at
has a smaller separation between HOMO(dipole) and LUMO(dipolarophile)—
as will be common for electron-deficient dipolarophiles (see Fig. 4-26)—or
between the LUMO(dipole) and the HOMO(dipolarophile}—as will be common
for electron-rich dipolarophiles (see Fig. 4-26). The former we shall call
dipole-HO controlled and the latter dipole-LU controlled reactions. We can do
this simply by looking at the energies of the dipoles in Table 4-3, and at the
energies of the representative dipolarophiles in Fig. 4-46. Often our reactions
are not done with the simple unsubstituted dipoles, and we therefore have to
assess the effect on the energies of any substituents which may be present. To
do this we can take advantage of our qualitative understanding of the effects
of C-, Z-, and X-substituents on olefins. Table 4-3 shows the effect of some of
the commonly found substituents on the energy of the frontier orbitals; you will
see there that phenyl groups do indeed raise the HOMO and lower the LUMO
energy, and that ester and cyano groups likewise lower both the HOMO and
the LUMO energy.

Having discovered which interaction is of primary importance, we next look
at the ‘coefficients’ of the relevant orbitals. Let us say that the reaction is a
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dipole-HO-controlled one: in this case they will be the coefficients of the HOMO
of the dipole (Table 4-3) and of the LUMO of the dipolarophile (Fig. 4-46).
Regioselectivity should follow in the usual way from the large-large/small-small
interaction. Again, substituents present on the dipole will modify the co-
efficients shown for the unsubstituted cases in Table 4-3, but it should be an
easy matter, at least qualitatively, to predict how these substituents will affect
the coefficients.

The following discussion is limited to a few representative cases which illus-
trate the way all this works; there is more discussion of these and all the other
cases in Houk’s papers.?3! The cases discussed below, and in Houk’s papers,
need a much more elaborate discussion than was necessary for the Diels-Alder
reactions earlier in this chapter. The balance of factors leading to a particular
regioselectivity is often a very close one: the choice of which pair of frontier
orbitals to take is sometimes difficult, and the fact that some frontier orbitals
are not strongly polarized forces us to judge each case carefully on its merits.
Generalizations are not as simple and predictions not as firm as they were for
Diels-Alder reactions. Nevertheless, it should be remembered that before
frontier orbital theory was applied to this problem there appeared to be no
easily comprehended pattern at all. The best effort at explaining it was Huisgen’s
theory!?® of the maximum gain in o-bonding energy, where the effect of the
nature of the s-bonds being made is in fact related to the -term in the frontier
orbital treatment. The suggestion?32:1°° that diradical intermediates were
involved has been severely criticized in a paper??? which, coming before
frontier orbital theory had been developed, described the orientation of 1,3-
dipolar cycloadditions as the biggest unsolved problem in the field.

HOMO

Fig. 4-59 Frontier orbitals for diazomethane and dipolarophiles
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4.4.5.1 An Unsubstituted Dipole: Diazomethane. Diazomethane has frontier
orbital energies and (cf)? values as shown in Fig. 4-59, which also includes the
energies and coefficients of the common types of dipolarophile. We can see
immediately that the smallest separation in energy of all of the possible frontier
orbital interactions (the double-headed arrows) 1s for the reaction between
diazomethane and a Z-substituted olefin: E Lumowipotarophitey—Enomoiporey
this case is 9 eV. Reactions of diazomethane with electron-deficient olefing
are by far the fastest and most often encountered of the cycloaddition reactions
of diazoalkanes, and we can now see that the reason for this is the strong frontier
orbital term (in equation 2-7) for this particular combination. This reaction is
therefore dipole-HO-controlled, so we can now look at the coefficients, where
we see that the orientation will be that (Fig. 4-60) in which the carbon end of the
dipole becomes bonded to the f-carbon of the Z-substituted olefin. This is.
exactly the orientation which has so often been observed, and which we used as
an example at the beginning of this book in posing the problem of how we
should explain such selectivity. -

HOMO LUMO

Fig. 4-60 Regioselectivity for diazomethane reacting with electron-deficient
and conjugated olefins

Here are two examples?34 233 of the reaction with Z-substituted olefins, the
second of them showing that A’-substituted pyrazolines are the first-formed
products in these reactions.

O
SR ] e e
N 4+ — N/ ‘ — s HN (R=Ph)234

_li\lr CO,Me //N CO,Me
+1ﬂr + \[( ~> N

The reactions of diazomethane with C- and X-substituted olefins are much
slower, and consequently there are fewer known examples. The slower rate of
reaction is explained easily by the larger energy-separation in the frontier
orbitals (10 and 9-8 eV, respectively, see Fig. 4-59) compared to the typical
value (9 eV) for the reactions with a Z-substituted olefin. The regioselectivity,
however, is the same: A'-pyrazolines are obtained.?*® 237 This at first sight
surprising observation, is clearly explained by the change from dipole HO
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OEt

LUMO HOMO

control in the cases of the C- and Z-substituted olefins (supported, incidentally,
by the positive p-value for the former?*°) to dipole LUcontrol in the case of

X -substituted olefins.

4.4.5.2 Substituted Diazomethanes. The effect of substituents on the diazoalkane can
readily be predicted. Electron-donating substituents will raise both the HOMO and the
LUMO and will speed up reactions with electron-deficient olefins. This is confirmed by
the greater reactivity of alkyl diazomethanes in cycloadditions.?*® Electron-withdrawing
substituents, such as the keto group in a diazoketone, will lower both the HOMO and
the LUMO energies of the dipole and will speed up reactions only with electron-rich
dipolarophiles. Diazoketones do react easily with enamines. Furthermore, with a
Z-substituent on the carbon atom of the diazomethane, the coefficient on the carbon
atom will be reduced in the LUMO, just as it is in the LUMO of an olefin with a Z-
substituent. Since the (cf#)? terms for the LUMO of diazomethane are so similar, the
Z-substituent should polarize them decisively. This reaction will now be decidedly a
dipole-LU-controlled one, and the regioselectivity will be that shown in Fig. 4-61.
This regioselectivity has been observed??® with an enamine (263) and diazoacetic ester

(262).
Q
+N +N —>» N
(M ) ) %
Z

LUMO LUMO HOMO

Fig. 4-61 Regioselectivity for a diazoketone reacting with an electron rich
olefin

N - H
N

N
Vi /
+j1 + —> N - N\ |
EtO,C O EtO,C N EtO,C

(262) (263)
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4.4.5.3 Phenyl Azide. The hydrazoic acid listed in Table 4-3 is not the usual
dipole of this class; the usual one is phenyl azide. The phenyl group is a C-
substituent, which will raise the energy of the HOMO and lower that of the
LUMO. We can see from Table 4-3 that in the HOMO of hydrazoic acid the
nitrogen carrying the substituent (H in hydrazoic acid, Ph in phenyl azide) has
the larger coefficient, and that in the LUMO of hydrazoic acid it has a smaller
value. The consequence of this is that the phenyl group is more effective in
raising the energy of the HOMO than in lowering the energy of the LUMO.
The result is the values shown in Table 4-3 and reproduced in Fig. 4-62. The

LUMO

Ph

HOMO

Ph

Fig. 4-62 Frontier orbitals for phenyl azide and dipolarophiles

smallest energy-separation is with electron-rich dipolarophiles, which will
clearly give dipole-LU-controlled reactions. The orientation should therefore
be that shown in Fig. 4-63, and the reactions should be, and are, fast. Orientation

+N — N
------------ ' N ..
ﬁ-"— v / X,C
Ph X,C Ph
LUMO HOMO

Fig. 4-63 Regioselectivity for phenyl azide reacting with electron-rich and
conjugated dipolarophiles
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like this has often been observed. Here are just two examples:?#% 241

N

—-N Vi
ey D
+F + | N

o

(264)

When phenylacetylene (265) replaced styrene (264) in the last reaction, the regio-
selectivity was sharply reduced, and nearly equal amounts of the 1,5-diphenyltriazole
(266) and the 1,4-diphenyltriazole (267) were obtained.?*2

I ’ No
74 y/a
+ ___>
| N\I&l * N\1 j'/
N
Ph
o pn”

-N
I

N
|

+

=

- Ph

Ph
(265) (266) 529, (267) 437,

This puzzling observation can readily be explained, using frontier orbital theory. The
second n-bond of an acetylene is stronger than the first, because it is made between two
atoms held close together by the first z-bond. The overlap of the p orbitals on carbon is
therefore stronger, and an acetylene has a lower-energy HOMO than ethylene. This is
shown to be true by photo-electron spectroscopy, where the HO level is generally found
to be 0-4 to 0-9 eV lower than that of the corresponding alkene. We can also relate this
observation to the familiar notion that alkynes are /ess reactive towards electrophiles
like bromine than are the corresponding alkenes. Curiously, the LUMO is not raised
for alkynes relative to alkenes. This is shown by UV spectroscopy, where phenylacetylene
(Amax 245 nm) and styrene (4,,,, 248 nm) can be seen to have rather similar separations
of their HOMOQOs and LUMOs. Thus, with a LUMO not much, if at all, raised, it is not
unexpected to find that acetylenes with electron-withdrawing substituents are more
reactive towards nucleophiles than are the corresponding alkenes.

The effect of going from styrene to phenylacetylene is therefore to lower the HOMO
and the LUMO by about, say, 0-5 eV. This makes what was clearly a dipole-LU-con-
trolled reaction into one which is affected by both interactions (Fig. 4-64). Since dipole-HO
control leads to the opposite regioselectivity, it is not so surprising that both orientations
are now observed.

With electron-deficient dipolarophiles and phenyl azide, the situation is again deli-
cately balanced. The reaction is only just a dipole-HO-controlled one (35 ¢V against
107 eV). For the dipole-HO-controlled reaction, we should expect to get adducts
orientated as shown on the left of Fig. 4-65. However, a phenyl group reduces the co-
efficient at the neighbouring atom both for the HOMO and for the LUMO, and this will
reduce the polarization of the HOMO. Conversely, it will increase the polarization for
the LUMO and hence increase the effectiveness of the dipole LUMO?’s interaction with
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Ph

Fig. 4-64 Frontier orbitals for phenyl azide, styrene and phenylacetylene

the dipolarophile HOMO, as shown on the right of Fig. 4-65. The difference in energy
for the two cases is so small that firm prediction is not really possible. In practice, dipole
HO control appears to be dominant, as shown by the formation?*? of the adduct (268),

—N CO;MC N COZMG
| Vi
+ﬂ1 + | — N
N
N
- /
Ph Ph

(268)

but it only needs a small change in the structure of the dipolarophile, such as the addition
of an a-methyl group (269), for some dipole-LU control to become evident. The methyl
group in 269 will, of course, raise both the LUMO and the HOMO of the dipolarophile,
making the HO/LU separations still more nearly equal.

+N
/d\b -------- v4
Ph
HOMO LUMO LUMO HOMO
ELU - EH’O = 9‘5 eV ELU - EHO = 107 CV

Fig. 4-65 Regioselectivity for phenyl azide reacting with electron-deficient
olefins
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—ﬁl CO;MC //N COZME //N
+N o+ — | N + N
pn P’ Ph’
(269) 25%
CO,Me
_ NZ
» PhN
75%

4.4.5.4 Azomethine Imines. The commonly used azomethine imine (270) has phenyl
groups at both ends and hence has a raised HOMO relative to the unsubstituted system.
Because the coefficients at the terminal atoms of the dipole are smaller in the LUMO
than they are in the HOMO, the phenyl groups do not lower the energy of the LUMO
as much as they raise the energy of the HOMO. These effects on the energy are recorded
in Table 4-3 and reproduced in Fig. 4-66.

Fig. 4-66 Frontier orbitals for 270 and dipolarophiles

With conjugated dipolarophiles like styrene, the reaction is only just a dipole-HO-
controlled one, and mixtures can be expected. Styrene does, in fact, give both regio-
isomers (271 and 272) in nearly equal amounts.'?®> With an acetylenic dipolarophile,
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Ph
. Q% QL g
Ni _ N N
N N N
Ph Ph

(270) (271) 31%, (272) 55%,
dipole-LU control dipole-HO control

phenylacetylene, the lowering of the HOMO of an acetylene relative to that of the corres-
ponding olefin should make the reaction more predominantly dipole-HO-controlled.
The experimental observation!?® is, in fact, the opposite of what we would expect:
phenylacetylene (273) with the azomethine imine (270) gives only the adduct (274). The

HOMO

LUMO (==@——rn

(273) (274)

dipole-HO has very similar coefficients on nitrogen and carbon; when it is the more im-
portant frontier orbital, as here, other factors, such as steric and dipole repulsions, are
more likely to make themselves felt. However, with electron-deficient dipolarophiles, the-
reaction is also dipole-HO-controlled, and the regioselectivity observed!?® is easily
and correctly accounted for: the reaction with acrylonitrile (275) gives only the adduct

(276).
N
NC

HOMO @
N
+
(275) (276)

LUMO

Placing an acyl group on the nitrogen end of the dipole, as in 277, lowers both the
HOMO and the LUMO of the unsubstituted azomethine imine to —9 and —0-4 eV.
Reaction of 277 with conjugated olefins like styrene will now be dipole-LU-controlled
(8-6 eV as against 10 eV), and since the LUMO has a large difference between the (cf)?
terms, which will moreover be enhanced by the acyl substituent, the expectation is again
clearly the same as that actually observed?** in the formation of the adduct (278).

T
R
LUMO ®N®/“\/Ph Me o

~
Q277) — N:
HOMO @:@ Ph

Ph (278)
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Placing an acyl group on the carbon atom end of the dipole, as in 279, again leads to
dipole-LU control, but this time the acyl group will reduce the difference between the
coefficients. Overwhelming preference for one orientation is not to be expected, but all
three kinds of dipolarophile should give adducts of the type (280). This is exactly what

0
o /
354
_ + % —_— —N\
N ..
@ c.z.X / €.z X

LUMO (279) HOMO (280)

has been observed for the cycloaddition reactions of sydnones (281). An intermediate of
the general formula (282) is produced in the first instance, and this loses carbon dioxide
in a retro 1,3-dipolar cycloaddition. With olefinic dipolarophiles, a further tautomerism

i 0
0 O y
/ -CO0, +
Ph’TN\/\f + T PhNéN — > PhN{
_N7 CZX - -N c,ZX
c,z.X
(281) B (282) _

—H*,
+H*
Pth/\/{L
N2
N

(283)

takes place, and the major product is always the 3-substituted pyrazoline (283). Here is

an example of each kind of dipolarophile showing this regioselectivity:**>
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PhN
—

L}h N Ph
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e
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With an acetylenic dipolarophile, slightly more dipole-HO control can be expected,
and this has been observed. Propiolic ester (284) gives?#® a substantial, but still minor,
amount of the 4-substituted pyrazoline (286).

0 CO,Me

//'\f e _._-:
Ph—N* + m —> PhN{ | + PhNI ¢
\-/O N2 _~— N2_=

N | N COM N

2V1C

CO,Me - 22
(281) (284) (2858) (286)

4.4.5.5 Heterodipolarophiles. Dipolarophiles such as carbonyl groups and cyano
groups (for the frontier orbitals see p. 16) also show an orientation in agreement with
frontier orbital theory. These dipolarophiles will usually be involved in dipole-HO-
controlled reactions, and the orientation observed will therefore depend upon the LUMOQ
of the dipolarophile. For a C—=X double (or triple) bond, this will have the large co-
efficient on the carbon atom. The following examples all fit this pattern:24!-247.125.248

}\( 0 1 7 £/70
T -CO, 74
ph—N’ + H)kph — | pnn o —> PhN EJ\
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We are far from exhausting the subject of regioselectivity in dipolar cyclo-
additions with these few examples. Frontier orbital theory has been successful
in accounting for most of the otherwise bewildering trends in regioselectivity.
No other theory, whether based on polar or steric factors, or on the possibility
of diradical intermediates, has had anything like such success. It is plain that,
as so often happens in science, a very large body of data has at last been reduced
to an amenable set of principles.

4.5 Lewis Acid Catalysis of Diels-Alder Reactions

Diels-Alder reactions are, as we know, little influenced by polar factors, such
as changing the solvent from a non-polar to a polar one. Yet Lewis acids exert
a strong catalysing effect. Furthermore, Lewis-acid-catalysed Diels-Alder
reactions are not only faster but also more stereoselective and more regio-
selective than the uncatalysed reactions. For this reason, the catalysed reactions
are of great synthetic importance. Thus, cupric ion has been used**® to catalyse
the Diels-Alder reaction of the 5-substituted cyclopentadiene (287), in order to

+ /”\ kz
[: : \ [ :: \ ky .Q N, Cu?t
OMe OMe OMe Cl CN

(287) MeO

CN
k, is unaffected by catalysis, k, is greatly increased in the presence of Cu**

make the Diels-Alder reaction compete more favourably with the 1,5-hydrogen
transfer reaction, which isomerizes the cyclopentadienes. This is an example in
which advantage is taken of the increase in rate of the catalysed reaction.
Piperylene (288) and methyl acrylate (289) give mainly the ‘ortho’ product (290),

Z COzMe COzMe
+ | — +
\ CO,Me
(288)

(289) (290)
without AICl;  90%;, 109,
with AICl;  98%, 2%

as we already know, but this preference is increased with Lewis acid catalysis.?*°
Similarly, in a synthesis of a natural product, isoprene (291) and 3-methylbut-3-
ene-2-one (292) gave a mixture of ketones in which the “‘para” isomer (293) was
the major one, but it could only with great difficulty be separated from the
unwanted ‘‘meta” isomer. The synthesis of the ‘‘para” isomer alone was
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(291) (292) (293)

achieved by adding stannic chloride to the reaction mixture.?%! Finally, let us
add an example of enhanced stereoselectivity to these examples of enhanced
regioselectivity: the reaction of cyclopentadiene (294) with methyl acrylate
(295). The endo adduct (296) is the major one in the uncatalysed reaction, but

oL ﬁ + ﬁb

CO 2Me H

(294) (295) (296) (297)
without AICI, at (° 88% 12%

with AICl, at 0° 96%, 1%

with AICI, at —80° 999/ 1%

the proportion of this isomer is much higher when aluminium chloride is
present.?°2

All these features of Lewis acid catalysis can be explained by the effect the
Lewis acid has on the LUMO of the dienophile.?%-2°2:253 We shall take acrolein
(298) as the simplest dienophile. The Lewis acid forms a salt (299) with the

+0/&1(313 o
| | |
H H H
] + AICI, == | |
(298) (299) (300)

dienophile, and it is this salt which is the more active and selective dienophile.
For simplicity in the calculation and the discussion, protonated acrolein (300)
is used instead of the Lewis salt (299).

When we were trying to estimate the energies and polarities of the frontier
orbitals of acrolein itself (pp. 115 and 124), we added to the orbitals of a simple
diene a contribution from the allyl-cation-like nature of acrolein. The effect of
adding a proton to acrolein is to enhance its allyl-cation-like nature. For the
frontier orbitals of acrolein, therefore, we must add a larger contribution from
the allyl cation. The results are: (i) both HOMO and LUMO are even lower in
energy, (ii) the HOMO will have the opposite polarity at the C=C double bond,
the contribution from the allyl cation now outweighing the contribution from
butadiene, and (iii) the LUMO will have even greater polarization, the f-carbon
carrying an orbital with an even larger coefficient, and the a-carbon carrying an
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LUMO

acrolein (298)

protonated acrolein (300)

Fig. 4-67 Frontier orbital energies and coefficients for acrolein and protonated
acrolein

orbital with an even smaller coefficient. A calculation®®? sets values on these
energies and coefficients, as shown in Fig. 4-67.

The lowering in energy of the LUMO makes the E yuyouienophitey
Exomouiene @ sSmaller number and therefore increases the rate. The increased
polarisation of the LUMO of the C=C double bond increases regioselectivity
(Fig. 4-68). Finally the increased LUMO coefficient on the carbonyl carbon
makes the secondary interaction (Fig. 4-69) greater than in the uncatalysed case,
and accounts for the greater endo selectivity.

HOMO LUMO HOMO LUMO

without catalysis with catalysis

Fig. 4-68 Frontierorbitalsshowingincreased regioselectivity for acid-catalysed
Diels-Alder reactions



164

HOMO

without catalysis with catalysis

Fig. 469 Frontier orbitals showing the increased endo selectivity on acid
catalysis of Diels-Alder reactions

Lewis acids also increase the rate of the Alder ‘ene’ reactions. Thus f-pinene (301)
reacted with methyl acrylate (302) in 707 yield at room temperature in the presence of

- CO:Me CO,Me
PGS e
¥ _H
AICI,
(301)

aluminium chloride,”** a reaction which would probably not have been possible
without the Lewis acid. The lowering of the LUMO energy of the methyl acrylate again
accounts for the increase in the rate of reaction. Nothing is known of the effect of Lewis
acids on the regioselectivity or stereoselectivity of ‘ene’ reactions.

We can conclude this section on Lewis acid catalysis with a striking example of its
use in solving a long-standing problem in steroid synthesis. We saw, on p. 140, how
citraconic anhydride added to 1-vinylnaphthalene with inappropriate regioselectivity

O

7\

OBF,

O
8]
G (306)
(305)

o)
H
H
O O
MeO MeO

(303) (307)
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for steroid synthesis. The same is true of the uncatalysed reaction of 2,6-xyloquinone
(304) with the diene (305). But, when boron trifluoride was added to the reaction mixture,
it formed a salt (306) at the more basic (and, as it happens, less hindered) carbonyl group.
The result was that the polarization of the LUMO of the C=C double bond was re-
versed, the major adduct was the appropriate one (307), and a steroid synthesis could be

completed.2 33

4.6 Site Selectivity in Cycloadditions

Site selectivity is that selectivity shown by a reagent towards one site (or more)
of a polyfunctional molecule, when several sites are, in principle, available.
The preference for electrophilic attack at the ortho and para positions of X-
substituted benzenes is just one of many examples discussed in Chapter 3. In
cycloadditions, site selectivity always involves a pair of sites; thus, butadiene
reacts faster with the quinone (308) at C-2 and C-3 than at C-5 and C-6,2°® and

Diels-Alder reactions of anthracene (309) generally take place®>’ across the
O O O
CN j CN
*l‘l + — +
=
CN N CN
0 0 ¢

(308) 62% 167,

0
o . S
9a J O
+ 0 —
, 7\
10 4 J—
0
(309)

9,10-positions rather than across the 1,4 or 3,9a. The familiar explanation for
this example of site selectivity is that reaction at the 9,10-position creates two
isolated benzene rings, whereas reaction at the 1,4-position would create a
naphthalene nucleus, which is a less stable arrangement of two benzene rings.
This explanation relies on the influence of product-like character in the transition
state, but we may also note that the same product is accounted for by looking
at the frontier orbital coefficients of the starting materials: the largest coefficients
in the HOMO of 309 are at the 9,10-positions (p. 58). Most examples of site
selectivity are similar, in that the more stable product is obtained and the
influence of the frontier orbitals is also such as to favour the formation of these
products. In the following discussion, therefore, we shall concentrate on those
cases where the two approaches make different predictions.

In cycloadditions, the frontier orbital interactions are almost always between
orbitals well separated in energy, and consequently they are second order and
follow the form of the third term of equation 2-7. As long as only the frontier
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orbitals are being considered, we can ignore the E, — E, term, because, for any
particular pair of reagents, it is always the same, whichever way they combine.
Furthermore, as long as the atoms at the reaction-sites in each component are
the same (for instance, if they are both carbon atoms in one reagent, and both
carbon atoms or both oxygen atoms in the other) then we can, as a first approxi-
mation, also ignore the 2 term. Thus all we have left is the Xc? term. The
dimerization of hexatriene (310) will serve as an example. The dimer formed?38
is 311 and not 312. Clearly the former, which retains a conjugated diene system,

| |

X = |
~ 418 |
—-232
N -521
521
HOMO LUMO (311)
(310)
S X
=z —-418 ‘
-+
AN -521 |
HOMO LUMO (312)

will be lower in energy than the latter, which has lost all conjugation; 311 is
therefore the thermodynamically favoured product. In this example, the
frontier orbitals, unusually, make the opposite prediction, by a small margin.
Thus we have the coefficients for the HOMO and LUMO from Table 4-1. The
Yc? term for the observed reaction is given by:

¥c? = [(0-418 x 0-232) + (0-521 x 0-521)]* = 0:136
and for the reaction which is not observed by:
Yc? = [(0-418 x 0-418) + (0-521 x 0-418)]* = 0-154

The former reaction is unsymmetrical, and it is likely that the transition state
is also unsymmetrical. This will make the f* term, which is distance-dependent,
different for each of the C—C bonds being formed, and will therefore modify
the already delicate balance in the values of Xc? calculated above. The inclusion
of other than frontier orbital terms will also adjust this balance. Clearly, however,
a simple FO treatment is inadequate in this instance.
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With substituted conjugated systems, such as heptatriene (314) and butadiene nitrile
(319), a similar kind of selectivity is shown: with maleic anhydride (315)25? and isoprene
(318)2¢° respectively, they give the lower energy adducts (316 and 320), rather than the
alternatives (313 and 317). Once again a frontier orbital treatment, in its simplest form,
has little to offer. We need the coefficients in the two compounds (314 and 319), but in
neither case do we have them to hand. To avoid doing a calculation for the triene (314),
we could add a little of the coefficients of the HOMO of the heptatrienyl anion (p. 123)
to those of the HOMO of hexatriene. Similarly, for butadiene nitrile (319), we could

N A
O O O
=
o) “X- + | O =—> 0
™
Q) 0

N

(313) (314) (315 (316)
239, 68%,

CN CN
|
CN Pz
4%—/<+H/ —_—
X
|

(317) (318) (319) (320)

add a little of the coefficients of the LUMO of the pentadienyl cation to those of the
LUMO of hexatriene. (In both cases, the HOMO (diene)/LUMO (dienophile) inter-
action is the important one.) If you try this for yourself you will find that it makes no
difference: the delicate balance in the values of Xc? remains slightly in favour of attack
at the central double bond of 319, and the two diene systems of 314 are expected to be
equally reactive. Thus all these reactions are probably best thought of as being governed
largely by the nature of the products.

Similarly when we come to complete the account of why Thiele’s ester
the structure (324 = 223) of the 72 possible isomers (see p. 136).

D= D= D Dreome— L1

MeO,C MeQ,C MeO,C MeO,C /
(321) (322) (323) (322)

184 should have

MeO,C
LUMO _1:0 (324)
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The three isomers of cyclopentadiene carboxylic ester (321, 322 and 323) are all present
and rapidly equilibrating. The HOMO and LUMO energies of these isomers will be
close to the ‘typical’ values used in Fig. 4-46, and these are repeated under the structures
above. The isomer (321) ought to be the most reactive diene, because it has the highest-
energy HOMO, but it is known to be present only to a very small extent—evidently too
low a concentration to be a noticeable source of products. Leaving this isomer (321) out
of account, the smallest energy-separation is between the HOMO of 323 and the LUMO
of 322. These isomers, therefore, will be the ones to combine, and they can react in either
of two main ways: 323 as the diene and 322 as the dienophile or 323 as the dienophile

CO,Me
MeO,C
/@ + @-COzMe or + \Q
MeO,C
(323) (322) (322) (323)

and 322 as the diene. The second of these suffers severe steric hindrance, because two
fully bonded carbon atoms would have to be joined, always a difficult feat. This leaves
the combination of 323 as the diene and 322 as the dienophile, the reaction actually
observed. We have explained the regioselectivity earlier (p. 136), and endo selectivity has
also been explained in general (p. 107). Now, knowing about the model reaction (319 +
318 — 320), we finally see that the terminal double bond of 322 will be the double bond
to react.

Frontier orbital theory, however, comes into its own when we consider the
dimerization of 2-phenylbutadiene (325). With this compound, the less stable
product (326) is the major one.'”” Furthermore, its formation involves attack
at the more crowded double bond, so that neither a product-stability nor a
steric argument explains why 326 is the major product. The frontier orbitals

/f-475 Ph \LUMO
HOMO /E —-33}(\ zc — 0308 U\
625
Ph \-625
(325) (326)
Ph

—-475 LUMO
= —256 7 Xy _
HOMO /E ’ E" -
475
R T

have the coefficients shown : clearly the major reaction has a higher Zc?-value
(0-308) than the minor (0-175), and this time the numbers are not delicately
balanced. Another example of the same kind of site selectivity can be found on
p. 135.

Among 1,3-dipolar cycloadditions, the following examples show the same trends as
the Diels-Alder reactions above. The unsaturated ketone (327) reacts with diazomethane
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at the yd-double bond, to give the adduct (328),%°! and diazoacetic ester (329) adds to
the terminal double bond of 1-phenylbutadiene (330) (the product actually isolated*®?
was the cyclopropane, 331).

O O
/ﬁm{ — /@OH
e
é
7

N::N
(327)
(328)
Ph B Ph

- | |

+ ']N + [ —_ — EtO,C

,/J (330) (331)
EtO,C | CO,Et

(329)

Site selectivity in a number of other concerted cycloadditions which are not [4 + 2]
cycloadditions is also explained by frontier orbital control. Thus diphenylketene (332)
reacts with isoprene (333) mostly at the more substituted double bond, and with .cis-
butadiene-1-nitrile (334) at the terminal double bond.2%> Dichlorocarbene reacts at the
terminal double bond of cycloheptatriene (335),%°* and the Simmons-Smith reaction
(336 + 337)2°° also takes place at the site with the higher coefficients in the HOMO.

0 0 O
J\ T /“\/ - i
P e P
h Ph Pll},h

Ph
P Ph

(332) (333) 70%, 30°,

0
I CN RN CN
)J\ ' U \/l
/ /
Ph Ph Pgh

(332) (334)
Cl
—_—
(335)
>_\348 ya
420 ‘
+ CH — + +
614 / \ 506 2 ﬁ >_v
\ i; A\ 4

HOMO coefficients®® 64%, 320 49,

(336) (337)
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Cycloadditions of ketenes and carbenes to piperylene (338) generally take place at

the less substituted double bond.?®%257 The ‘highest adjacent pair’ of coefficients
(p 171) 1s at C-3 and C-4 in the HOMO of the diene, but the highest single coefficient
is at C-4. Since both of these reagents are likely to attack in a highly unsymmetrical
fashion, with one bond forming well ahead of the other, the highest single coefficient

1 O\
-
3 Ph 456
| Ph /H
4 531
(338) (339) HOMO coefficients®®

(338)

(at C-1) effectively becomes more important than the ‘highest adjacent pair’. In pipery-
lene (338), the coefficient on C-1 is only very slightly larger than the coefficient on C-4,
so it may well be that a major factor in these reactions is that the products observed (339
and 340) have retained the more substituted double bond; they are, therefore, likely to
be the more stable products. Interestingly, the photocycloaddition (see Chapter 6) of
piperylene (338) to stilbene (341) gives?%® mostly the less stable pair of cyclobutanes

| Ph Ph,,
’ + w\ LI +
Ph Ph

(338) (341)

Ph

(342) (343)

(342 and 343). Both the HOMO and the LUMO of piperylene will have the ‘highest
adjacent pair’ at C-3 and C-4 (both the HOMO and the LUMO are important in photo-
chemical reactions, and the coefficients should not be squared, see Chapter 6); therefore,
this observation is in agreement both with frontier orbital theory and with the reaction’s
being a concerted one.

The so-called K-region of polycyclic hydrocarbons is implicated in the
carcinogenicity of these compounds. It is believed that the body epoxidizes
the hydrocarbon at the K-region; the product (e.g. 345) is then an electrophilic
species capable of alkylating the pyrimidines and purines of nucleic acids. On
the whole, but only very approximately, the more nucleophilic the K-region
(.. the larger the coefficients and the higher the energy of the HOMO), the
more carcinogenic the hydrocarbon proves to be, presumably because it is
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HOMO coefficients =~ 293
—-003

—-301 -393

7100 >

—-047

/
324 — 445 298

—-236

078

095
—-160
—-167
——
- -288
O

—-154

194

K-region

(344) (345)

epoxidized more readily. We shall now look at some cycloaddition reactions
of polycyclic hydrocarbons, where we shall find that, although the K-region
may not have the highest coefficients in the molecule, it often has the highest
adjacent pair. Thus if benzanthracene (344) is to take part in a cycloaddition
reaction in which it provides the 2-electron component, a high value of c?
is got from the K-region. (0-298 + 0-288 is larger than 0-194 + 0-324 or any
other sum of adjacent coefficients not involving the angular carbons; reaction at
the angular carbon atoms presumably involves the loss of too much conjugation,

O T -
OH

2 i
/
050502

OH
seosQ.

(344) "’
“ X1
SO,CI
Pb(OAc), 4
CO,Et

(349)
see however, p. 172.) This is the site of attack by osmium tetroxide,>®® which
probably reacts in a cyclic process to give the ester (347) as an intermediate,
and it is also the site of attack by the carbene (346) derived from diazoacetic
ester.2’? The same idea accounts for the site-selectivity of the hydrocarbons
(350 and 351) both of which react with osmium tetroxide in the K-region.
Epoxidation is like a cycloaddition, in that the new bonds to the oxygen atom

054

— 368 _ : --320
— 164
296 275
050, = K-region K-region == OsQOs
E10,CCH: 296 275
0,271 _16d

CTO3
S0O,Cl;
(350) (351 Pb(OAC),
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are formed simultaneously from each of the carbon atoms. Thus we can explain
why the K-region is the site of biological epoxidation. Whatever the mechanism
of that process may be, it seems likely that it too will involve the formation of
both bonds at once. The contrast is with the behaviour of these hydrocarbons
with oxidizing agents—like lead tetraacetate, chromic acid and sulphuryl
chloride—which can react only at one site at a time: none of the hydrocarbons
(344, 350 or 351) reacts in the K-region with these reagents.?”? Instead, reaction
takes place at the site with the highest single coefficient in the HOMO, just as
we would expect for an electrophilic substitution.

Anthracene (352) and chrysene (353) show less of a dichotomy of behaviour, because
the highest single coefficient is part of the site with the highest adjacent pair. Thus
anthracene reacts with dichlorocarbene and peracid at C-9 (and possibly C-9a), and it

CrO,
SO,Cl,
Pb(OAc),,
CClz,PhCO sH
CHCOlEt

: 234
(352) /K/egm>A Cro,

SO,Cl,

Os0O 4
(353)

alsoreactsat C-9(and C-10) with chromicacid, lead tetraacetate and sulphurylchloride.??2
However, anthracene reacts with osmium tetroxide at different sites depending upon the
conditions: at C-9 and C-10 in the presence of hydrogen peroxide,?”? and at C-1 and C-2
on its own;?”* and anthracene reacts with the carbene (346) at C-1 and C-2.27° Plainly,
other factors are at work : attack at C-9 and C-9a by the carbene (346) may be reversible,
for example, or a ‘product-stability’ argument may apply, attack at C-9 and C-9a
being inhibited by the high energy of the product of such attack.

Note: The use in this section of the ‘highest adjacent pair’ taken from only
one component of a cycloaddition was permissible because the other component
of the cycloaddition (OsO, and O,) had equal coefficients at each end in its
frontier orbitals. When the coefficients are unequal, the advantage to be got
by pairing the larger of them with the largest single coefficient can outweigh
the effect of the ‘highest adjacent pair’. We possibly saw an example of this
happening in the reactions of piperylene (338) with diphenylketene (p. 170).
Similarly, it should only work in a cheletropic reaction where the two bonds to
the single atom (C in a carbene or O in a peracid) develop equally fast. Perhaps
theresultsdescribed in this section can best be taken as evidence that the reactions
of ozone, osmium tetroxide, peracid, and ethoxycarbonyl carbene are concerted,
with both new bonds formed more or less equally in the transition state.
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4.7 Periselectivity in Pericyclic Reactions

There is a special kind of site-selectivity which has been called periselectivity.
When a conjugated system enters into a reaction, a cycloaddition for example,
the whole of the conjugated array of electrons may be mobilized, or a large
part of them, or only a small part of them. The Woodward-Hoffmann rules
limit the total number of electrons (to 6, 10, 14 etc. in all-suprafacial reactions,
for example), but they do not tell us which of 6 or 10 electrons would be pre-
ferred if both were feasible. Thus in the reaction of cyclopentadiene (355) and
tropone (356), mentioned at the beginning of this book, there is a possibility
of a Diels-Alder reaction, leading to 354, but, in fact, an equally allowed, ten-
electron reaction is actually observed,!?! namely the one leading to the adduct
(357). The product is probably not thermodynamically much preferred to the

2+4] 4+6
oL @w,“] )

54 (355) (357)

alternative, if at all, so that will not be a very compelhng argument to account
for this example of periselectivity. The frontier orbitals, however, are clearly
set up to make the longer conjugated system of the tropone more reactive than
the shorter. The coefficients of the frontier orbitals of tropone were given on
p. 138, and are reproduced in Fig. 4-70. The largest coefficients of the LUMO of

Fig. 470 Frontier orbitals of cyclopentadiene and tropone

tropone are at C-2 and C-7, with the result that bonding to these sites is easier
than to C-2 and C-3, which would have led to the other adduct (354).

In general, the ends of conjugated systems carry the largest coefficients in
the frontier orbitals, and we should therefore expect pericyclic reactions to use
the longest part of a conjugated system compatible with the Woodward-Hoff-
mann rules. This proves to be true up to a point, with the provision that the
reactions have also to be geometrically reasonable. The following cases are all
ones where the largest possible number of electrons have been mobilized, when
smaller, but equally allowed numbers might have been instead. Frontier orbital
considerations, including orbital-symmetry allowedness, account for all of
them.
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However, at first sight, ketenes (358) seem to be avoiding the higher co-
efficients. We have already seen on p. 143 that they can undergo [2 + 2] cyclo-
additions in an allowed manner, but we also have to account for why they do so,
even when a [2 + 4] reaction is available. A [2 + 4] reaction would involve

'———'—_-*
u \

(358)

the higher coefficients of the diene, and ought to be faster. The explanation?38
is that if ketene were to react as the n2s component of a [n2s + nds] reaction,
the orbital most localized on the C—C double bond would be involved. The p
orbitals of this bond are at right angles to the p orbitals of the C=0 double
bond. Consequently, the C=C n-bond does not have a low-lying LUMO. Its
LUMO is more or less normal for a n-bond, and it is not, therefore, a good
dienophile. In the [n2a + =2s] reaction, on the other hand, it is the LUMO of
the C=O0 n-bond that is involved, and this is low-lying in energy.

The dimerization of hexatriene, mentioned on p. 166, and of many similar
compounds, takes place in a Diels-Alder manner, not only for the trans isomer
(310) but also for the cis (359). The cis isomer might, in principle, have

(359)
LUMO HOMO HOMO LUMO
Frontier-orbital preferred reaction Observed reaction

undergone a [4 + 6] dimerization, but presumably the hexatriene is very
rarely in the right planar conformation (359) for the reaction which would be
preferred on frontier orbital grounds. In open-chain and in some cyclic systems,
therefore, we can predict that frontier orbital control will usually lead the
reaction to take the path which uses the longest part of the conjugated system
consistent with a symmetry-allowed reaction, but that several other factors,
spatial, entropic, steric, and so on, have obviously to be taken into account.
However, in some more complicated conjugated systems, the longest conjugated
system is not always the one preferred in a frontier-orbital controlled reaction.
The following examples illustrate some of the complexities of such systems,
both in predicting the frontier-orbital-preferred reactions, and in relating them
to the, rather too few as yet, observed reactions.

Geometrical factors probably outweigh the contribution of the frontier orbitals in
the remarkable reaction'?® between tetracyanoethylene (361) and heptafulvalene (360)
to give the adduct (362). The HOMO coefficients for heptafulvalene are shown on the
diagram. Clearly they are highest at the central double bond, but any reaction at this
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site would have to be, by the Woodward-Hoffmann rules, antarafacial on one of the
components, and this is geometrically unreasonable. (In a carbene cycloaddition, in
which an antarafacial element can be taken up by the carbene, p. 95, it is the central
double bond which is attacked.?®®) The best possibility, from the frontier orbital point

30 g9 gg9 300
-253 253
-253 -253
300 —-199 —-199 — 300
(360) —
HOMO coefficients’

LUMO (361)

of view, would be a Diels-Alder reaction across the 1,4-positions, but this evidently does
not occur, probably because the carbon atoms are held too far apart. This is well-known
to influence the rates of Diels-Alder reactions—cyclopentadiene reacts much faster
than cyclohexadiene, which reacts much faster than cycloheptatriene, see p. 113. The
only remaining reaction is at the site of lowest frontier-orbital electron population, the
antarafacial reaction across the 1,1’-positions.

Sesquifulvalene (363) presents another case where frontier orbital control is not the
only factor that governs periselectivity. The sequifulvalene (364) does give the adduct

—-426

228
HOMO coefficients’
(363)
(366)2°° with tetracyanoethylene (365), as expected from the coefficients of the HOMO

of the unsubstituted system. However, the sesquifulvalene (367) gives a [4 + 2] adduct
(368)2°° instead, and the sesquifulvalene (369) gives a [12 + 2] adduct (370).°!

OO e i)

CN
CN

(364) (365) (366)
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371)
(369) (372)

Furthermore, the sesquifulvalene (369) gives®°? yet another kind of adduct (372) when
it is treated with acetylenedicarboxylic ester (371). At least these examples serve to
emphasize the pitfalls of a too easy application of frontier orbital theory.

The reactions of fulvenes (373) also provide examples where the longest conjugated
system available is not always the one involved in cycloadditions, but this time frontier
orbital theory is rather successful in accounting for the experimental observations. The
orbital energies and coefficients are illustrated in Fig. 4-71, where it can be seen that there
is a node through C-1 and C-6 in the HOMO. The result is that when a relatively
unsubstituted fulvene might react either as a n6 or as a n2 component with an electron-
deficient (low-energy LUMO) diene or dipole, it should react asa n2 component because
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of the zero coefficient on C-6 in the HOMO of the fulvene. This is the usual reaction
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Similarly, when it reacts as a n4 component, it does so at C-2 and C-5, where the co-
efficients are largest:2°7

LUMO O

By contrast, if the important frontier orbital in a cycloaddition is the LUMO of the
fulvene, and if the fulvene is to react as n2 or n6 component, it will now react as a =6
component, because the largest coefficients are on C-2 and C-6. Thus with diazomethane,
the LU (fulvene)/HO (diazomethane) interaction is probably closer in energy than the
HO(fulvene)/LU(diazomethane) interaction (Fig. 4-72), and the adduct actually ob-
tained (374)%°% is the one expected from these considerations. Although reaction with a
simple diene ought also to be dominated by the LU(fulvene)/HO(diene) interaction
(Fig. 4-72), nevertheless the observed®®* product (376) from the reaction of dimethyl-
fulvene (375) with cyclopentadiene has the fulvene acting as a n2 component rather than

1:0

LUMO
—1-0
104 96

Fig. 4-72 Frontierorbital interactions for fulvene, diazomethane and butadiene

— N]| — N

(375) (376)
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as a 76 component. This anomaly has been explained®®® by invoking the next-lowest
unoccupied orbital (NLUMO) of fulvene. This orbital has zero coefficients on C-1 and
C-6, and hence relatively large coefficients on C-2 and C-3. The interaction of this orbital
with the HOMO of cyclopentadiene is apparently large enough to tip the balance in
favour of the [2 + 4] adduct (376). This example comes as a useful reminder that the
frontier orbitals are not the only ones to be interacting as the reaction proceeds. They are
usually the most important orbitals, but, in a delicately balanced situation like this, they
may not be decisive. The delicacy of the balance is illustrated by the reaction of the same
fulvene (375) with a different diene (377), where the expected [6 + 4] adduct (378) is in

0~ 00

(375) (377)
(378)

fact obtained.3® The HOMO of this diene will be higher in energy than that of
cyclopentadiene. The result is that the interaction of this orbital with the LUMO of the
fulvene is proportionately greater than that with the NLUMO.

This section on periselectivity has been unusually long. It is one of those
subjects which frontier orbital theory has rationalized particularly well. It is a
fitting close to this chapter to reflect upon the bewildering variety of cyclo-
additions shown by fulvenes, and to consider how difficult it would have been
to explain before frontier orbital theory came along.
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3.1 Introduction : Nucleophilic and Electrophilic Radicals

Radicals should be very soft entities—most of them do not have a charge, and
in most chemical reactions they react with uncharged molecules. Thus the
Coulombic forces are usually small while the frontier orbital interactions remain
large. In a sense this is borne out by such well-known reactions as the attack
of radicals at the conjugate position of «,B-unsaturated carbonyl compounds,

R‘q }J\KOMe — R\/j‘\’//(m( /ﬂj\(OMe
| f |
0] O 0]

(379) l

R\/l\)'\‘/OMC P OMe
elc.
CO,Me OI O| c
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rather than at the carbonyl group, and the attack by a-carbonylmethyl radicals
from the carbon atom, not from the oxygen atom. The clean polymerization of
methyl methacrylate (379) demonstrates both these typically soft patterns of
behaviour. But the story is more complicated with radicals than it was with ions.
Plainly, the frontier orbital of the radical is the singly occupied one (SOMO).
This orbital will interact with both the HOMO and the LUMO of the molecule
it is reacting with, as shown in Fig. 5-1.°°! Plainly the interaction with the

SOMO *, SOMO

(a) SOMO-HOMO (b) SOMO-LUMO

iz

Fig. 5-1 The interaction of the singly occupied molecular orbital (SOMO) of
a radical with (a) the HOMO and (b) the LUMO of a molecule

LUMO will lead to a drop in energy (E, on Fig. 5-1b); but so does the inter-
action with the HOMO. Because there are two electrons in the lower orbital
and only one in the upper, there will be a drop in energy (2E, — E;) from this
interaction. Radicals with a high-energy SOMO (Fig. 5-2a) will react fast with
molecules having a low-energy LUMO, and radicals with a low-energy SOMO
(Fig. 5-2b) will react fast with molecules having a high-energy HOMO.

This conclusion is strikingly confirmed by the observation of alternating
co-polymerization.>?? Thus, the radical-initiated polymerization of a mixture
of vinyl acetate (381) and dimethyl fumarate (383) takes place largely*®? to
give a polymer in which the fragments derived from the two monomers alternate
along the chain. In this case it is evident that a growing radical such as 380
attacks vinyl acetate rather than fumarate; but the new radical (382), so pro-
duced, attacks fumarate rather than vinyl acetate. The radical (380), because it



184

O,Me Ac MeO, Ac O;Me
g — W\?

CO,Me CO,Me CO,Me
(380) (381) (382) (383)
MeQO, OAc CO,Me Ac
0y
/\ e etc.
CO,Me CO,Me

is next to a carbonyl group, will have a low energy SOMO. We can easily deduce
that this is so by considering the carbomethoxyl group as a Z-substituent. The
radical centre is placed next to a partially empty p orbital. A model for this
interaction is provided by the interaction of two p-orbitals (compare the forma-
tion of a n-bond, p. 20), but with only one electron between them. Inevitably
there is a lowering in energy from such an interaction. Thus, with a low-energy
SOMO, the important frontier orbital of an olefin will be its HOMO. Of the
two olefins (381 and 383), the vinyl acetate, because it is an X-substituted olefin,
has the higher energy HOMO (see p. 128), and it is therefore this molecule
which reacts with the radical (380). Furthermore, the coefficient in the HOMO
of this olefin will be particularly large (see p. 124) at the carbon atom where
bonding does take place. By contrast, the radical produced (382) is flanked by
an oxygen atom, in other words by an X-substituent. This time, the radical will

’
’
2
’
’
s ’
S .
’ ’
. ’ ’
SOMO . ‘ 4
~ ’ .
’ ’
~ ’
’
.
.

$ R A
HOMO H " HOMO

N 5 i

(a) A nucleophilic radical

%

(b)y An electrophilic radical

Fig. 5-2 Important frontier orbital interactions for radicals (a) with high-
energy SOMOs, and (b) with low-energy SOMOs
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have a high-energy SOMO (Fig. 5-3), because the interaction with the lone pair
on the oxygen atom is like that which we saw in connection with the a-effect
(p. 77), except that there is only one electron in the upper orbital. (We may note,
in passing, that because two electrons go into the lower and only one into the
upper orbital, there is an overall drop in energy from the interaction of a
radical centre with a lone pair (Fig. 5-3). This accounts for the stabilization

. SOMO
. e
-7 ~
’ ~
. ~
P .
- .
s N
. ~
- .
P < .
~ ~
~ ~
~ .
~
~ N
~ p
~ -
.~ -
~ .
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. -
~ .
. -
~ -
-~ -
~ -

Fig. 5-3 The interaction of a lone pair with a radical centre

of such radicals as 384 and 385, and for the existence of such isolable radicals
as 386 and 387.) The upper orbital is the SOMO of the radical (382). Because
of its high energy, it reacts faster with the molecule having the lower energy

/\N/\ 6 )
) [ j 7L_N—>T Ph,N—N NO,
0 |
O O,N

(384) (385) (386) (387)

LUMO, namely the Z-substituted olefin (383)-—and so on, as the polymeriza-
tion proceeds. This explanation for alternating polymerization avoids the vague
terms, such as ““polar factors™, which have often been used in the past.

LUMO

LUMO

strong

SOMO + /

weak

weak

SOMO +
\Strong
N ’i ' HOMO % HOMO

(a) An electrophilic radical (b) A nucleophilic radical

Fig. 5-4 Frontier orbital interactions for an electrophilic and a nucleophilic
radical
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In general: radicals which have a low-energy SOMO show electrophilic
properties, and radicals which have a high-energy SOMO show nucleophilic
properties.

5.2 The Abstraction of Hydrogen and Halogen Atoms
5.2.1 The Effect of the Structure of the Radical

When a radical attacks a C—H or C-halogen bond, the interactions are with ¢
and ¢* orbitals. The latter orbitals are usually high in energy, and we can expect
that the major interaction is therefore with the HOMO (Fig. 5-4a), namely the
o orbital. Radicals abstracting hydrogen atoms are gencrally regarded as
electrophilic. Reactions of various radicals with p-substituted toluenes have
been studied and Hammett plots made (Table 5-1). The p-values are small,

Table 5-1 p-Values for hydrogen-abstraction from p-substituted toluenes (388)3°4

R- 0 SOMO-energy*”
Bu'- + 10 —69
CsH\u
R Vu H p CH- 07 —78
/
v Me
C10H23CH2‘ 0'5 —8'7
Et,Si- +03 ~—17
Ph- —01 -92
Y Me- —01 —9-8
(388) H- —01 ‘ —136
Bu'O. — 04 7—12
Bu'OO0O- —0-6 ~—11-5
H02CCH2' "”07 ~ — 10'9
Cl. —0-7 —-13
Br- —14 —11-8
Cl,C- —15 — 88

“ Ionisation potential in electron volts. (The higher the IP is, the lower in energy the SOMO.)

because radical reactions are generally not subject to polar effects, but they are
mostly negative, indicating that the attack is by an electrophilic species. Al-
though agreement among the numbers 1s far from perfect, the trend does seem
to suggest that those radicals with high-energy SOMOs, like the trimethylsilyl
and alkyl radicals, show less electrophilicity than those which, like the oxy
and halogen radicals, have low-energy SOMOs. The alkyl series shows a par-
ticularly good correlation between SOMO-energy and the p-value.

When the SOMO/HOMO interaction is the more important one, and
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assuming, as is usually true for hydrogen-abstraction reactions, that the
SOMO-energy lies between that of the HOMO and the LUMO, the radical
with the higher-energy SOMO will be less reactive than the one with the lower-
energy SOMO (because 2E, — E; in Fig. 5-1 will be smaller). This explains
why the Bu'OO- radical is 10,000 times /ess reactive in hydrogen abstraction
than the Bu'O- radical.?°® Here we see the a-effect making an electrophilic
radical less reactive, whereas it made a nucleophile more reactive (see p. 77);
the cause is the same, namely the raising of the energy of the HOMO. It may
be that the lower reactivity of the Bu'OO- radical makes it more selective than
the Bu'O- radical (see Table 5-1), and similar factors may explain the other
anomalous entries in Table 5-1.

5.2.2 The Effect of the Structure of the Hydrogen or Halogen Source

Radicals are well known to attack hydrogen atoms in the order: allylic faster

than tertiary, faster than secondary, faster than primary. The more neighbour-

ing groups a C—H bond has, the more overlap (hyperconjugation) can take

place. Since such overlap is between filled orbitals and filled orbitals, the effect

is to raise the energy of the HOMO. This effect therefore puts the energy of the

HOMOs of the C—H bonds in the same order as their ease of abstraction.
The ease of the abstraction reactions:

R/ halogen—CR’

is in the order I > Br > Cl. Again, the energies of the HOMO of the ¢-bonds
fall in this order. Clearly both these series are compatible with the major
involvement of the SOMO of the radical with the HOMO of the other mole-
cule.39°

Methyl radicals preferentially attack the hydrogen atoms on C-2 of propionic
acid (389). On the other hand, chlorine atoms preferentially attack the hydrogen

52
CHy + CH,¢H,CO,H <
(389) :

CH,CHCO,H = (CH,),CHCO,H
CH,CH,CO,H —> CH,CH,CH,CO,H

PR CH,CHCO,H —> CH,CHCICO,H
ci- + CH,CH,CO,H <
(389) 50 CH,CH,CO,H == CICH,CH,CO,H

atoms on C-3.3°7 Frontier orbital theory explains this extraordinary pattern of
reactivity.®*® The C—Hs on C-2 are conjugated to a Z-substituent, and will
therefore have a relatively low-energy HOMO and LUMO. The C—Hs on C-3
are conjugated to a CH,CO,H group (a very mild X-substituent), and will
have a higher-energy HOMO and LUMO. The methyl radical has a much
higher energy SOMO than the chlorine atom (Table 5-1). The orbital inter-
actions are therefore those shown in Fig. 5-5, where we can see how the inter-
action 4 can be more effective than B for a chlorine atom, and C more effective
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than D for a methyl radical. If 4 and C are the dominant interactions, then the
observed pattern of reactivity is explained.

3
H—_CHchzCOzH

; LUMO
o H—(leCOZH
¢ CH
CH,- SOMO +/ / ’
B
'\/
/ > -
Cl- SOMO —T——
\A\ |
\—H— H—CH,CH,CO,H
HOMO

Fig. 5-5 Interactions for the attack of methyl and chlorine radicals on propionic
acid

5.3 The Addition of Radicals to n-Bonds
5.3.1 Attack on Substituted Alkenes

There is a great deal of information available about the addition of radicals to
n-bonds, since it is such an important subject in the study of polymerization.
A lot of this information is straightforward—the more stable ‘product’ (e.g.
390,°°° 391%'° or 3923'1) is almost always obtained, and the site of attack
usually has the highest coefficient in the appropriate frontier orbital. With
C- and Z-substituted olefins (Fig. 5-6), the site of attack will be the same

H——CéPh
st D o > [P L — N
(390)
Br—f}ZCh
A S LU — O NN
(391) + 75%

he A 25
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N Y Et
Et O Et /O
i & | —
H H /
Et
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hydrolysis
Et OBEt, + E ——>— FEt 0]
T R 2 \/Y
"
regardless of which frontier orbital is the more important: both have the higher
coefficient on the carbon atom remote from the substituent.

C
e
LUMO LUMO LUMO
%c Z % :x
HOMO HOMO HOMO

Fig. 5-6 Frontier orbitals for C-, Z- and X-substituted olefins

With X-substituted olefins, however, the HOMO and the LUMO are polarized
in opposite directions. For most X-substituted olefins, the HOMO will be closer
in energy to the SOMO of the radical, because X-substituted olefins generally
have high energy HOMOs and high energy LUMO:s (see p. 117). This explains
the usual direction of addition. For example, oxygen atoms attack but-1-ene
thus:*!?

0
Oq/r‘\/—;———a-o\ —i—)J\/
T

1! parts to I part

The general rule, therefore, is that radicals add to the less substituted end of an
olefin to give the more stable radical. This is true of fluoroolefins such as 393

and 394, which add trichloromethyl radicals predominantly at the less substi-
tuted carbon. However, Tedder was able to measure the activation energies for
attack at both sites in 393 and 394, and to compare them with the activation
energy for attack on ethylene;*!? the values (in kcal/mole) are shown below:
32 33 54 46 83
l l J l l
CH, = CH, CH, = CHF CH, = CF,

(393) (394)

The odd feature of these results is that attack at the carbon atom remote from
the substituents is relatively unaffected by the substituents, even though the
substituents are at the site which is developing into a radical. On the other
hand, the rate of attack on the carbon atom carrying the substituent is affected
much more, being slower when there is one fluorine than when there is none,
and slower still when there are two fluorines. This is not what was expected
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when the only factor taken into consideration was the stability of the radical
produced. Frontier orbital considerations do offer an explanation. The tri-
chloromethyl radical has a low energy SOMO (Table 5-1) and is therefore
electrophilic, interacting much more strongly with the HOMO of an olefin
than with the LUMO. The effect of the fluorine (an X-substituent) on the
polarization of the HOMO is to lower the coefficient on the atom to which it is
bound (Fig. 5-6). It is unusual among X-substituents, however, in lowering
the energy of the HOMO. Thus the effect of the fluorine 1s to slow down the
attack on the atom to which it is attached (3.2 — 5.4 — 8.3 kcals). Attack at
the other end of the double bond, however, although slowed down by the
lowering in energy of the HOMO, is speeded up by the increase in the coefficient
of the fluorinated olefins at that site. These effects partly cancel, and the acti-
vation energy for attack at C-2 in these olefins is rather similar
(3.2 - 3.3 — 4.6 kcals) for each.

Another striking reversal of the rule is in the cyclization of hex-5-enyl radicals (396).
Generally, these cyclize contrathermodynamically to give the primary radical (397).

This may be for all sorts of reasons, but it is noteworthy that cylization to the secondary
radical (395) does take place when the groups R and R’ are electron-withdrawing.3!3

CN R : R R’
= R’ R=R'=H
' CO,Et = . ’ “RIZH,
2 R=CN
R'=COEt “R=CN
R’ =CO,Et

(395) (396) (397)

It is known, in fact, that the latter observation is a result of thermodynamic control :3!¢
the radicals (396 and 397, R = CN, R’ = CO,Et) are able to approach equilibrium
under the reaction conditions. But we can say, at least, that the ring-closure in the sense
(396 — 395) will be assisted when the substituents are electron-withdrawing : the radical
(396) will then have a relatively low energy SOMO, and it will therefore be more sensitive
to the polarization of the HOMO of the olefin group. In the radical (396, R = R’ = H)
without electron-withdrawing groups, the interaction with the n-bond will be more
affected by the LUMO of the olefin, and this might be part of the reason for contra-
thermodynamic cyclization.

The rates of radical attack on n-bonds seem also to be sensitive to the coefficients on
the atoms involved in the n-bond. For instance, let us take the relative rates at which
hydrogen atoms add to C-1 in the olefins shown in Table 5-2. The increase in rate as
R and R’ are changed from hydrogen to methyl, could be due to the increase in the
energy of the HOMO of the olefins, but the coefficients at C-1 will also increase in the
same order. The presence of two methyl groups on C-1 should raise the energy of the

Table 5-2 Relative rates of addition of hydrogen atoms to olefins!’

Compound Relative Rates
q/k R=R =H 1
H 1/\/ R’ R =Me, R"=H 1-8
R = R’ = Me 44

H'% s




191

HOMO even further, and we should expect a larger value for the relative rate for this
compound if the energy of the HOMO were the important factor. In fact, a smaller one
is found, and we can account for this by arguing that the two methyl groups even up the
polarization in the HOMO. A steric effect of this size for a hydrogen atom attack is not

very likely.

5.3.2 Attack on Substituted Aromatic Rings

The rates of attack of radicals on aromatic rings correlate with ionization
potential,>!® with localization energy®'® and with superdelocalizability
(p. 58),°2° a picture reminiscent of the situation in aromatic electrophilic
substitution. As in that field, there are evidently a number of related factors
affecting reactivity. Frontier orbitals provide useful explanations for a number
of observations in the field, as the following examples show.

The partial rate factors of Table 5-3 show that a phenyl radical reacts with
nitrobenzene and anisole faster than it does with benzene. This can readily

Table 5-3 Some partial rate factors for radical attack on benzene rings.>2! fis the rate
of attack at the site designated relative to the rate of attack at one of the carbon atoms of
benzene itself

Attacking radical Ring being attacked f, f, f,

p-O,NC.H, - 093 0-35 1-53
PhNO,

Ph- 9-38 1-16 9-05

p-O,NC.H, - 517 0-84 2:30
PhOMe

Ph- 3-56 0-93 1-29

LUMO
LUMO

LUMO

Ph- SOMO T K

p-O,NC,H,- SOMO T - C >

Ar PhOMe PhH PhNO,

Fig. 5-7 Interactions for the attack of an aryl radical on substituted benzene
rings
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be explained if the energy levels come out, as they plausibly might, in the order
shown in Fig. 5-7. With anisole the SOMO/HOMO interaction (A) is strong,
and with nitrobenzene the SOMO/LUMO interaction (B) is strong, but with
benzene neither is strong. Product development control can also explain this,
since the radicals produced by attack on nitrobenzene and anisole will be more
stabilized than that produced by attack on benzene. However, this cannot be
the explanation for the other trend which can be seen in the table, namely that
a p-nitropheny! radical reacts faster with anisole and benzene than it does with
nitrobenzene. But this is readily explained if the SOMO of the p-nitrophenyl
radical is lower in energy than that of the phenyl radical, making the SOMO/
HOMO interactions (C and D) strong with the former pair.

In hydrogen abstraction reactions (p. 186), alkyl radicals change, as the
degree of substitution increases, from being mildly electrophilic (the methyl
radical) to being mildly nucleophilic (the t-butyl radical). In addition reactions
to aromatic rings, they are all relatively nucleophilic: thus they add exclusively
to the 2-position of pyridinium cations (398). This change is reasonable,

X X X
= = =
<1|_>R | — \|

R—" N7 H'ﬁ R” N
H H H

(398)

because the LUMO of an aromatic ring will be lower in energy than that of a
C—H bond, and the SOMO of the radical can interact more favourably with it.

Furthermore, the more substituted radicals continue to be the more nucleo-
philic. The relative rates with which the various alkyl radicals react with the
4-cyanopyridinium cation (398, X = CN) and the 4-methoxypyridinium cation
(398, X = OMe) have been measured (Table 5-4).32% The LUMO of the former
will obviously be lower than that of the latter. The most selective radical is the
t-butyl, which reacts 350,000 times more rapidly with the cyano compound than
with the methoxy. This is because the t-butyl radical has the highest-energy
SOMO (Table 5-1), which interacts (4 on Fig. 5-8) very well with the LUMO
of the 4-cyanopyridinium ion, and not nearly so well (B) with the LUMO of

Table 5-4 Relative rates of reaction of alkyl radicals with the 4-cyano- and 4-methoxy-
pyridinium cations

R Me. n-Pr. n-Bu- s-Bu- t-Bu-
Kx-en 46 164 203 1-3 x 104 35 x 10°
kX =0Me

SOMO-energy —-98 -81 —-80 —74 —69

(—LP. ineV)
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OMe
F
LUMO |
SN
H * CN
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8 LUMO |
2
N%
H

Bu SOMO /
Me: SOMO +/
Fig. 5-8 Interactions of frontier orbitals for the reaction of alkyl radicals with
substituted pyridinium cations

the 4-methoxypyridinium ion. At the other end of the scale, the methyl radical
has the lowest-energy SOMO, and hence the difference between the interactions
C and D on Fig. 5-8 is not so great as for the corresponding interactions (A4 and
B) of the t-butyl radical. Therefore, it is the least selective radical, reacting only
50 times more rapidly with the cyano compound than with the methoxy. The
other alkyl radicals in the table show a regular pattern, consistent with this
analysis.

The most vexed subject in this field is the site of radical attack on substituted
aromatic rings. Some react cleanly where we should expect them to. Phenyl
radicals add to naphthalene (399), to anthracene (400)*2? and to thiophene

87% 4%

14% - 0 7%
425 13 /o 3“ A /—\ “Ph
e’* 26 S °‘1 am /93"/0
Q X
S .
(399) (400) (401)

(401),*2* with the site-selectivity shown on the diagrams. In all three cases, the
frontier orbitals are clearly in favour of this order of reactivity ; we should note
that, because of the symmetry in these systems, both HOMO and LUMO have
the same absolute values for the coefficients, so there is no ambiguity here as
to which to take.

However, there is a lot of evidence that radicals are much less selective than
cations and anions. Thus, dimethylamino radicals attack toluene3?° to give
10% ortho-, 47%, meta- and 439, para-dimethylaminotoluenes ; phenyl radicals
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attack pyridine with little selectivity,??® and chlorine atoms attack naphthalene
completely unselectively.®?” Since almost all substituents stabilize radicals,
substituted benzenes usually (but not invariably, see Table 5-3) react faster than
benzene itself, and most of them, whether C-, Z- or X-substituted, show some
preference for ortho/para attack, no doubt because attack at these sites gives
the more stable intermediates. In assessing the contribution of the frontier
orbitals, we are back with the problem (pp. 52-57) of how to describe the
orbitals of substituted benzene rings—in other words, how to estimate not only
the relative importance of the HOMO (i) and the LUMO (y/,*) but also the
relative importance of i, and ¥ s*, which lie quite close in energy to the frontier
orbitals. Thus the HOMO and the LUMO shown in Fig. 5-8, for example,
are best thought of, not as single orbitals, but as composites of the kind dis-
cussed in Chapter 3.

One trend seems clear, and it is a trend readily explained with frontier orbitals.
In an X-substituted benzene, like toluene or anisole, the proportion of meta
attack falls as the energy of the SOMO of the attacking radical rises (Table 5-5).

Table 5-5 Product distribution in the attack of various radicals on anisole328

%o + 2%p SOMO-

R- %0 %m %P energy
yAL (eV)*
MeO
R- + Me,Si- 62 31 7 2-5 -7

<:> . 67 28 5 28 ~78

Ph- 69 18 13 53 —-9:2

Me. 74 15 11 64 —-9-8

HO,CCH,- 78 5 17 224 —-109

1P,

This trend is usually put down, without explanation, to the increasing ‘electro-
philicity” of the radicals. Because the HOMO and LUMO energies of X-substi-
tuted benzenes will be raised, we can expect that the HOMO of the aromatic
ring is the more important frontier orbital. We have already seen (p. 54) how
the frontier electron population is effectively higher in the ortho and para
positions for an X-substituted benzene. Thus, the lower the energy of the
SOMO of the radical, the better the interaction with the HOMO of the benzene
ring, as we have already seen in Fig. 5-7, and hence the more ortho and para
attack there is.
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5.4 Ambident Radicals
5.4.1 Neutral Ambident Radicals

Some neutral radicals are ambident, but not much is known about this subject.
The argument is a simple one—the site of reactivity should be largely deter-
mined by the coefficients of the SOMO.

The mono-substituted allyl radical, generated by adding a radical to a diene,
usually reacts at the unsubstituted end of the allyl radical. We saw two examples
of this on p. 188. This may simply be owing to product-development control,
but it is also likely that the coefficient is larger at thus site.

The cyclohexadienylradical (402) should have a higher coefficient at C-3 (see
p. 45) than at C-1, and indeed it seems that this site most readily extracts a
hydrogen atom from another molecule.??® This is clearly not product-develop-
ment control.

H
(402) major

minor

As we have already seen (p. 182), a-carbonylmethyl radicals (e.g. 403) react
more readily at the carbon atom than at the oxygen atom. Here is another

example:**°

OMe OMe OMe
O
= =
J\. + —_— { ~-CH,CO;H and not .0 P
HO~ “CH, 1 \(
= R
CH

(403)

Cathodic electrolysis of pyridinium ions (404) causes an electron to be added
to the ring. This electron is in an orbital very like the LUMO of pyridine (p. 68),
which we know to have the largest coefficient on the 4-position. This is the site
of dimerization.*?*?

MeN-/’r \> =

(404)

But the best-known neutral ambident radicals are the phenoxy radicals (405).%2 It is
now well established that phenoxy-radical coupling is the coupling of radical with radical
and not of radical with neutral molecule, although the attack of a radical on a phenate
jon may occasionally be an important pathway. In either event, we can expect a large
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number of possible products. As it happens, all these possibilities have been observed
with one compound or another. In general, o-p, p-p, and 0-¢ are rather more common
than O-p and 0-o, and these are much more common than 0-0. The electron-distribution
in a phenoxy radical is not easy to measure. We have the electron distribution in the
SOMO for the ring from ESR, showing a high population on the ortho- and para-
positions (Fig. 5-9). By comparing the phenoxy radical with the benzyl radical, we can

o 0 1023 (") ) Oo-zs
64 (H) X 0-27
—1-7(H) —007

9-7(H) 0-40
(406) (408)
(407)

Fig. 5-9 Hyperfine coupling constants measured for phenoxy radicals (406
and 407) and estimated spin populations (408)

also guess that there will be considerable odd-electron population on the oxygen atom
(a coupling of 10-23 gauss has been observed??? to 170). We need to know how much
of the electron population is in the ring and how much on the oxygen atom. For this we
can use the McConnell equation (p. 22). The value of Q¥ is generally about — 24,
and the value of QJ¢ (the coupling of an electron in a p-type orbital on oxygen to the
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oxygen nucleus when all the electron population is in that orbital) has been estimated
to be about —40 (measured®3* on p-semiquinone). Using these numbers we get spin-
populations as shown on 408, but these numbers must be regarded as orders of magnitude
only-—the hyperfine splittings and the Q-values were all got from quite different com-
pounds, and the McConnell equation is far from fool proof. This electron-distribution
tells us that all three positions—oxygen, ortho, and para—have quite high coefficients.
We should remember that the f-value for C—O bond-formation is less than for C—C
bond-formation. It is not clear from the experimental evidence whether p—p coupling
really is preferred, as these numbers would suggest. The problem is that products are
often obtained in low yield, and that the mass balance is usually poor. In addition there
is the statistical effect of there being two ortho positions to one para. We can guess that
there will not be much in it, and that does seem to be the case.

OH

/ OMe
Me
O
HO
O O

MeCO OH g —B MeO i
OH f—o /r ~15% OH
~40%, P B
(410) (411)

0.
(409)
F-0 7
~9°/u
MeO

(412) (413)
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One simple example of much-preferred para attack is in the Elbs persulphate oxidation
of phenol. The reaction is usually written as the combination of a phenoxy radical (414)
with the radical anion (415), but it could be phenoxide ion undergoing electrophilic
substitution: in any event, para attack is favoured over ortho attack by a factor of about

20:1.333
CH OH
OH
+ 080~ —> —> © + ©/
OH
10 :

(414) (415)
I

A slightly more complicated phenoxy radical is the important one (409) from coniferyl
alcohol. Here we would expect the f-carbon of the styrene moiety to be the site of highest
odd-electron population (on carbon). The three major products (410, 411, and 413) are
indeed formed by reaction at this site.**¢ Coniferyl alcohol is important because its
polymerization by reactions like these is the basis of lignification.

5.4.2 Charged Ambident Radicals

5.4.2.1 Radical Cations. Organic radical cations are not as common as radical anions.
The following is a small selection.

The radical cation (416) is generated when 2-methylnaphthalene is treated with man-
ganic ion. The odd electron is in the HOMO of naphthalene, the highest coefficient of
whichisat C-1. The methyl group, as an X-substituent, will further enhance the coefficient
at this site relative to the other a-positions; thus, the total electron-population at this
site will be higher than at the other a-positions. Nevertheless, the acetate ion attacks at
this site to give eventually 1-acetoxy-2-methyl naphthalene. That an anior. should attack
a site of relatively high electron-population is easily accounted for by the SOMO/

HOMO frontier orbital interaction leading to a drop in energy. o
Ac H

1 '2+
“0Ac
+ Mn3+ _> Mn2+ + - ‘o
(416) l#w
OAc

Aniline (417) and dimethylaniline (418), on anodic electrolysis, also give radical cations,
which apparently dimerize as shown to give N-p and p—p coupling predominantly .33’
This is just like the phenoxy radical coupling except that, with nitrogen being less electro-
negative than oxygen, there will be a higher f-value for N—C bond-formation than there
was for O—C bond-formation. No doubt the methyl groups in 418 exert a mild electronic
and more severe steric effect to tip the balance in favour of C—C coupling.

tNH,

‘NH, H
: N
— —— Q/ \©\ —> further coupling
NH;

417)



199

‘NMe, t*NMe,

H
— —_ Mezl:{\ 6’ Q k}11\’TM(:2
H

(418)
!

MezNNMez

As with phenolic coupling, bonding between the heteroatoms is made unfavourable
by the low S-value for such bond-formation.

The enamine (419) with oxygen undergoes**® a radical-chain reaction, leading, after
hydrolysis, to the 1,4-diketone (420). The site of attack contrasts with that we would
expect by analogy with the site of protonation of a dienolate ion (p. 46), but the hetero-
atom is different, and that may be decisive.

—_—
N N + 05’
(419)
8 ol -

l

[ } ] H,0* ‘ l
- —
0 C_lf
O §)

(420) =

5.4.2.2 Radical Anions. Radical anions are common intermediates in organic
reactions; they are easily prepared from compounds with low-enough LUMOs
by the addition of an electron (from a dissolving metal or from a cathode, or
the solvated electron itself). Those derived from carbonyl groups (421) dimerize
at carbon;*3? those derived from «,f-unsaturated carbonyl compounds (422)
dimerize at the f-position,**® and pyridines dimerize predominantly at the
4-position.3*! In each case, the odd electron has been fed into the orbital which
was the LUMO of the starting material; the site of coupling therefore should,
and does, correlate with the site at which nucleophiles attack the neutral
compounds.

HO OH

S e R

(421)
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o — \
/\r © ¢ /\f o 0- +2H* O
—_— — —
from cathode O- o

(422)

A & /
< Mg = o N | N N LI
O———b @-—)——zb- + +
N N 7 7 A
U RS
19% 0-7% 0-2%

The best known of all the radical anions is the intermediate in Birch reduc-
tion,342 343 where aromatic rings are reduced with sodium in liquid ammonia
in the presence of an alcohol. The solvated electron adds to the benzene ring
of anisole (423), for example, to give the radical anion (424). This is protonated
by the alcohol present, and the site of protonation appears to be largely either
ortho or meta to the methoxy group. The radical from ortho protonation is the
lowest-energy radical possible, but it is also likely that the ortho position has the
highest total electron population. The SOMO will mostly be like the orbital
¥ s* (p. 61). This orbital has large coefficients on both ortho and meta positions,
and hence this explains the site (or sites) of protonation.>** The radicals (425
and/or 426) are reduced to the corresponding anions (427 and/or 428) by the

OMe OMe OMe OMe
H :
[ 127 ROH H
—_— — andjor
125 . H
H

101

(423 42 426
) 24) (425) (426)
The numbers are total e Te
r-electron populations
OMe OMe (l)Me
) ROH @ - @
(429) (427) (428)

addition of another electron, and the new anions are protonated, for reasons
discussed on p. 45, at the central carbon atom of the conjugated system. Thus,
we can now easily see how it is that X-substituted benzenes in general are re-
duced to, predominantly, I-substituted cyclohexa-1,4-dienes (429).



201

By contrast, C-substituted benzenes are reduced to 3- substituted cyclohexa-
1 4-dienes,3*3 and this too fits nicely into a frontier orbital analysis. We can use
biphenyl (430) as an example. The Hiickel coefficients for the SOMO of the
radical anion are shown on 431. Since this molecule does not have heteroatoms

‘140
—299
¢ — 351
- > and/or
O —-140
(431) (432) (433)
The numbers are SOMO
coefficients +e +e
Surther ROH
~ - —————ee
reduction — ‘
(435) (434) o -

disturbing the symmetry of the orbitals, this distribution of electron density
(squared) is also the distribution of the excess charge. So, regardless of whether
it is the Coulombic or the frontier orbital term that is more important, both
contributions lead to protonation at C-4 or C-1 to give either 432 or 433.
Reduction and protonation of these intermediates (either, or both, may be
involved, but the former is much the more likely) leads then to the observed
product (434).%* It is amusing that further reduction of this molecule also
takes place, but now the benzene ring is an X-substituted one. The final product,
accordingly, is 435. The Birch reduction of benzoic acid is the same type as
that of biphenyl, and the product is 436.°*° In the reaction medium, it will be

CO,~ CcO,"
@ Na/NH,;/RCOH @
—_—

(436)

benzoate ion that is being reduced. Because of the delocalization of the negative
charge in the benzoate ion, we should probably regard the carboxylate ion more
as a C- than as a Z-substituent.
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Here are some other compounds which are easily reduced347-3%! jp a comparably
¢xplicable manner, except that, with reductions in liquid ammonia without alcohol
present, two electrons must be added to the LUMO of the starting material before it is
basic enough to abstract a proton from ammonia. The addition of the second electron
(to the radical anion) is often so slow that dimerization of the radical-anion occurs to
some extent.

N%/\/-}-/—‘_\'F/\/\/\/

Ph
\K 1. Na/NH, Ph\[z
—_— H 4

Ph 2. NH/CI
) Ph

I. Na/NH,
—_———
2. NH,CI

2 NH,CI

Ph
Ph
Ph
O L. Na/NH,
—_— /
N
Na/NH,/EtOH Na/NH,/EtOH @j
—_——- —_—

5.5 Radical Coupling

Radical coupling is not a common reaction. It is rare to have a high enough concentra-
tion of radicals for it to be probable that a radical will collide with another radical before
it has collided productively with something else. We have seen some cases of radical
coupling in the oxidation of phenols, and in sodium-in-ammonia reductions, when there
is no alcohol present. Benzyl radicals (437), in contrast to phenoxy radicals, do have the
highest odd-electron population on the exocyclic atom, and their coupling does give
dibenzyl.**? Similarly in Kornblum’s reaction®3? (438 + 439 — 441), the benzyl radical

o - [ |
o Lo |-

L. -

(437)
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Cl B Cct 7
O~ (@]
\_ +/ electron- //
/_ N\ + transfer . f\ +
(0N O_
NO, (440) NQO,
(438) (439)
NO, -CI-
e
NO, i NO, |
(441) (442)

(442) is site-specific at the exocyclic carbon, and the a-nitromethyl radical (440} is also
site-specific at carbon, just as we should expect from the frontier orbitals. Here are more

examples of radical coupling:*34-333,32%

N/ \> . SN ACNZ \> —Zn—> AcN/ : \) — AcN

(A minor product in the
reaction seen earlier
onp.195)

The discussion on pp. 29-31 established the many reasons why an allyl anion and an
allyl cation react with electrophiles and nucleophiles respectively at C-1 (and C-3) of
the allyl system. The force of these arguments is less when they are applied to the reaction
of an allyl radical with a radical. Although the frontier orbital interaction (Fig. 5-10a)
will still favour attack at C-1 in the usual way, the interaction of the lowest filled z-orbital
will not be negligible, especially with a radical having a low-energy SOMO (Fig. 5-10b).
Since the lowest filled m-orbital has the larger coefficient on C-2, reaction at this site
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(a) FO interaction (b) Interaction of lowest n-orbital with SOMO

Fig. 5-10 Orbital interactions for the reaction of an allyl radical with another
radical

is made less unfavourable than it might at first appear; also, with radicals, there is
little contribution from Coulombic forces. All this may explain why the intermediate
diradical (444) in the reaction of 1,8-dehydronaphthalene (443) and butadiene?>® reacts

AN

(443)

<

predominantly in this way. Furthermore, if the diradical (444) is a triplet, then the frontier
orbital interaction of Fig. 5-10a ceases to be effective, and only the other interaction
(Fig. 5-10b) is left.

—

5.6 Photochemically-Induced Radical Reactions

Some photochemical reactions are simply radical reactions: the light is used solely to
generate radicals, and the radicals are in their electronic ground states. When this
happens, the radicals usually show the same pattern of reactivity and selectivity as the
corresponding radicals generated in more conventional ways. The following examples
more or less belong in this category.
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OH OH
COPh
+ «COPh | —>» —> +
COPh
20%, 28%

electron-
transfer

CH,0H <~ CH,OH

(445)

Me
(446)

l

—
O +

]

Me

(in the excited state)

|

Me
N
Y
OH
‘I) )®
0% 989
Me Me

In this reaction, the light, by promoting an electron from the HOMO into the LUMO,
has made available a low-energy orbital, the former HOMO, into which an electron

can be fed, even from so poor a donor as methanol. After that, the reactions of the
radicals (445 and 446) are normal.

Photopinacolization:

OH

X

Ph_ O
\r/
Ph

n-n* triplet
(447)

_

thOH
Ph

(448) -

HO OH

Ph; gPh

Ph Ph

(449)
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The formation of benzpinacol (449) by the action of light on benzophenone was almost
the first organic photochemical reaction to be discovered.*° It is now known that the
reaction takes place from an n-n* triplet state, which means that the light absorbed
was used to promote one of the lone pair of electrons on the oxygen atom into the z*
orbital of the carbonyl group. Subsequently, and rapidly, the spin of one of the electrons
inverted to give the triplet state (447), which is lower in energy than the singlet state,
We now have two unpaired electrons, and what we want to know is: which one abstracts
the hydrogen atom from the solvent ? It is almost certainly the one left behind in the
p orbital on oxygen. The energy of the p orbital on oxygen will be low (because oxygen
is an electronegative element), and therefore similar in energy to the HOMO of the
C—H bond of the solvent. The other odd electron will be in a carbonyl n* orbital, which
is comparatively low in energy and therefore well separated from the rather high energy
of the ¢* orbital of the C—H bond. The energy levels should be something like those
in Fig. 5-11, with E; < E,. Thus the important frontier orbital interaction is the same

o* LUMO

E,

n*

AH_
' % E-H‘ le—aHomo
>=6

Ground state First excited state

Fig. 5-11 Frontier orbitals for a ketone in the ground state, in the first excited
triplet state and for a C—H bond

as that for most radicals abstracting a hydrogen atom (see p. 186); the n-n* triplet state
has long been recognized as an electrophilic radical. When the hydrogen abstraction
has taken place, the radical produced (448) will be in its electronic ground-state, and this
will dimerize with the usual site-selectivity of a benzyl radical.

A slightly more complicated case is provided by the photoreaction of the a,f-un-
saturated ketone (450) in diethyl ether.>®® The excitation and hydrogen abstraction take
place in the usual way, and the two radicals produced will both be in their electronic
ground-states, as represented by the localized structures (451 and 452). For the coupling
of these radicals, the important frontier orbitals will be the SOMO in each case. The
radical (452) derived from the ether will be like the radical (382) on p. 184; it has the odd
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- _
hy Et,0 n \/0 \/
0 HO™
(450) | (451) \/ (452) _j
HO
0\/

electron in an orbital like the LUMO of a protonated carbonyl group, and the larger
coefficient will therefore be on carbon. The other radical (451) has the odd electron in an
orbital which is like that of the LUMO of protonated acrolein (see p. 163), where the
largest coefficient is on the carbonyl carbon atom. Thus the observed sites of coupling
are accounted for. In ethanol, incidentally, the major product®®! is the result of self-
coupling of the radical (451) at the same carbon atom (C-3).

But not all photochemical additions to af-unsaturated carbonyl compounds take
placeatthecarbonylcarbon. Thusthe ketone (453) is attacked in the conjugate position,3¢2

g ” YOH TYO OH
(D =D L] {0

(453) = (454) (455) -

and this is quite a common and synthetically useful pattern of behaviour.33 It is
consistent with frontier orbital control only if the reaction is not a radical coupling
(454 + 455), but attack of the radical (455) on a ground-state af-unsaturated ketone
(453). This would be a chain reaction, and should have a high quantum yield; the
reaction is described as being “rapid”.

A word of warning. In this chapter, we have not tried any quantitative cor-
relations. No doubt they could be made, but they will be complicated. The
reason is that the interactions we have been looking at, especially the SOMO/
HOMO interactions, are often between orbitals quite close in energy. Such
interactions lead to first-order perturbations and the third term of equation 2-7
1s not appropriate.
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6.1 Photochemical Reactions in General

In most bimolecular photochemical reactions, the first step is the photoexcitation
of one component, usually the one with the chromophore which most efficiently
absorbs the light. Typically, if a conjugated system is present in one component,
it can absorb a photon of relatively long wavelength, and an electron leaves the
HOMO and arrives in the LUMO as it does so. Alternatively, an electron in a
non-bonding orbital, like that of the lone pair on the oxygen atom of a ketone,
is promoted from this orbital to the LUMO of the carbonyl group. The excited
states produced are called n-7* and n-n*, respectively. The second step of the
reaction is between the photochemically excited molecule and another molecule,
which may or may not be the same compound, in its ground-state.

For this kind of reaction, there will generally be two very energetically
profitable frontier orbital interactions: (1) the interaction between the singly-
occupied n* orbital of the excited molecule and the LUMO of the molecule
which is in its ground-state (shown at the top of Fig. 6-1), and (2) the interaction
of the singly-occupied n or 7 orbital of the excited molecule and the HOMO of the
molecule which is in its ground-state (shown at the bottom of Fig. 6-1),364: 112
Both interactions will usually be strong, because the interacting orbitals are
likely to be close in energy; partly for this reason, this step of a photochemical
reaction is often very fast. Because they are so strong, the perturbations are
first-order, and the mathematical treatment of them would not take the form
of the third term of equation 2-7.
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Fig. 6-1 Frontier orbital interactions between a photochemically excited
molecule and a ground-state molecule

In ground-state reactions, the first-order interactions of occupied orbitals
with occupied orbitals are antibonding in their overall effect, and there is there-
fore a large repulsion between the two components of a bimolecular reaction.
The bonding interactions of occupied orbitals with unoccupied orbitals are
merely second-order effects lowering the energy of the transition state. In
photochemical reactions, however, the strong interactions shown in Fig. 6-1
can sometimes create a situation in which the fotal energy is lower than when
the two components of the reaction were not interacting. This lower-energy
state can be identified as the intermediate now well established in some photo-
chemical reactions; this intermediate is usually called an excimer or exciplex.

Usually, in a bimolecular photochemical reaction:

The HOMO and the LUMO of one component in its ground-state interact
with what were the HOMO and LUMO respectively of the other component
when it was in its ground-state.

The important frontier orbitals in a photochemical reaction are therefore
HOMO/HOMO’ and LUMO/'LUMO’, where the inverted commas remind
us that these orbitals are not the actual HOMO and LUMO at the time of the
reaction, but were the HOMO and LUMO in the ground state, before the excita-
tion took place. The HOMO/'LUMO’ and LUMO/HOMO’ interactions
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are still bonding in character, but the energy separations are so much greater
than for the HOMO/HOMO’ and LUMO/'LUMO’ interactions that they
are much less effective: their interactions involve only second-order perturba-
tions. We now see why so many photochemical reactions are complementary
to the corresponding thermal reactions, for they often seem to do the opposite
of what you would expect of the equivalent thermal reaction, when there is one,
In the latter it is the HOMO/LUMO interactions which predominate in bond-
making processes, and in the former it is HOMO/'HOMO’ and LUMOy
‘LUMO’.

6.2 The Photochemical Woodward-Hoffmann Rule

The most striking consequence of the change in what constitutes the frontier
orbitals is the complete reversal of the Woodward-Hoffmann rule quoted on
p. 95. Thus, for a photochemical reaction, [n4s + n2s] cycloadditions are
forbidden and [n2s + n2s] cycloadditions allowed, and the frontier orbitals
explain this. In Fig. 6-2a, we see that the HOMO/'HOMO’ and the LUMOQ/
‘LUMO’ interactions for a photochemical Diels-Alder reaction have an anti-
bonding interaction, and in Fig. 6-2b, we see that the same orbitals fora [2 + 2]
cycloaddition are bonding. This is borne out in practice: there are very few

‘HOMO’

antibonding antibonding

(b) The [n2s + n2s] photocycloaddition

Fig. 6-2 Frontier orbitals for [4 + 2] and [2 + 2] photocycloadditions

photochemical Diels-Alder reactions (and none that are known to be con-
certed), and a great many [2 + 2] cycloadditions. Some of these latter
(456 — 457 + 458 and 459 — 460 + 461, for example) have been shown to
be stereospecifically suprafacial on both components.3%3
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In the following examples we see several cases of photochemical reactions
which are allowed, when their thermal equivalents (pp. 88-106) were for-
bidden. In some cases the reactions simply did not occur thermally, in others
they showed different stereochemistry. In each case, the application of the
appropriate frontier orbitals explains this change.

Cycloadditions:3®373¢7
S~
) o (= (e
nis + mlis ,
(456) (457) (458)
l + W\ hv
[=2s + n2s] o - o
(459) (460) (461)

hv

_
[nd4s + mds] /
O
hv/H* -
—_——
o [nés + =6s] /
O
Cheletropic reactions.>°®
hv =
SOZ —_—
™
hv =

#7]
S

/
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Sigmatropic rearrangements 3%9—371

O
hv
_— H H
[1,33 suprafacial 2\/?
O

SN N /

"—) H [1,5] (this type of reaction N
| is only observed in \
open-chain dienes; it is-
therefore— probably
antarafacial}

hv

— —_—
[1.7] (1.7
suprafacial suprafacial _—

ﬂ H hy hv I \

.372,373,150,374

Electrocyclic reactions.
= b .
R 4e disroratory g

v
= hv
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= Y ”////,,,/I
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hy //_C02Me
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In photochemical reactions, it is even harder to prove the pericyclic nature of
a process than in thermal reactions. Thus we should remember that some of the
reactions in the examples above may not actually be pericyclic. Nevertheless,
the contrast with the corresponding thermal reactions shown in Chapter 4 is

striking.

6.3 Regioselectivity of Photocycloadditions

We have just seen that many photochemical reactions are complementary to
the corresponding ground-state reactions, and that the frontier orbitals explain
this change. As with thermal pericyclic reactions, discussed in Chapter 4, the
frontier orbitals can also explain many of the finer points of these reactions,
most notably the regioselectivity of photocycloadditions.!!®

6.3.1 The Paterno-Biichi Reaction

One well-known class of photocycloadditions is that of aldehydes and ketones
with olefins to give oxetanes®’® (e.g. the reaction of 462 with 463 to give 464
and 465).37° This kind of reaction is known as the Paterno-Biichi reaction. The
excited state of the ketone is the n-n* one, and it is the orbitals of this state which
interact with the ground-state orbitals of the olefin. Often it is the triplet state
which is involved, but occasionally the singlet state is important. The orientation
usually observed is shown in the following examples, where C- and X-substituted
olefins are involved.?”7-37¢

O | " —= Ph
Ph)l\Ph + s o —_ + O=—=CH,
| LY \( Ph
e PR
Ph

AN 2
Ph
9 parts : 1 part
(464) (465)

(462) (463)

We can explain the orientation if we assume that the major interaction is
from the singly-occupied n-orbital of the ketone with the HOMO of the olefin.
C- and X-substituted olefins do of course have high-energy HOMOs, which
makes it reasonable that this should be the major interaction. The carbon atom
with the larger coefficient in the HOMO of the olefin is then the one to which
the oxygen atom becomes bonded. We can also explain the orientation—and
this is the more usual explanation—by looking at the energy of the inter-
mediates produced (466 and 467). Again, the lower energy diradical usually
seems to be the major one: for example the radical (466) is lower in energy than
the radical (467), and it is from the former that most of the product comes. This
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S S
+
Ph”” “Ph . j . ond " ) . > (464) + (465)
Ph Ph
(466)

(462) (463)
(467)

argument, of course, applies only to the triplet-state reaction, where an inter-
mediate is likely to be involved. Singlet-state reactions may or may not involve
the diradical.

However, the photocycloaddition of ketones to Z-substituted olefins is
anomalous if this argument is used; but their behaviour is entirely consistent
with the frontier orbital argument. Irradiation of acrylonitrile (469) in acetone
(468) solution gives the adduct (470), together with dimers of acrylonitrile.3”8

)K + [ —h—vb— [
(468) (469)
. (470)

A Z-substituted olefin has a much lower-energy HOMO than the C- and X-
substituted olefins, and it has, of course, a correspondingly lower LUMO.
Thus the interaction of the n* orbital of the ketone with the LUMO of the
olefin (471) ought to be much more important for a Z-substituted olefin than it

‘LUMO’ (n*) LUMO ‘HOMO’ (n) HOMO
471) (472)

was for the other olefins. In this interaction, the two larger lobes are on the
carbonyl carbon and on the S-carbon respectively, and it is these two which
become bonded. Furthermore, this reaction is probably concerted. It is a
singlet-state reaction, and, with f-substituted acrylonitriles, the reaction is
stereospecific, with retention of configuration on the olefin component. If both
bonds are being formed at the same time, the other interaction, that of the
singly-occupied n-orbital with the HOMO of the acrylonitrile (472), must also
be looked at. The HOMO of a Z-substituted olefin is polarized with the larger
coefficient on the f-carbon. However, the energy-separations probably make
this a less important interaction; and, furthermore, this orbital is much less
polarized than the LUMO.

6.3.2 The Dimerization of Olefins

When olefins are irradiated, they often dimerize to give cyclobutanes.3”’
Sometimes a singlet-state reaction is involved, but more often it is a triplet-
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state reaction. Concerted, stereospecific cycloadditions are rare, and appear
to be common only with relatively unsubstituted olefins; but this area is
fraught with difficulties in proving or disproving concertedness. Fortunately,
this does not matter from the point of view of frontier orbital analysis. Regard-
jess of whether both bonds are formed at once, or whether they are formed one
at a time, the orientation should be determined by the large-large interaction in
the frontier orbitals. As usual, there are the two potentially profitable inter-
actions shown on Fig. 6-1. In a dimerization reaction, however, the set of
orbitals on the left and the set on the right will have identical energies. The
ponding interactions should therefore be very strong, and they should lead to
the preferred formation of what are known as head-to-head (HH) dimers.
For example, if we take a Z-substituted olefin, the important interactions will
be those shown in the centre of Fig. 6-3. If the reaction takes place between the

C C
QO

‘LUMO’ LUMO

TRy

‘HOMO’ HOMO ‘HOMO’ HOMO ‘HOMO’ HOMO

‘LUMO’ LUMO

Fig. 6-3 Regioselectivity in the photodimerization of olefins

left hand component in its excited triplet-state and the right hand component
in its ground-state, only the large-large bonding will actually take place, and,
as it happens, the most stable of the possible diradicals will be produced.

If we were to look only at the simplest examples of each kind of olefin, we
would find that this analysis seemed to be supported:

A Z-Substituted Olefin:*%°

NC CN NC H

NC N /
m hv/sensitized H m ) ',,,,% H + H s lllflflilic N

A “sensitized’ photolysis is one in which the light is absorbed by one compound,
such as acetone or benzophenone, which then interacts with the substrate
(acrylonitrile in this case) in such a way that the latter is promoted to an excited
state and the former reverts to the ground state. The sensitizers generally used
fulfil this function from their triplet states; thus, almost all sensitized photolyses
are triplet-state reactions.
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A C-Substituted Olefin:**'

H
= hv/sensitized e ity QN iy ==
| e, H H + H

An X-Substituted Olefin:>®?

PHO PhO OPh PhO H
m hv/sensitized H “W”H + HWOPh

For the singlet-state reaction, we can make a further prediction: since the
orbitals which are interacting are identical on each component, the endo-HH
adduct should be preferred over the exo-HH adduct. This is because the
secondary interactions (Fig. 6-4, dotted lines) will always be bonding. In two

‘LUMO’ ‘HOMO’

Fig. 6-4 Secondary orbital interactions (dotted lines) in photocycloadditions

cases, where the singlet and triplet-state reactions have been carefully looked at
and separated, this proves to be true. Thus coumarin (473), in the excited singlet
state, dimerizes to give only the syn-HH dimer (474), but in the triplet state it
gives both syn-HH (474) and anti-HH isomers (475), with only a trace of head-

O O O
H H
0 l O O
hv
singlet-state Z I H H = i
reaction \ \
(473) (474)

to-tail (HT) products.>®> Acenaphthylene (476) also gives the syn dimer (477)
from the singlet-state reaction and a mixture of the syn and anti dimers (477
and 478) from the triplet-state reaction.>®*
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o) (6] O
H H
0 | Q o
hy
triplet-state # ‘ H H ~ ‘ +
reaction . \
@73 (474) (475)

i hy
singlet-state &
————
reaction

(476) (477)
triplet-state
OO reaction ﬂ @ ©
(476) (477) (478)

The whole truth, however, is not nearly as simple as this. The experimental evidence
has not been collected systematically, and it is not known, in most cases, whether singlet
or triplet states are involved. In the last ten years, at least sixty papers have been pub-
lished in which reasonably reliable structures have been assigned to the cyclobutane
dimers produced by irradiation of a great variety of unsymmetrical olefins in solution.
(The stereo- and regioselectivity in solid-state photodimerization reactions have also
received a lot of attention, but they are determined by the alignment of the monomers
in the crystal lattice, not by frontier orbital effects.) For irradiation in solution, head-to-
head dimers are described as major or sole products in forty of these papers, and head-to-
tail dimers are described in twenty of them. In addition, almost all photodimerizations
of 9-substituted anthracenes (479) give the head-to-head dimer (480),%%% whereas the

L,HH

R = Mg, Ci, CO,H, CHO
but not R = Br

(480)
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photo;igiénerization of pyridones (481) gives the head-to-tail, centrosymmetric dimer
(482).
0]

= hv RN.

_— HT
N O
N /

(@]
(481) R = H or Me

(482)

Here are a few examples from this extensive literature:

02N Nc)2
O,N
hv ’ @@ HH?3#

minor HH®?

CO,Et

N HH390

CO,Et

Ph” X Ph
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HT3%?

—_— HH393

The most obvious factors which will lead molecules to adopt the HT course are dipole-
dipole repulsions and steric effects.!!® That both of these factors are overridden more
often than not is striking evidence for the importance of frontier orbital effects.

6.3.3 Cross-Coupling of Olefins

Frontier orbital effects are evidently much more dominant in cross-coupling
photoreactions than they were in photodimerizations. The regioselectivity
observed is almost always that predicted by frontier orbital theory. Thus there
is no difficulty in predicting the orientation when a Z-substituted olefin couples
with a C-substituted olefin: whether we look at the n* orbital of the one com-
ponent interacting with the LUMO of the other (Fig. 6-5a), or at the = orbital

2 g

(a) LUMO =* (LUMO) (b) HOMO (‘HOMO")

Fig. 6-5 Frontier orbitals for the cycloaddition of a C-substituted olefin with
a Z-substituted olefin

interacting with the HOMO (Fig. 6-5b), we get the same answer. Here are two
examples of this orientation:394- 393

N
CN
o =
sensitized
CN , CN
hv = / %‘,
N + /\ CN sensitized +

In the combinations of X-substituted olefins with C- or Z-substituted olefins,
it does matter which frontier orbital one takes. The observed reactions are, in
fact, almost always accounted for by considering only the interaction of the n*
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orbital of the one component and the LUMO of the other. One reason for this
s that the Z-substituted olefin is often an af-unsaturated ketone or aldehyde.
With these compounds, the excited state involved is usually the n-n* singlet or
triplet, in other words an excited state in which one electron from a lone pair
on the oxygen atom is promoted to the n* orbital. This means that the = orbital
of the double bond remains full, and it cannot therefore interact favourably
with the HOMO of the X-substituted olefin. This leaves the n* orbital to play
the dominant role (Fig. 6-6). Furthermore, the n* orbital of a Z-substituted
olefin is much the more polarized.

Regioselectivity usually observed:

LUMO =* (‘LUMO’) LUMO n* (‘LUMO’)

Regioselectivity rarely observed.:

»E B

HOMO = (HOMO’) HOMO = (HOMO)

Fig. 6-6 Frontier orbitals for the cycloadditions of X-substituted olefins with
C- and Z-substituted olefins

Certainly some explanation is needed for the regioselectivity observed in the
following reactions; the intermediate diradicals, if there are any, would not be
the most stable of the possible diradicals.

¥-Substituted Olefin with C-Substituted Olefin:3%®
0

0)
G
Ph Ph Ph

Ph

X(-Substituted Olefin with Z-Substituted Olefin:>°7+3°°
T . Q o, \[/; +
Y 0

cis and trans 6%,
isomers: 33%,
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OMe
MeO OMe MeO
\H/ . L,_ .
MeO
0 O 0
MeO
(481) cis and trans isomers

In the ketone (481), the steric hindrance provided by the gem dimethyl group is not
enough to change the regioselectivity; all it does is to cause the appearance of some
Paterno-Biichi product (with the usual regioselectivity for that reaction).

The unsaturated ketone (483) undergoes a photocycloaddition reaction with iso-
butylene (482) to give the adduct (484).>°° This follows the usual pattern for a Z-substi-

0] O
Y+C€< _L
O

O
(482) (483) (484)
CIF,C CF,Cl o o
T s
O CIF,C O
(485) (483) (486)

tuted olefin reacting with an X-substituted olefin. It is particularly satisfying to note
that when the methyl groups of the isobutylene are replaced by chlorodifluoromethyl
groups (485), the regioselectivity is inverted,*°? and the product is 486. These groups are
no longer X-substituents; they are more like Z-substituents, except that they are not
conjugated and"electron-withdrawing. Without the component of conjugation, they can
be expected to induce polarization in both frontier orbitals opposite to that of an X-
substituted olefin.

Z-Substituted Olefins with Cumulated Double Bonds:*°'
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Wiesner discovered that the photoreaction of an allene to an af-unsaturated ketone
always shows the regioselectivity illustrated in the example (487 — 488) above. The
general reaction shows another interesting feature: in polycyclic #-unsaturated ketones,
the allene often adds highly selectively to one face of the double bond.*°2 In the case
of the ketone (489), the product (490) appeared from models to be more crowded than
the alternative (491); also, the lower face of the double bond in 489 appeared to be the
more hindered face. On both counts, the alternative product (491) ought to have been
formed and was not.

The excited state, presumably n-n*, has one electron in the n* orbital. This orbital,
like 3 * of butadiene, is antibonding between the atoms numbered 3 and 4 on structure
(489). Thus the amount of bonding between C-3 and C-4 is reduced. Furthermore, the
total electron population on C-4 will be higher than in the ground state; C-4 will be more
like an anion. These two features of the excited state make it plausible that the p orbital
on C-4 may have lobes of different sizes above and below the plane of the C=C bond.
In other words, it may bend towards a tetrahedral geometry and, in so doing, relieve
some of the steric strain in the rest of the molecule. This should be more efficient if the
larger lobe is on the lower surface, because the AB ring system (492) will then be more
like that of a trans decalin. If the larger lobe is down, its overlap with the allene will
obviously be best when the allene approaches from the lower surface. Hence the stereo-
selectivity observed.

(492)

This problem is related to one observed by Stork.*°* He found that octalones like
493 could be reduced by sodium in liquid ammonia in the presence of an alcohol (Birch

N =

Na/NH,
—_—

Bu'OH

(493)
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reduction), and that the product was exclusively the trans-decalone (495), even when
that was the less stable isomer. In this reaction, an electron is fed into the LUMO of
493, and hence the frontier orbital of the intermediate (494) is the same as that involved
in the photochemical reaction above. Thus the unsymmetrical p orbital can again lead
a reagent, a proton this time, to become attached to the lower surface, and the trans
decalone will be the product. Photocycloaddition of allene to the unsaturated ketone
(493) also gives the product of attack from the lower surface.

It is worth concluding by noting how often the regioselectivity observed in a photo-
cycloaddition is the opposite of that which would be expected for a ground-state
reaction. The corresponding ground-state reactions are not often observed, because of
the symmetry-imposed barrier to the concerted reaction. But when cyclobutanes, for
example, are produced in ground-state reactions, the orientation can almost always be
accounted for by invoking the most stable diradical as an intermediate.*°* As we have
seen, this does not always work for photocycloadditions. One particularly attractive case,
in which a cycloaddition of the same general type is observed in the ground-state and

the excited state, shows exactly opposite regioselectivity in each state ;405

0 EtO OEt o OEt
@ % heat OFt

LUMO HOMO

o)
hv
QEt
QEt OEt
‘HOMO’ HOMO

We can see from the coefficients of Fig. 4-53, and from the discussion in this chapter,
how the frontier orbitals make this happen, even though neither reaction is necessarily
concerted.

6.4 Photochemical Aromatic Substitution Reactions
6.4.1 Nucleophilic Substitution

In certain cases, light catalyses substitution reactions in aromatic compounds.
One of the fascinating features of these reactions is an almost complete change
in site-selectivity from that observed in the ground-state reactions.*%%-4%7 When
the nitrocatechol ether (497) is irradiated in alkali*®® or in methylamine,*®8

NO, NO, NO,
\ hv/MeNH, hv/OH ™

NHMe OMe OH
Me OMe OMe

(496) (497) (498)

=
>
O
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NO, NH,
© hv/NH, @
_

OMe OMe
(499) (500)

the nucleophilic substitution takes place meta to the nitro group. The nucleo-
philic substitution of p-nitroanisole (499), on the other hand, takes place para
to the X-substituent.*°® Furthermore, with the meta-isomer (501), it takes place
meta to the Z-substituent.*°® 3-Bromopyridine (503) readily gives 3-hydroxy-
pyridine (504) on irradiation in aqueous alkali,*'° and the pyridinium cation
(505) gives the aziridine (506),*!" where again the nucleophile has attacked the

pyridine ring at C-3.
NH,
hy/NH, @\
—_—
NO, NQO,

OMe

-

(501) (502)
Br OH
= | hv/OH™ =
— |
N s
(503) 504)
Me
3 N
= I hv/MeOQOH
/)
N H
N
’ 3
Me OMe
(505) (506)

All these examples have a nucleophile attacking a photoexcited aromatic
ring at a site where nucleophiles do not attack the aromatic ring in the ground
state. We can now easily see why this should happen. In the ground-state
reaction, the HOMO of a nucleophile interacts productively only with the
LUMOs of thearomatic ring. However, in the excited-state reaction, the HOMO
of the nucleophile can interact productively with what were, before excitation,
the HOMOs of the benzene ring. These orbitals, as we saw in Chapter 3, are
those which, in aromatic electrophilic substitution, lead to meta attack on
Z-substituted benzenes, and to ortho/para attack on X-substituted benzenes.
Just so here. The oxygen and nitrogen nucleophiles will have low-lying
HOMOs, because they are electronegative. Thus we can expect that it will be
these orbitals (essentially lone pairs) which provide the important frontier
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orbital for the right hand side of Fig. 6-1. The only available LUMOs in the

nucleophiles will be very high in energy.
Benzene rings (507) without activating substituents can also be attacked by
nucleophiles, provided they are in an excited state.*'? This is clearly another

©+©—+8
8

(507) H

N

000

(307)

consequence of the ability of the HOMO of the nucleophile to interact pro-
ductively with the singly-occupied bonding orbital of the benzene ring when the
latter is in an excited state.

6.4.2 Electrophilic Substitution

A nearly complementary pattern of reactivity has been found for photochemical
electrophilic substitution.*°%-#°7 Proton exchange in the photolysis of toluene
(508) takes place most rapidly at the meta position.*°® In anisole (509), the
corresponding reaction*!? is predominantly ortho and meta. Nitrobenzene
(510), on the other hand, exchanges protons fastest at the para-position.*!?

hv/CF,CO,D

(508)

_h/CF,COD ©/ @\

after 2h: 1% 12%
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NO2 NOz NOZ NO2
D
hv/CF,CO,D " +
D
D

(510)

after 4h: 86%, 5% <1
Again, because of photoexcitation, the important frontier orbital of the electro-
phile (the LUMO) is able to interact productively with an orbital (a z* orbital)
of the benzene ring which was not productive in the ground state of any drop
in energy (because there were then no electrons in it). Certainly ,* has an
electron-distribution ideal for explaining ortho/meta attack in anisole, and, as
we saw in Chapter 3, the LUMOs of nitrobenzene do lead to reactivity at the
para-position. Now that photoexcitation has placed an electron in these orbitals,
an electrophile can take advantage of this electron distribution, whereas, in the
ground state, only a nucleophile could.

Of course, with charged electrophiles, the Coulombic term of equation 2-7
will probably be more important than the frontier orbital term. But the changes
in electron distribution which are occasioned by photoexcitation all take place
in frontier orbitals. So an argument based on changes in the fotal electron

Model for Z-substituted benzene Model for X-substituted benzene
Ground-State Excited State Ground-State Excited State
4
LUMO HSOMO
LUMO HSOMO HOMO LSOMO
HOMO LSOMO
Energy
Attack by nucleophile o/p {(0)/m (o/m) o/p
Attack by electrophile (0)/m o/p o/p (0)/m

Fig. 6-7 Rationalization of Photochemical Aromatic Substitution (The
brackets identify the less common or unobserved reaction.)
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distribution is very similar to the one just given. Figure 6-7 summarizes the
effect of frontier orbitals on aromatic nucleophilic and electrophilic substitu-
tion, both in the ground state and in the excited state.

As we saw in Chapter 3, the orbitals of the benzyl system can be used as
models for the orbitals of Z- and X-substituted benzenes. (The more important
frontier orbital for attack by a nucleophile is shown in Fig. 6-7 in bold face,
and the more important frontier orbital for attack by an electrophile 1s shown
in italics.) It is then clear how the favoured sites of attack listed at the bottom
follow from the orbital picture. In those cases where meta attack is observed,
this simple picture predicts both ortho and meta attack. As we saw in Chapter 3,
we must not forget that i, is very little lower in energy than 3, and ¥ ¢* is very
little higher in energy than ys*. When the contribution of these orbitals is
taken into account, the meta position, rather than the ortho and the meta
position, is the favoured site of attack.

6.4.3 Radical Substitution

Photorearrangement of the compound (511) gives the isomer (513).4!* This
can be understood most easily as beginning with a cyclization to the diradical
(512). We may note that this diradical is probably less stable than the alternative
(514), but the latter cannot be involved, because it would not lead to the ob-
served product (513). The formation of the less stable radical (512) is easily
accounted for by the high coefficient meta to the methoxy group in the ‘LUMO’.

MeO

/ (511) "

hv B& v
/

MeO MeO
| (512) | L (514) B
=
/

MeO
(513)



CHAPTER 7

Exceptions

There are many. Nor need we be surprised that so simple and partial a theory
does not explain every feature of chemical reactivity. For the theory s not only
simple: it is also clearly a simplification of the truth.

In the first place, by concentrating, in most cases, on the interactions of the
HOMO of one component and the LUMO of the other, we know we are leaving
out of account all the other orbital interactions, many of which are nevertheless
bonding in character. We have seen that these other interactions are generally
less energetically profitable than the HOMO/LUMO interaction; but there
are, of course, many more of them. If other factors intervene to make the best
HOMO/LUMO interaction energetically difficult to take advantage of, we can
expect the interactions of lower orbitals than the HOMO (and higher orbitals
than the LUMO) to become influential in determining the course or rate of a
reaction.

Some of the most interesting apparent violations of the Woodward-Hoft-
mann rules have been explained in just this way.*!® It can happen that, although
the HOMO/LUMO interaction for a particular reaction is, because of sym-
metry, antibonding, the corresponding interaction of a filled orbital lower in
energy than the HOMO may, instead, be bonding. To be sure, the bonding
gained by the involvement of this subjacent orbital, as it is called, will be less
than the antibonding effect from the involvement of the HOMO, but the inter-
actions may still add up to provide a lower-energy pathway for the *“forbidden™
reaction than for a stepwise alternative. That these exceptional reactions are
also very rare demonstrates how much more important are HOMO/LUMO
interactions than all the other interactions. Most of the features of reactivity
described in this book have been the results of constraints much less powerful
than those provided by the symmetry of the orbitals. Accordingly, we can
expect that the influence of subjacent orbitals will be much more often felt in
the transition states of these reactions, where the various factors involved in
determining chemical reactivity are much more delicately balanced.

In the second place, molecular orbital theory is itself a simplification. Not
only has it been grossly simplified in this book by taking out the mathematics,
and in other ways, but fairly severe approximations must inevitably be made in
order to arrive even at the most serviceable mathematical description of it.
The more refinements one puts into the mathematics, the more remote it
becomes from the experience and understanding of practical chemists. We are
therefore obliged to use a simplified theory: it is perhaps surprising, and
certainly gratifying, to find that the theory, even at the level used in this book,
can be made to work as well as 1t does.
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In the third place, we know that there are many factors of which frontier
orbital theory takes little or no account. They were mentioned specifically on
p. 32. In particular, arguments based on steric effects are, quite rightly, common
in organic chemistry. One of the lessons to be learned from so many of the
examples in this book is just how often quite powerful steric effects are over-
ridden by frontier orbital effects.

Finally, the frontier orbital theory is not really about the transition state
itself. It only applies to the early stages of the interactions between orbitals,
and we have to trust that there is continuity from there on up to the transition
state. A thorough mathematical description of the transition state is well beyond
the capabilities of theoretical organic chemistry: the ground states are difficult
and costly enough. Recently, semi-empirical methods (like MINDO) which
use measured bond strengths and other thermodynamic data, have been very
successful in estimating not only ground-state properties, but also transition-
state energies.*!® Perhaps explanations of chemical reactivity based on MINDO
or its successors will replace the explanations based on frontier orbital theory
(and on product stability) that we have used in this book. In the meantime,
frontier orbital theory needs no computer, and yet still relates to the physical
picture organic chemists have of the molecules they are interested in. It is worth
emphasizing that orbital interactions as a whole are almost always antibonding
in their total effect. The frontier orbital interactions merely provide a small
perturbation {(except, of course, in photochemical and some radical reactions),
which, to a greater or lesser extent, lowers the energy of the transition state.
Frontier orbital theory is at its most powerful when it is used to compare two
closely similar reaction pathways for which the total antibonding effect is
similar. Only then is the second-order perturbation from the interaction of the
frontier orbitals important enough to direct the course of the reaction.
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Acenaphthylene, 217, 218
Acetone, 4, 67, 214, 215
Acetylenes in cycloadditions, 155-156,
158, 160, 178
Acrolein, 4, 71, 121, 127, 142
dimerization of, 141
effect of Lewis acid on FOs of, 162-163
FOs of, 115-116, 141
protonated, 163, 207
Acrylate, ethyl, 70-71
methyl, 93, 136, 148, 156, 161, 162, 164
Acrylic acid, 129-130, 136, 139
Acrylonitrile, 4, 111, 124, 129, 136, 139,
158, 159, 214, 215, 219

Addition of nucleophiles to aromatic rings,
6669, 74, 223-225
Addition of nucleophiles to n-bonds, 16,
67, 70-73
Addition of radicals to aromatic rings,
191-194
Addition of radicals to mn-bonds, 16,
188-191
Aldehydes, see Acrolein, Ketones
Alder ‘ene’ reaction, 164
Alkyl halides (see also S,2)
MOs of, 76
Allenes, 221-222
Allowed-reactions, definition of, 90
Allyl anion, 19, 29, 43, 73,92, 106, 123, 124
cation, 19, 29, 92, 102, 105, 106, 109, 123,
124
halides, 72-73
radical, 19, 23, 195, 204
a-effect, 77-78, 185
Ambident electrophiles, 66-74
nucleophiles, 40-66
radicals, 195-202
Anisole, 48, 54, 59, 194, 200, 225
MOs of, 61
Anomeric effcet, 79
Antarafacial process, definition of, 89
Antarafacial shift, definition of, 99
Anthracene, 58, 67, 165, 172, 193, 202, 217

Aromatic electrophilic substitution, 32,
47-66, 171, 172, 225-227

Aromatic nucleophilic substitution, 66-69,
74, 223-225

Arynes, 73

Azadienophiles, 91, 121, 174

Azomethine imines, 148, 149, 157-160

Azoniaanthracene cation, 112, 129

Azulene, 58, 67

Benzene, 51-52, 225
Benzofuran, 58 3
Benzyl anion, as model for X-substituted
benzenes, 49, 54, 61
Benzyl cation, as model for Z-substituted
benzenes, 51, 55, 67
Benzyl radicals, 186, 202, 203, 206
ESR of, 60
Benzyl system, MOs of, 55
Biphenyl, 53, 201
Biphenylene, 58
Birch reduction,
of anisole, 200
of benzoic acid, 201
of biphenyl, 201
of af-unsaturated ketones, 222-223
Borohydride ion, 67-68, 72
Bromination, 63
Butadiene, 3, 87, 103, 111, 113, 135, 165,
202, 219
FOs of, in cycloadditions, 88, 92, 96,
108, 123, 210
MOs of, 17, 123
Butadiene-l-carboxylic acid, 129-130, 135

Canonical structures, 31, 127

Carbenes, 95, 169-172

Carbonrum ions, 41

Carbonyl groups (see also Acrolein, Acry-

late esters, Ketenes, Ketones)
cycloadditions of, 140-142, 145, 160,
213-214, 223

hardness of, 47, 77
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Carbonyl groups (cont.)
nucleophilic attack on, 16, 67
MOs of, 16, 67, 140, 214
aff-unsaturated, 67, 70-72, 182, 184, 189
Cheletropic reactions, 95-98,169,170, 171,
172, 174, 211
Chrysene, 172
Citraconic anhydride, 137, 140, 164
Coeflicients of atomic orbitals in molecular
orbitals,
affecting regioselectivity, 121-161
calculation of, 14, 54
definition of, 67
estimation of by crude approximations,
121-127
measurement of, by ESR, 21-23, 45, 196
of acrolein, 141, 163
of allyl systems, 20, 30, 123
of anthracene, 58, 67
of azulene, 58, 67
of benzanthracene, 171
of benzofuran, 58
of benzpyrene, 171
of biphenylene, 58
of butadiene, 17-18, 123
of butadiene-l-carboxylic acid, 131
of C—O bonds, 13
of C=0 bonds, 16
of chrysene, 172
of 1,3-dipoles, 148-149
of ethylene, 12
of fulvene, 80, 179
of heptafulvalene, 177
of heptatrienyl systems, 123
of hexatriene, 123
of hydrogen, 7
of isoprene, 169
of ketenes, 143
of naphthalene, 58, 67
of octatetraene, 123
of pentadienyl systems, 123
of phenanthrene, 58
of 2-phenylbutadiene, 168
of piperylene, 170
of protonated acrolein, 163
of pyrene, 171
of pyridine, 67
of pyrrole, 58
of sesquifulvalene, 177
of tropone, 67, 138, 173
of unsymmetrically substituted dienes,
125-127, 128
of unsymmetrically substituted olefins,
123-125, 128

Conjugate attack, 71-83, 182, 184, 189,
200, 207
Conjugation, 17, 20, 21, 32
Conrotatory, definition of, 104
Cope rearrangement, 101-102, 108
Copolymerization, 4, 183-184
Core electrons, definition of, 7
Correlation of orbitals, 106
Coulomb integral, 14, 27, 29
Coumarin, 217
Coupling, see Photochemistry, Radical
coupling
C-substituents, definition of, 47
Curly arrows, 49
misused to explain regioselectivity of
cycloadditions, 127, 129
Cyanide ion, 40, 68, 73
Cycloadditions, 28, 87
at K-region of aromatic hydrocarbons,
170-172
periselectivity of, 173-181
photochemical, 170, 210-211, 213-223
rates of, 109-114
regioselectivity of, 127-161
thermal, 88-95
site selectivity of, 165-172
2 + 2],87,90,92,95,143-146,170,171,
172, 179, 210, 211, 213-222
[2 + 4] (see also Cheletropic reactions,
Diels—-Alder reactions and 1,3-Di-
polar cycloadditions), 92, 96, 101,
109, 210
[2 + 6],97, 174
[2 + 8},91,174, 177, 223
[2 + 12], 178
[2 + 14],94, 177
[4 + 4],91,92, 211
[4 + 6],91, 108, 173, 174, 180, 181
[6 + 6], 211
Cyclobutene, 103-104
Cycloheptatriene, 100, 169
Cyclohexadiene, 103-105, 212
Cyclohexadienyl radical, 45, 195
Cyclopentadiene carboxylic ester, 136,
167-168
Cyclopentadienes, 4,91, 143, 161, 162,173,
180

Diazoacetic esters, 153, 169, 171, 172

Diazoketones, 153

Diazomethane, 4, 93, 148-149, 151-153,
169, 180

Diels—Alder reactions, 3, 74, 87-88, 178,
179, 180



endo rule in, 106-107
Lewis acid catalysis of, 161-165
photochemical, rarity of, 210
rates of, 110-113, 119-121
regioselectivity in, 121-142, 161
reverse electron demand in, 106, 111,
119
site selectivity of, 165-168
Dienes (see also Butadiene, Cyclopenta-
dienes, Diels-Alder reactions, Iso-
prene, Methoxybutadiene, Piperylene,
Tetraphenylocyclopentadieneone,
Tropone)
FOs of substituted, 117-119, 125-128
Dienolate ions, 45
Dienophiles (see also Acetylenes, Acrolein,
Acrylic acid, Acrylate esters, Acrylo-
nitrile, Citraconic anhydride, Ena-
mines, Enol ethers, Ethyl vinyl ether,
Heterodienophiles, Maleic anhydride,
Styrene, Tetracyanoethylene,
Xyloquinone)
FOs of substituted, 115-117, 120, 123
125, 128
Dimerization,
photochemical, 205, 214-219
radical, 195-200, 202, 203, 205
thermal, 134, 135, 136, 141, 146, 147,
166, 167, 168
1,3-Dipolar cycloadditions, 93, 109-110,
179
azomethine imines in, 157-160
diazomethane in, 93, 151-153, 169, 180
osmium tetroxide in, 171-172
ozone in, 93, 171
phenyl azide in, 114, 154-157
rates of, 113-114
regioselectivity of, 148-161
Dipole repulsions, 219
Dipole-HO-control, definition of, 150
Dipole-LU-control, definition of, 150
1,3-Dipoles,
FOs of, 93, 148-149
table of, 148
Diradical theory of regioselectivity in
cycloadditions, 138, 151
Disrotatory, definition of, 104

a-Effect, 77-78, 185

Electrocyclic reactions, 103106, 174, 212

Electron affintties, 37, 113, 117

Electron in the box, 18

Electron spin resonance (ESR), 21-23, 60,
114
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of benzyl radical, 60
- of cyclohexadienyl radical, 45
of nitrogen dioxide, 43
of phenoxy radicals, 196
Electronegative elements, effect on MOs
by, 12-16, 44, 56, 60-62, 67, 82-84,
115, 120, 148-149, 189, 221
Electrophilic radicals, 184, 186, 192, 206
Electrophilic substitution,
aromatic, photochemical, 225-227
aromatic, thermal, 32, 47-66, 171, 172
at saturated carbon, stereochemistry of,
75
Electrophilicity, 36, 37, 74
Electropositive elements, effect on MOs by,
81
Elimination vs. substitution, 84
Enamines, 137, 142, 145, 147, 153, 199
Endo rule in Diels—Alder reactions, 3,
106-107, 162, 168
Ene reaction, 164
Energies of frontier orbitals,
affecting rates of cycloadditions, 110-
121, 151-158, 163
effect of Lewis acid on, 162-163
estimation of by crude approximations,
114-121
measured by PES, 21, 22, 38, 40, 59, 114
of dienes and dienophiles, 128
of SOMOs, 186, 194
Enolethers (see also Ethyl vinyl ether), 142,
144, 155, 216, 220, 223
Enolate ions, 2, 43, 45, 68
Entropy, 32, 176
Epoxidation, 171, 172
ESR, see Electron spin resonance
Ethane, MOs of, 9
Ethyl acrylate, see Acrylate ethyl
Ethyl vinyl ether, 138, 153
Ethylene,
FOs of in cycloadditions, 88, 89
MOs of, 11-12, 123
Exceptions, 228-229
Excimers, 209
Exciplexes, 209

Fluoroethylene, anomalous addition of
radicals to, 189
Forbidden reactions, 90, 228
Friedel-Crafts reaction, 63-64
Frontier electron population, 56, 57, 58
Frontier orbitals,
coeflicients of, see Coeflicients
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Frontier Orbitals (cont.)

definition of, 19, 26

energies of, see Energies

of acrolein, 115-116, 141, 163

of alkyl halides, 76-77

of allenes, 221

of allyl anions, 19, 29-32,92, 117, 123

of allyl cations, 19, 29-32, 92, 109, 123

of benzanthracene, 171

of benzene, 52

of benzpyrene, 171

of benzyl anions, 55

of benzyl cations, 55

of butadiene, 19, 88,91, 92, 96, 123, 210

of carbenes, 96

of carbonyl groups, 140, 145

of chrysene, 172

of cyanide ion, 41

of cyclohexadiene, 104

of diazomethane, 93, 151

of dienes (see also of butadiene), 108,
109, 117-119, 128, 173

of dienolate ions, 45-46

of dienophiles, 115-117, 128

of 1,3-dipoles, 148-149

of enolate 1ons, 44

of ethylene, 88-90, 91-96, 210

of fulvene, 179

of heptafulvalene, 177

of hexatrienes, 91, 97, 123, 166

of isoprene, 169

of ketenes, 143

of nitrite ion, 42

of nitronium ion, 42

of olefins, 115-117, 128

of ozone, 93, 148

of pentadienyl anions, 45, 123, 126

of pentadienyl cations, 92, 123, 125

of phenyl azide, 154

of 2-phenylbutadiene, 168

of piperylene, 170

of polycyclic aromatic hydrocarbons,
58,67,171,172

of protonated acrolein, 163

of pyrene, 171

of pyrnidine, 67

of pyridinium cations, 68, 129

of pyridynes, 73

of styrene, 53, 138

of sulphenes, 147

of sulphines, 147

of sulphur dioxide, 96, 97

of tetradecaheptane, 94

of tropone, 108, 138, 173

of af-unsatured carbonyl compounds
(see also of acrolein), 67, 71, 107,
110, 131, 216, 221
Fulvenes, 67, 178-181

Grignard reagents, 67

Halogenobenzenes,
electrophilic substitution in, 60-62
ionization potentials of, 59
nucleophilic substitution of, 68-69
Hammett plot as evidence of electro-
philicity of some radicals, 186
Hard and soft acids and bases, 34-35
Hard and soft nucleophiles and electro-
philes, 3547, 62-78
Hard electrophiles, definition of, 36-37
Hard nucleophiles, definition of, 36-37
Head-to-head coupling, definition of, 215
Head-to-tail coupling, definition of, 216
Helium, 7, 25, 28
Heptafulvalene, 94, 176-177
Heptatrieny! systems, 123, 167
Heterodienes, 141-142
Heterodienophiles, 121, 140-142
Heterodipolarophiles, 160
Heteroketenophiles, 145-146
Heteronuclear bonds, MOs of, 12-16
Hexatriene, 91, 97, 100, 103-105, 123, 125,
134, 166, 174, 176, 212
Highest adjacent pair of coefficients (see
also Z¢?), 171
HOMO (see also Coefficients, Energies,
Frontier orbitals),
definition of, 19
energies of by PES, 22
interaction with HOMO, 25
interaction with ‘HOMO’ in photo-
chemical reactions, 209
interaction with LUMO, 26
interaction with SOMO, 183
‘HOMO?’, definition of, 209
Homonuclear bonds, MOs of, 5-7, 9-12
Houk diagram, 128
Hiickel theory, 17-20, 23, 45, 53, 61, 63, 67,
141
Hybridization, 8, 75-77
Hydride transfer, reduction by, 67, 72
Hydrogen, MOs of, §
Hydrogen atom abstraction by radicals,
186-188, 205-207
Hydroperoxide ion, 3, 77
Hydroxylation, 38, 63, 198
Hyperconjugation, 45, 48, 80-85, 187



Indole, 58
Ionic bonds, 15
Ionic reactions, 38-85
lonization potentials,
of benzene compounds, 59
of radicals, 186, 194
measured by PES, 21, 22
used to estimate nucleophilicity, 37, 40
used to estimate reactivity in cyclo-
additions, 113-114
Isoprene, 167, 169
Isoquinoline, 58

Ketenes,
FOs of, 143
in photochemical cycloadditions, 221
in thermal cycloadditions, 143146, 169-
170, 176, 179
periselectivity of, 176, 179
Ketones and aldehydes (see also Acetone,
Acrolein, Methyl vinyl ketone, aff-
Unsaturated carbonyl compounds)
excited states of, 206
FOs of, 140, 145
in photocycloaddittons, 213-214
in thermal cycloadditions, 141, 145-146,
160
nucleophilic attack on, 16, 67, 70
Kinetic and thermodynamic stability, 20—
21
Klopman’s equations, 27, 37
Kornblum reaction, 202-203
K-region of aromatic hydrocarbons, 170-
172

Large-large/small-small interaction,
definition of, 121
justification for taking, 122
Lead tetraacetate, 171, 172
Lewis acids, 3, 161-165
Lignification, 198
Linear cheletropic reactions, definition of,
96
Localization energy, 1, 59, 191
LUMO (see also Coefficients, Energies,
Frontier orbitals)
definition of, 19
interaction with HOMO, 26
interaction with ‘LUMO’ in photo-
chemical reactions, 209
interaction with SOMO, 183
‘LUMO’ definition of, 209
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Maleic anhydride, 3, 87, 111, 113, 139,
165, 167
McConnell equation, 22, 45, 60, 196, 197
Methane, MOs of, 8
1-Methoxybutadiene, 113, 121, 127
2-Methoxybutadiene, 135
Methyl acrylate, see Acrylate, methyl
Methyl halides, MOs of, 76
Methyl vinyl ketone, 142, 200
MINDO, 229
Molecular orbitals (see also Frontier orbi-
tals), 5-23

definition of, 6

of allyl systems, 19-20, 116, 117

of anisole, 61

of benzene, 51--52

of benzyl anions, 55

of benzyl cations, 55

of butadiene, 17-19

of C—O bonds, 13

of C=0 bonds, 16

of enolate ions, 44

of ethane, 9-11

of ethylene, 12

of hydrogen, 5-7

of methane, 7-9

of methyl halides, 75-76

of nitrite 10n, 42

of nitronium ion, 42

of sodium fluoride, 15

of styrene, 53

Naphthalenes, 58, 67, 193, 198, 202
NBMO, definition of, 20
NHOMO, definition of, 59
importance of in electrophilic aromatic
substitution, 55-64, 194, 227
Nitration, 42, 58, 59, 63-66
Nitrite ton, 41
Nitrobenzene, 56, 226
Nitronium ion, 41
NLUMO, definition of, 93, 181
importance of in some reactions, 93,
149, 181, 227
Non-linear cheletropic reactions, defini-
tion of, 96
Nucleophilic radicals, 184, 192
Nucleophilic substitution, see Aromatic
nucleophilic substitution, Photo-
chemistry, S,2, S,2’
Nucleophilicity, 31, 36-40, 70

Octatetraenes, 105, 123, 174
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Orbitals, see Frontier orbitals, Molecular
orbitals

Ortho/para ratios, 62-65

Osmium tetroxide, 171, 172

Overlap integral, 14, 27-28, 32

Ozone, 93, 149, 171

Paterno-Biichi reaction, 4, 213-214, 221
Pentadienyl anions, 45-46, 106, 123, 126
Pentadienyl cations, 67, 92, 106, 123, 125,
212
Pericyclic reactions,
photochemical, 210-213
thermal, 1, 2, 86-181
Periselectivity, 173-181
definition of, 173
in fulvenes, 178-181
in heptafulvalene, 176-177
in sesquifulvalenes, 177-178
Perturbation theory, 1, 23-32, 79
PES, see Photoelectron spectroscopy
Phenanthrene, 58, 202
Phenoxy radicals, 195-198
Phenyl azide, 114, 149, 154-157
Phenyl radicals, 191, 193, 194, 203
Photoelectron spectroscopy (PES), 21-22,
40, 59, 61, 114
Photochemical reactions, 204227
aromatic electrophilic substitution, 225—
227
aromatic nucleophilic substitution, 223—
225
cross-coupling of olefins, 219-223
cycloadditions, 170, 211, 213-223
dimerisation of olefins, 170, 214-219
Fries rearrangement, 205
Paterno—Bichi reactions, 4, 213-214,
221
pericyclic, 210-213
pinacolization, 205
radical, 204-207, 227
rearrangements, 227
regioselectivity of, 213-223
Photosensitization, 215
n-bonds, definition of, 12
Pinacols, formation of, 199, 205
Piperylene, 135, 161, 170
Polymerization, 4, 182, 184, 198
Proton, the, a hard electrophile, 36, 39
Protonation, 36, 39, 63, 64, 77, 201, 223,
225
Pyridine, 64, 81, 200
Pyridine N-oxide, 2, 65

Pyridinium cations, 66-68, 129, 192, 193,
195, 203, 224

Pyridone, 218

Pyridyne, 73

Pyrrocoline, 57, 58, 174

Pyrrole, 2, 57, 58

Quinoline, 65

Radicals, 15, 70, 182-207

alkyl, 183, 184, 186, 187, 190, 194, 203,

207

allyl, 19, 23, 195, 204

anionic, 198

attack on aromatic rings by, 191-194

attack on n-bonds by, 188-191

benzyl, 60, 186, 202, 203, 206

cationic, 199

chlorine atom relatively electrophilic,

187

coupling of, 195-200, 202-207

cyclohexadienyl, 45, 195

FOs of, 183

1solable, 185

methyl, relatively nucleophilic, 187

nucleophilic and electrophilic, 182-185

phenyl, 191, 193, 194, 203

phenoxy, 196-198

polymerization induced by, 182, 184

stabilization of by an X-substituent, 185
Reduction, see Birch reduction, Hydride

transfer

Regioselectivity,

definition of, 121

effect of Lewis acid on, 161-164

in photocycloadditions, 213-223

in thermal cycloadditions, 121, 127-161

secondary interactions influencing, 131
Resonance integral, 14, 27, 142, 150
Reverse electron demand in Diels—Alder

reactions, 106, 111, 119

Salem’s equation, 27
Secondary stereochemical effects in peri-
cyclic reactions, 106-109, 131, 216
Sensitization, photo, 215
Sesquifulvalenes, 176-178
¥c?, definition of, 166-168, 171
g-bonds, definition of, 10
o-framework, 12, 18, 32
Sigmatropic rearrangements, 98-103, 175
[1, 3], 99, 102-103, 212
(1, 4], 101, 102
[1, 5], 98, 99, 100, 136, 167, 212



(1, 71, 99, 100, 175, 212
[2, 3], 101
[3,3], 100-102, 108
[3, 4], 101
[4, 5), 175
[5, 5], 175
Simmons-Smith reactton, 169
Singlet oxygen, 121
Site selectivity, 28, 30, 165-172
for examples, see also Allyl halides,
Ambident electrophiles, Ambident
nucleophiles, Aromatic electro-
philic substitution, Aromatic nu-
cleophilic substitution, Arynes,
Birch reduction, K-region, Ortho/
pararatios, Periselectivity, Radicals,
aff-Unsaturated carbonyl com-
pounds
S,2 reactions, 2, 39, 40, 41, 42, 43, 45, 46,
47, 75-77, 78, 84
stereochemistry of, 74-75
S.2' reactions, 72
Soft electrophiles, definition of, 36-37
Soft nucleophiles, definition of, 36-37
Solvent effects, 32, 37, 40
SOMO, definition of, 183
Stereochemistry (see also Anomeric effect),
of nucleophilic and electrophilic substi-
tution, 74-75
of photochemical pericyclic reactions,
216-219
of reduction of xf-unsaturated ketones,
222
of thermal pericyclic reactions, 94-109,
162-164
Steric effects, 32, 62, 64, 65, 176, 219, 221,
229
Stilbene, 170
Strain, 32
Styrene,
frontier electron population, 56
MOs of, 52-53
reactions of, 53, 134, 135, 138, 139, 153,
155, 157, 158, 159
Subjacent orbitals (see also NHOMO), 228
Substitution, see Aromatic nucleophilic
substitution, Aromatic electrophilic
substitution, .2, 8,2
Substitution vs. elimination, 84
Sulphenes, 146-147
Sulphines, 146147
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Sulphonation, 63-66

Sulphur dioxide, 96-98, 175, 211

Superdelocalizability, 58, 191

Suprafacial process, definition of, 89

Suprafacial shift, definition of, 98

Sydnones, 159-160

Symmetry allowed reactions. definition of,
90

Symmetry forbidden reactions, definition
of. 90

Tetracyanoethylene, 94, 113, 120, 176-178
Tetraphenylcyclopentadienone, 113
Thermodynamic and kinetic stability, 20—
21
Thermodynamic factors overridden by FO
effects, examples of, 45, 60, 62, 63, 69,
168, 169, 170, 187, 189, 191, 195, 203,
204, 207, 222, 227
Thiele’s ester, 136, 167-168
Thiophene, 193
Transition states, 23
Triplet states, 204, 213-215, 217
Tropone,
FOs of, 108, 138, 173
reactions of, 4, 82,91, 138, 139, 173, 180,
211,223

af-Unsaturated carbonyl compounds (see
also Acrolein, Acrylate esters, Acrylic
acid, Methyl vinyl ketone, Tropone)
67, 70-72, 182, 207, 216, 218, 219,
221, 222

Vinyl ethers, see Ethyl vinyl ether, Enol
ethers

I-Vinylnaphthalene, 139-140, 164

Violations of the Woodward-Hoffmann
rules, 228-229

Woodward-Hoffmann rules,
the rule for photochemical reactions,
210-213
the rule for thermal reactions, 1, 87-109,
228
the rule itself, 95

X-substituents, definition of, 47
2,6-Xyloquinone, 164

Z-substituents, definition of, 47



This book is both a simplified account of frontier orbital theory and a review
of its applications in organic chemistry; it provides a basic introduction to the
subject and a wealth of illustrative examples. Frontier orbital theory looks at
how the transition state of an organic reaction is affected by the interaction
of the molecular orbitals of the starting materials. It thus complements the
more familiar thermodynamic picture of transition states, in which product-
like character is seen as influencing the ease and the course of reactions,

The theory is presented very simply, without mathematics, stressing physical
principles and assuming only that the reader is familiar with the concept of a
molecular orbita! as a linear combination of atomic orbitals. This book thus

makes frontier orbital theory accessible for the first time to readers at every
level.
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