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1 INTRODUCTION 

Cancer is a major human health problem 
worldwide and is the second leading cause of 
death in the United States (1). Over the past 
30 years, significant progress has been 
achieved in understanding the molecular basis 
of cancer. The accumulation of this basic 
knowledge has established that cancer is a va- 
riety of distinct diseases and that defective 
genes cause these diseases. Further, gene de- 
fects are diverse in nature and can involve ei- 
ther loss or gain of gene functions. A number 
of inherited syndromes associated with in- 
creased risk of cancer have been identified. 

This chapter will review our current under- 
standing of the mechanisms of cancer develop- 
ment, or carcinogenesis, and the genetic basis 
of cancer. The roles of gene defects in both 
germline and somatic cells will be discussed as 
they relate to genetic and sporadic forms of 
cancer. Specific examples of oncogenes, or can- 
cer-causing genes, and tumor suppressor 
genes will be presented, along with descrip- 
tions of the relevant pathways that signal nor- 
mal and cancer phenotypes. 

While cancer is clearly associated with an 
increase in cell number, alterations in mecha- 
nisms regulating new cell birth, or cell prolif- 
eration, are only one facet of the mechanisms 
of cancer. Decreased rates of cell death, or ap- 
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optosis, are now known to contribute to cer- 
tain types of cancer. Cancer is distinctive from 
other tumor-forming processes because of its 
ability to invade surrounding tissues. This 
chapter will address mechanisms regulating 
the important cancer phenotypes of altered 
cell proliferation, apoptosis, and invasiveness. 

Recently, it has become possible to exploit 
this basic information to develop mechanism- 
based strategies for cancer prevention and 
treatment. The success of both public and pri- 
vate efforts to sequence genomes, including 
human and other organisms, has contributed 
to this effort. Several examples of mechanism- 
based anti-cancer strategies will be discussed. 
Finally, potential strategies for gene therapy 
of cancer will also be addressed. 

2.1 Normal-Precancer-Cancer Sequence 

Insight into tumor development first came 
from epidemiological studies that examined 
the relationship between age and cancer inci- 
dence that showed that cancer incidence in- 
creases with roughly the fifth power of elapsed 
age (2). Hence, it was predicted that at least 
five rate-limiting steps must be overcome be- 
fore a clinically observable tumor could arise. 
It is now known that these rate-limiting steps 
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are genetic mutations that dysregulate the ac- 
tivities of genes that control cell growth, reg- 
ulate sensitivity to programmed cell death, 
and maintain genetic stability. Hence, tumor- 
igenesis is a multistep process. 

Although the processes that occur during 
tumorigenesis are only incompletely under- 
stood, it is clear that the successive accumula- 
tion of mutations in key genes is the force that 
drives tumorigenesis. Each successive muta- 
tion is thought to provide the developing tu- 
mor cell with important growth advantages 
that allow cell clones to outgrow their more 
normal neighboring cells. Hence, tumor devel- 
opment can be thought of as Darwinian evolu- 
tion on a microscopic scale with each succes- 
sive generation of tumor cell more adapted to 
overcoming the social rules that regulate the 
growth of normal cells. This is called clonal 
evolution (3). 

Given that tumorigenesis is the result of 
mutations in a select set of genes, much effort 
by cancer biologists has been focused on iden- 
tifying these genes and understanding how 
they function to alter cell growth. Early efforts 
in this area were lead by virologists studying 
retrovirus-induced tumors in animal models. 
These studies led to cloning of the first onco- 
genes and the realization that oncogenes, in- 
deed all cancer-related genes, are aberrant 
forms of genes that have important functions 
in regulating normal cell growth (4). In subse- 
quent studies, these newly identified onco- 
genes were introduced into normal cells in an 
effort to reproduce tumorigenesis in vitro. Im- 
portantly, it was found that no single onco- 
- 

gene could confer all of the physiological traits 
of a transformed cell to a normal cell. Rather 
this required that at least two oncogenes act- 
ing cooperatively to give rise to cells with the 
fully transformed phenotype (5). This obser- 
vation provides important insights into tu- 
morigenesis. First, the multistep nature of tu- 
morigenesis can be rationalized as mutations 
in different genes with each event providing a 
selective growth advantage. Second, oncogene 
cooperativity is likely to be cause by the re- 
quirement for dysregulation of cell growth at 
multiple levels. 

Fearon and Vogelstein (6) have proposed a 
linear progression model (Fig. 1.1) to describe 
tumorigenesis using colon carcinogenesis in 

humans as the paradigm. They suggest that 
malignant colorectal tumors (carcinomas) 
evolve from preexisting benign tumors (ade- 
nomas) in a stepwise fashion with benign, less 
aggressive lesions giving rise to more lethal 
neoplasms. In their model, both genetic [e.g., 
adenomatous polyposis coli (APC) mutations] 
and epigenetic changes (e.g., DNA methyl- 
ation affecting gene expression) accumulate 
over time, and it is the progressive accumula- 
tion of these changes that occur in a preferred, 
but not invariable, order that are associated 
with the evolution of colonic neoplasms. Other 
important features of this model are that at 
least four to five mutations are required for 
the formation of a malignant tumor, in agree- 
ment with the epidemiological data, with 
fewer changes giving rise to intermediate be- 
nign lesions, that tumors arise through the 
mutational activation of oncogenes and inac- 
tivation of tumor suppressor genes, and that it 
is the sum total of the effect of these mutations 
on tumor cell physiology that is important 
rather than the order in which they occur. 

An important implication of the multistep 
model of tumorigenesis is that lethal neo- 
plasms are preceded by less aggressive inter- 
mediate steps with predictable genetic alter- 
ations. This suggests that if the genetic defects 
which occur early in the process can be identi- 
fied, a strategy that interferes with their 
function might prevent development of more 
advanced tumors. Moreover, preventive screen- 
ing methods that can detect cells with the 
early genetic mutations may help to identify 
these lesions in their earliest and most curable 
stages. Consequently, identification of the 
genes that are mutated in cancers and eluci- 
dation of their mechanism of action is impor- 
tant not only to explain the characteristic phe- 
notypes exhibited by tumor cells, but also to 
provide targets for development of therapeu- 
tic agents. 

2.2 Carcinogenesis 

Carcinogenesis is the process that leads to ge- 
netic mutations induced by physical or chem- 
ical agents. Conceptually, this process can be 
divided into three distinct stages: initiation, 
promotion, and progression (7). Initiation in- 
volves an irreversible genetic change, usually 
a mutation in a single gene. Promotion is gen- 
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DNA 
hypomethylation 

Mutation of I Mutation of Other genetic 

APC K-ras Loss of DCC LOSS of p53 alterations 

Figure 1.1. Adenoma-carcinoma sequence. Fearon and Vogelstein (6) proposed this classic model 
for the multistage progression of colorectal cancer. A mutation in the APC tumor suppressor gene is 
generally considered to be the initiation event. This is followed by the sequential accumulation of 
other epigenetic and genetic changes that eventually result in the progression from a normal cell to 

Normal 

a metastatic tumor. 

Hyper- 

erally associated with increased proliferation 
of initiated cells, which increases the popula- 
tion of initiated cells. Progression is the accu- 
mulation of more genetic mutations that lead 
to the acquisition of the malignant or invasive 
phenotype. 

In the best-characterized model of chemical 
carcinogenesis, the mouse skin model, initia- 
tion is an irreversible event that occurs when a 
genotoxic chemical, or its reactive metabolite, 
causes a DNA mutation in a critical growth 
controlling gene such as Ha-ras (8). Out- 
wardly, initiated cells seem normal. However, 
they remain susceptible to promotion and fur- 
ther neoplastic development indefinitely. 
DNA mutations that occur in initiated cells 
can confer growth advantages, which allow 
them to evolve andlor grow faster bypassing 
normal cellular growth controls. The different 
types of mutations that can occur include 
point mutations, deletions, insertions, chro- 
mosomal translocations, and amplifications. 
Three important steps involved in initiation 
are carcinogen metabolism, DNA repair, and 
cell proliferation. Many chemical agents must 
be metabolically activated before they become 
carcinogenic. Most carcinogens, or their active 
metabolites, are strong electrophiles and bind 
to DNA to form adducts that must be removed 
by DNA repair mechanisms (9). Hence, DNA 
repair is essential to reverse adduct formation 
and to prevent DNA damage. Failure to repair 
chemical adducts, followed by cell prolifera- 
tion, results in permanent alterations or mu- 
tation(~) in the genome that can lead to onco- 
gene activation or inactivation of tumor 
suppressor genes. 

colon proliferation 1.- adenoma Early !Intermediate adenoma adenoma Late 
Carcinoma 1 Metastasis 

cell 

Promotion is a reversible process in which 
chemical agents stimulate proliferation of ini- 
tiated cells. Typically, promoting agents are 
nongenotoxic, that is they are unable to form 
DNA adducts or cause DNA damage but are 
able to stimulate cell proliferation. Hence, ex- 
posure to tumor promoting agents results in 
rapid growth of the initiated cells and the 
eventual formation of non-invasive tumors. In 
the mouse skin tumorigenesis model, applica- 
tion of a single dose of an initiating agent does 
not usually result in tumor formation. How- 
ever, when the initiation step is followed by 
repeated applications of a tumor promoting 
agent, such as 12-0-tetradecanoyl-phorbol- 
13-acetate (TPA), numerous skin tumors arise 
and eventually result in invasive carcinomas. 
Consequently, tumor promoters are thought 
to function by fostering clonal selection of cells 
with a more malignant phenotype. Impor- 
tantly, tumor formation is dependent on re- 
peated exposure to the tumor promoter. Halt- 
ing application of the tumor promoter 
prevents or reduces the frequency with which 
tumors form. The sequence of exposure is im- 
portant because tumors do not develop in the 
absence of an initiating agent even if the tu- 
mor promoting agent is applied repeatedly. 
Therefore, the genetic mutation caused by the 
initiating agent is essential for further neo- 
plastic development under the influence of the 
promoting agent. 

Progression refers to the process of acquir- 
ing additional mutations that lead to malig- 
nancy and metastasis. Many initiating agents 
can also lead to tumor progression, strong sup- 
port for the notion that further mutations are 
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Figure 1.2. Possible outcomes of 
carcinogen metabolic activation. 

Formation of Once a carcinogen is metabolically 

carcinogen-DNA adduct activated it can bind to DNA and 

\ 
form carcinogen-DNA adduds. These 

DNA repair / DNA 

adduds will ultimately lead to muta- 
Cell tions if they are not repaired. If DNA 

Normal cell replication 
death r e ~ a i r  does not occur. the cell will ei- 

ther undergo apoptoks or the DNA 
t 

Initiated cell 

needed for cells to acquire the phenotypic 
characteristics of malignant tumor cells. Some 
of these agents include benzo(a)pyrene, 
p-napthylamine, 2-acetylaminofluorene, 
aflatoxin B,, dimethylnitrosamine, 2-amino-3- 
methylimidazo(4,5-flquinoline (IQ), benzi- 
dine, vinyl chloride, and 4-(methylnitros- 
amino)-1-(3-pyridy1)-1-butanone (NNK) (10). 
These chemicals are converted into positively 
charged metabolites that bind to negatively 
charged groups on molecules like proteins and 
nucleic acids. This results in the formation of 
DNA adducts which, if not repaired, lead to 
mutations (9) (Fig. 1.2). The result of these 
mutations enables the tumors to grow, invade 
surrounding tissue, and metastasize. 

Damage to DNA and the genetic mutations 
that can result from them are a central theme 
in carcinogenesis. Hence, the environmental 
factors that cause DNA damage are of great 
interest. Environmental agents that can cause 
DNA damage include ionizing radiation, ultra- 
violet (W) light, and chemical agents (11). 
Some of the DNA lesions that can result in- 
clude single-strand breaks, double-strand 
breaks, base alterations, cross-links, insertion 
of incorrect bases, and additionldeletion of 
DNA sequences. Cells have evolved several 
different repair mechanisms that can reverse 
the lesions caused by these agents, which has 
been extensively reviewed elsewhere (12). 

The metabolic processing of environmental 
carcinogens is also of key importance because 
this can determine the extent and duration to 
which an organism is exposed to a carcinogen. 
Phase I and phase I1 metabolizing enzymes 

will be replicated, resulting in an ini- 
tiated cell. 

play important roles in the metabolic activa- 
tion and detoxification of carcinogenic agents. 
The phase I enzymes include monooxygen- 
ases, dehydrogenases, esterases, reductases, 
and oxidases. These enzymes introduce func- 
tional groups on the substrate. The most im- 
portant superfamily of the phase I enzymes 
are the cytochrome P450 monooxygenases, 
which metabolize polyaromatic hydrocarbons, 
aromatic amines, heterocyclic amines, and ni- 
trosamines. Phase I1 metabolizing enzymes 
are important for the detoxification and excre- 
tion of carcinogens. Some examples include 
epoxide hydrase, glutathione-S-transferase, 
and uridine 5'-diphosphate (UDP) glucuro- 
nide transferase. There are also some direct 
acting carcinogens that do not require meta- 
bolic activation. These include nitrogen mus- 
tard, dimethylcarbamyl chloride, and p-pro- 
piolactone. 

2.3 Genetic Variability and Other Modifiers 
of Tumorigenesis 

2.3.1 Genetic Variability Affecting Cancer. 
Different types of cancers, as well as their se- 
verity, seem to correlate with the type of mu- 
tation acquired by a specific gene. Mutation 
"hot spots" are regions of genes that are fre- 
quently mutated compared with other regions 
within that gene. For example, observations 
that the majority of colon adenomas are asso- 
ciated with alterations in the adenomatous 
polyposis coli (APC) have been based on im- 
munohistochemical analysis of p-catenin lo- 
calization and formation of less than full 
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Figure 1.3. Diagram of APC protein regions, relating risk of intestinal carcinogenesis to length of 
APC peptide translated. APC contains 2833 amino acids. Mutation hot spot regions are found in areas 
between amino acids 1500-2000. Three genetically altered mouse models of APC-dependent intes- 
tinal carcinogenesis have been developed. Min mice have a stop codon mutation in codon 850 of the 
murine APC homolog. Two transgenic mice, APCA7I6 and APCA1635, also have been developed. 
Intestinal tumor number in these models is inversely related to size of the APC peptide translated. 

length APC protein production after in vitro 
translation of colonic mucosal tissue RNA. 
These studies have not documented specific 
gene mutations in APC. This is important, be- 
cause it is known from animal studies that the 
location of APC mutations can have a dra- 
matic effect on the degree of intestinal carci- 
nogenesis. Thus, it is possible that colon ade- 
noma size, and subsequent risk of colon cancer 
could be dictated by location of specific muta- 
tions in APC (Fig. 1.3). 

As suggested by the model depicted in Fig. 
1.3, high risk might be associated with muta- 
tions causing stop codons in the amino termi- 
nal end of the protein. Low risk might be as- 
sociated with mutations resulting in peptides 
of greater length. Current research is testing 
the hypothesis that specific genetic alterations 
in APC alone may be sufficient as a prognostic 
factor for risk of adenoma recurrence and sub- 
sequently, colon cancer development. 

One type of genetic alteration that is gain- 
ing increasing attention is the single nucleo- 
tide polymorphism (SNP). This polymorphism 

results from a single base mutation that leads 
to the substitution of one base for another., 
SNPs occur quite frequently (about every 0.3- 
1 kb within the genome) and can be identified 
by several different techniques. A common 
method for the analysis of SNPs is based on 
the knowledge that single-base changes have 
the capability of destroying or creating a re- 
striction enzyme site within a specific region 
of DNA. Digestion of a piece of DNA, contain- 
ing the site in question, with the appropriate 
enzyme can distinguish between variants 
based on the resulting fragment sizes. This 
type of analysis is commonly referred to as 
restriction fragment length polymorphism 
(RFLP). 

The importance of analyzing SNPs rests on 
the premise that individuals with a nucleotide 
at a specific position may display a normal 
phenotype, whereas individuals with a differ- 
ent nucleotide at this same position may ex- 
hibit increased predisposition for a certain dis- 
ease or phenotype. Therefore, many studies 
are being conducted to determine the fre- 
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ODC gene 
+300 

e-box (1) e-box (2) e-box (3) 

G/A SNP 

E-box (1) SNP allele (Frequency) Promoter activity 

CACGTG G (90-95%) 1 
CAGCTG G (90-95%) 0.5 
CACGTG A (5-10%) 3-8 

Figure 1.4. Influence of specific genetic changes on ODC promoter activity. These data were derived 
from transient transfection experiments in human colon tumor-derived HT29 cells. The arrow in 
this figure 1.4 shows the SNP. The SNP occurs between two E-boxes that are located 3' of the 
transcription start site. The effects of this genetic change are taken from Guo et al. (56). It is 
important to point out that the constructs used to assess the promoter activity of the polymorphic 
region containing the SNP and E-boxes 2 and 3 contained some of the 5' promoter region, but not 
E-box 1 (56).  The constructs used to assess the role of E-box 1 in HT-29 contained the major, c-myc 
unresponsive allele between E-boxes 2 and 3. 

quency of specific SNPs in the general popula- 
tion and to use these findings to explain phe- 
notypic variation. 

For example, a recent study found an asso- 
ciation between a polymorphism leading to an 
amino acid substitution (aspartate to valine) 
in codon 1822 of the APC gene and a reduced 
risk for cancer in people eating a low-fat diet 
(13). The variant valine had an allele fre- 
quency of 22.8% in a primarily Caucasian con- 
trol population. This non-truncating muta- 
tion has not yet been shown to have functional 
significance. If functional, such a polymor- 
phism could cooperate with single allele trun- 
cating mutations that occur with high fre- 
quency in sporadic colon adenomas (14), to 
increase colon cancer risk. This polymorphism 
is especially interesting, because dietary fac- 
tors, specifically fat consumption, may con- 
tribute to risk in only specific genetic subsets. 

2.3.2 Genetic Variability in c-myc-Depen- 
dent Expression of Ornithine Decarboxylase. 
The proliferation-associated polyamines are 
essential for cell growth but may contribute to 
carcinogenesis when in excess. Various stud- 
ies have shown that inhibition of polyamine 
synthesis impedes carcinogenesis. Ornithine 
decarboxylase (ODC), the first enzyme in poly- 

amhe  synthesis, may play a key role in tumor 
development. Therefore, elucidation of the 
mechanisms by which ODC is regulated is es- 
sential. The literature indicates that ODC is a 
downstream mediator of APC and suggests 
that ODC may be an APC modifier gene. Thus, 
polymorphisms in the ODC promoter affect- 
ing c-myc-dependent ODC transcription 
could be a mechanism of genetic variability of 
APC-dependent carcinogenesis. 

O'Brien and colleagues (15) have measured 
the incidence in several human subgroups of a 
SNP in a region of the ODC promoter, 3' of the 
transcription start site, that is flanked by two 
E-boxes (CACGTG) (Fig. 1.4). The E-box is a 
DNA sequence where specific transcription 
factors bind. The two resulting alleles are 
identified by a polymorphic PstI RFLP. The 
minor allele (A at position +317) is homozy- 
gous in 6-10% of individuals, whereas the ma- 
jor allele (G at position +317) is homozygous 
or heterozygous in 90-94% of these groups. 
They have also measured functionality of the 
polymorphisms. When ODC promoter-re- 
porter constructs are expressed in rodent 
cells, the minor allele confers 3-8 times the 
promoter activity compared with the major al- 
lele. Further, expression of the minor allele is 
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enhanced by c-myc expression to a greater ex- 
tent than the major allele. 

2.4 Epigenetic Changes 

Gene function can be disrupted either through 
genetic alterations, which directly mutate or 
delete genes, or epigenetic alterations, which 
alter the state of gene expression. Epigenetic 
mechanisms regulating gene expression in- 
clude signal transduction pathways, DNA 
methylation, and chromatin remodeling. 
Methylation of DNA is a biochemical addition 
of a methyl group at position 5 of the pyrimi- 
dine ring of cytosine in the sequence CG. This 
modification occurs in two ways: (1) from a 
preexisting pattern on the coding strand or (2) 
by de novo addition of a methyl group to fully 
unmethylated DNA. Cleavage of DNA with 
the restriction endonuclease HpaII, which 
cannot cut the central C in the sequence 
CCGG if it is methylated, allows detection of 
methylated sites in DNA. Small regions of 
DNA with methylated cytosine, called "CpG 
islands," have been found in the 5'-promoter 
region of about one-half of all human genes 
(including most housekeeping genes). 

There are three DNA methyltransferases 
(Dnmt), Dnmtl, Dnmt3a, and Dnmt3b, that 
have been identified in mammalian cells (16). 
The most abundant and ubiquitous enzyme, 
Dnmtl, shows high affinity for hemimethyl- 
ated DNA, suggesting a role of Dnmtl in the 
inheritance of preexisting patterns of DNA 
methylation after each round of DNA replica- 
tion. The other two enzymes, Dnmt3a and 
Dnmt3b, are tissue specific and have been 
shown to be involved in de novo methylation. 
De novo CpG island methylation, however, is 
not a feature of proliferating cells, and can be 
considered a pathologic event in neoplasia. 

Over the years, a number of different 
methyl-CpG binding proteins, such as methyl- 
CpG-binding domain-containing proteins 
(MBD1-4) were identified (17) that compete 
with transcription factors and prevent them 
from binding to promoter sequences. These 
methyl-CpG binding factors can also recruit 
histone deacetylases (HDACs), resulting in 
condensation of local chromatin structure 
(Fig. 1.5). This makes the methylated DNA 
less accessible to transcription factors and re- 
sults in gene silencing. 

Gene expression is inhibited by DNA meth- 
ylation. DNA methylation patterns dramati- 
cally change at different stages of cell develop- 
ment and differentiation and correlate with 
changes in gene expression (18). Demethyl- 
ation releases gene expression in the first days 
of embryogenesis. Later, de novo methylation 
establishes adult patterns of gene methyl- 
ation. In differentiated cells, methylation sta- 
tus is retained by the activity of the Dnmtl 
enzyme. In normal tissues, DNA methylation 
is associated with gene silencing, chromosome 
X inactivation (191, and imprinting (20). Be- 
cause the most normal methylation takes 
place within highly repeated transposable ele- 
ments, it has been proposed that such methyl- 
ation plays a role in genome defense by sup- 
pressing potentially harmful effects of 
expression at these sites. 

Neoplastic cells are characterized by simul- 
taneous global DNA hypomethylation, local- 
ized hypermethylation that involves CpG is- 
lands and increased HDAC activity (21). 
Hypomethylation has been linked to chromo- 
somal instability in vitro and it seems to have 
the same effect in carcinogenesis (22). 5-Meth- 
ylcytosine is a relatively unstable base because 
its spontaneous deamination leads to the for- 
mation of uracil. Such changes can also con- 
tribute to the appearance of germline muta- 
tions in inherited disease and somatic 
mutations in neoplasia. Aberrant CpG island 
hypermethylation in normally unmethylated 
regions around gene transcription start sites, 
which results in transcriptional silencing of 
genes, suggests that it plays an important role 
as an alternate mechanism by which tumor 
suppressor genes are inactivated in cancer 
(21). Hypermethylated genes identified in hu- 
man cancers include the tumor suppressor 
genes that cause familial forms of human can- 
cer when mutated in the germline, as well as 
genes that are not fully documented tumor 
suppressors (Table 1.1). Some of these genes, 
such as APC, the breast cancer gene BRCA-1, 
E-cadherin, mismatch repair gene hMLd31, 
and the Von Hippel-Lindau gene can exhibit 
this change in non-familial cancers. 

Recent studies indicate that promoter hy- 
permethylation is often an early event in tu- 
mor progression. It has been shown in the 
colon that genes that have increased hyper- 



2 Tumorigenesis 

s- Active gene 

De novo 
methylation \ 

-, Active (?) gene 

Recruitment of MBP 
and HDAC 

inactive gene 

Deacetylated histones 

Condensed chrornatin- 
silenced gene 

Figure 1.5. Effect of methylation and histone deacetylation on gene expression. When a gene is 
active, the promoter region is occupied by transcription factors that direct production of messenger 
RNA. De novo methylation has minimal effects on gene expression. However, methylated DNA 
attracts methyl-binding proteins (MBP). These methyl-binding proteins in turn attract a protein 
complex that contains histone deacetylase (HDAC). This results in inhibition of messenger RNA 
synthesis, and no functional protein can be made from the gene. Through the action of MBP and 
HDAC, the DNA structure changes to a compact, "condensed chromatin" configuration, which re- 
sults in permanent inhibition of messenger RNA and protein synthesis (silencing). 

methylation in the promoter region in normal 
tissue as a function of aging are the same as 
genes with the highest rate of promoter hyper- 
methylation in tumors (9). Interestingly, this 
group of genes does not include classic tumor 
suppressor genes. Some genes, such as the es- 
trogen receptor where age-related hypermeth- 
ylation in the colon was first discovered, may 
be important for the modulation of cell growth 
and differentiation in the colonic mucosa. 

Promoter hypermethylation of genes, 
which are normally unmethylated at all ages, 
has also been found early in tumorigenesis. 
These epigenetic alterations can produce the 
early loss of cell cycle control, altered regula- 
tion of gene transcription factors, disruption 
of cell-cell interactions, and multiple types of 
genetic instability, which are all characteristic 
of neoplasia. For example, hypermethylation 
of the APC gene has recently been reported for 
a subset of colon cancers (23). Hypermethyl- 
ation of hMLH1, which is associated with mi- 
crosatellite instability in colon, endometrial, 

and gastric neoplasia, has been seen in early, 
stages of cancer progression (24). Finally, hy- 
permethylation of the E-cadherin promoter 
frequently occurs in early stages of breast can- 
cer and can trigger invasion (25). 

Loss of gene function through epigenetic 
changes differs from genetic changes in terms 
of its consequences for tumor biology. First, 
gene function loss caused by aberrant pro- 
moter methylation may manifest in a more 
subtle, selective advantage than gene muta- 
tions during tumor progression. Second, al- 
though promoter hypermethylation causing 
gene silencing is usually stable in cancer cells, 
this change, unlike mutation, is potentially re- 
versible. It has become evident that not only 
the mutagens, but various factors influencing 
cell metabolism, particularly methylation, lie 
at the origin of carcinogenesis. 

Silencing of gene expression by methyl- 
ation may be modulated by biochemical or bi- 
ological manipulation. It has been shown that 
pharmacological inhibition of methyltrans- 



10 Molecular Biology of Cancer 

Table 1.1 Hypermethylated Genes in Cancer 

Gene Function Type of Tumor 

Familial Cancers 
APC 
BRCAl 
E-cadherin 
hMLHl 

Other Cancers 
Androgen receptor 
C-ABL 
Endothelin receptor B 
Estrogen receptor a 
FHIT 
GST-.TI. 
MDRl 
06-MGMT 
pl4lARF 
pl51CDKN2B 
Progesterone receptor 
Retinoic acid receptor p 
THBSl 

Signal transduction 
DNA repair 
Adhesion and metastasis 
DNA mismatch repair 

Cell cycle regulation 
Cell cycle regulation 
Cytoskeletal organization, angiogenesis 

inhibition 

Growth and differentiation 
Tyrosine kinase 
Growth and differentiation 
Transcription 
Detoxification 
Drug transport 
Drug transport 
DNA repair 
Cell cycle regulation 
Cell cycle regulation 
Growth and differentiation 
Growth and differentiation 
Angiogenesis inhibition 

Metastasis 

Colon cancer 
Breast cancer 
Multiple cancers 
Colon, gastric, and endometrial 

cancer 
Multiple cancers 
Retinoblastoma 
Renal-cell cancer 

Prostate cancer 
Chronic myelogenous leukemia 
Prostate cancer 
Multiple cancers 
Esophageal cancer 
Prostate cancer 
Acute leukemias 
Multiple cancers 
Colon cancer 
Malignant hematologic disease 
Breast cancer 
Colon and breast cancer 
Colon cancer, glioblastoma 

multiforme 
Multiple cancers 

ferases resulted in reactivation of gene expres- 
sion in vitro (26) and prevented tumor growth 
in animal models (27). These studies gener- 
ated interest in the clinical uses of hypomethy- 
lating agents in humans. 

3 MOLECULAR BASIS OF CANCER 
PHENOTYPES 

Cancer is a multistep process that requires the 
accumulation of multiple genetic mutations in 
a single cell that bestow features characteris- 
tic of a neoplastic cell. Typically, tumor cells 
differ from normal cells in that they exhibit 
uncontrolled growth. Because features that 
distinguish tumor from normal cells may be 
key to understanding neoplastic cell behavior 
and may ultimately lead to therapies that can 
target tumor cells, considerable effort has 
been directed at identifying the phenotypic 
characteristics of in vitro-transformed cells 
and of tumor cells derived from natural 
sources. This work has resulted in a list of 

properties that are characteristic of tumor 
cells and that are now known to be the bas& 
for the behaviors exhibited by neoplastic cells. 
Some of the features that will be discussed in 
detail include immortality, decreased depen- 
dence on growth factors to support prolifera- 
tion, loss of anchorage-dependent growth, loss 
of cell cycle control, reduced sensitivity to ap- 
optotic cell death, and increased genetic insta- 
bility. Other morphological and biochemical 
characteristics used to identify the trans- 
formed phenotype are cytological changes, al- 
tered enzyme production, and the ability to 
produce tumors in experimental animals (28). 

3.1 Immortality 

Normal diploid fibroblasts have a limited ca- 
pacity to grow and divide both in vivo and in 
vitro. Even if provided with optimal growth 
conditions, in vitro normal cells will cease di- 
viding after 50-60 population doubling5 and 
then senesce and die. In contrast, malignant 
cells that have become established in culture 
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proliferate indefinitely and are said to be im- 
mortalized. The barrier that restricts the life 
span of normal cells is known as the Hayflick 
limit and was first described in ex~eriments . 
that attempted immortalization of rodent 
cells (29). Normal embryo-derived rodent 
cells, when cultured in vitro, initially divide 
rapidly. Eventually, however, these cultures 
undergo a crisis phase during which many of 
the cells senesce and die. After extended main- 
tenance, however, proliferation in the cultures 
increases and cells that can divide indefinitely 
emerge. The molecular changes that take 
place during crisis have revealed at least two 
important restrictions that must be overcome 
for cells to become immortalized and both of 
these changes occur in natural tumor cells. 

One barrier to cellular immortalization is 
the inability of the DNA replication machin- 
ery to efficiently replicate the linear ends of 
DNA at the 5' ends, which leadsto the short- 
ening of the chromosome. In bacteria, the end- 
replication problem is solved with a circular 
chromosome. In human cells. the ends of chro- 
mosomes are capped with 5-15 kb of repetitive 
DNA sequences known as telomeres. Telo- 
meres serve as a safety cap of noncoding DNA 
that is lost during normal cell division without 
consequence to normal function of the cell. 
However, because telomere length is short- 
ened with each round of cell division, indefi- 
nite proliferation is impossible because even- 
tually the inability to replicate chromosomal 
ends nibbles into DNA containing vital genes. 

Telomeres seem to be lengthened during 
gametogenesis as a consequence of the activity 
of an enzyme called telomerase. Telomerase 
activity has been detected in normal ovarian 
epithelial tissue. More importantly, telomer- 
ase activity is elevated in the tumor tissue but " 

not the normal tissue from the same patient. 
This implies that one mechanism by which tu- 
mor cells overcome the shortening telomere 
problem and acquire the capacity to prolifer- 
ate indefinitely is through abnormal up-regu- 
lation of telomerase activity. The finding that 
telomerase activity is found almost exclusively 
in tumor cells is significant because it suggests 
that this enzyme may be a useful therapeutic 
target (30). Therapies aimed at suppressing 
telomerase would eliminate a feature essential 
for tumor cell survival and would be selective. 

A second feature of immortalization is loss 
of growth control by elimination of tumor sup- 
pressor activity. Recent evidence suggests 
that inactivating mutations in both the Rb 
and p53 tumor suppressor genes occurs dur- 
ing crisis. Both of these genes are discussed in 
more detail later in this chapter and both func- 
tion to inhibit cell proliferation by regulating 
cell cycle progression. Consequently, loss of 
tumor suppressor function also appears to be a 
critical event in immortalization. 

3.2 Decreased Dependence on Growth 
Factors to Support Proliferation 

Cells grown in culture require media supple- 
mented with various growth factors to con- 
tinue proliferating. In normal human tissues, 
growth factors are generally produced extra- 
cellularly at distant sites and then are either 
carried through the bloodstream or diffuse to 
their nearby target cells. The former mode of 
growth factor stimulation is termed endocrine 
stimulation, and the latter mode, paracrine 
stimulation. However, tumor cells often pro- 
duce their own growth factors that bind to and 
stimulate the activity of receptors that are also 
present on the same tumor cells that are pro- 
ducing the growth factor. This results in a con- 
tinuous self-generated proliferative signal 
known as autocrine stimulation that drives 
proliferation of the tumor cell continuously 
even in the absence of any exogenous prolifer- 
ative signal. Autocrine stimulation is mani- 
fested as a reduced requirement for serum be- 
cause serum is the source of many of the 
growth factors in the media used to propagate 
cells in vitro. 

Because of the prominent role that growth 
factors and their cognate receptors play in tu- 
mor cell proliferation, they have also become 
favorite therapeutic targets. For example, the 
epidermal growth factor receptor (EGFR) is 
known to play a major role in the progression 
of most human epithelial tumors, and its over- 
expression is associated with poor prognosis. 
As a consequence, different approaches have 
been developed to block EGFR activation 
function in cancer cells, including anti-EGFR 
blocking monoclonal antibodies (MAb), epi- 
dermal growth factor (EGF) fused to toxins, 
and small molecules that inhibit the receptor's 
tyrosine kinase activity (RTK). Of these, an 



orally active anilinoquinazoline, ZD1839 
("Iressa") shows the most promise as an anti- 
tumor agent by potentiating the antitumor ac- 
tivity of conventional chemotherapy (31). 

3.3 Loss of Anchorage-Dependent Growth 
and Altered Cell Adhesion 

Most normal mammalian cells do not grow, 
but instead undergo cell death if they become 
detached from a solid substrate. Tumor cells, 
however, frequently can grow in suspension or 
in a semisolid agar gel. The significance of the 
loss of this anchorage-dependent growth of 
cancer cells relates to the ability of the parent 
tumor cells to leave the primary tumor site 
and become established elsewhere in the body. 
The ability of cancer cells to invade and metas- 
tasize foreign tissues represents the final and 
most difficult-to-treat stage of tumor develop- 
ment, and it is this change that accompanies 
the conversion of a benign tumor to a life- 
threatening cancer. 

Metastasis is a complex process that re- 
quires the acquisition of several new charac- 
teristics for tumor cells to successfully colo- 
nize distant sites in the body. Epithelial cells 
normally grow attached to a basement mem- 
brane that forms a boundary between the ep- 
ithelial cell layers and the underlying support- 
ing stroma separating the two tissues. This 
basement membrane consists of a complex ar- 
ray of extracellular matrix proteins including 
type IV collagen, proteoglycans, laminin, and 
fibronectin, which normally acts as a barrier 
to epithelial cells. A common feature of tumor 
cells with metastatic potential is the capacity 
to penetrate the basement membrane by pro- 
teolysis, to survive in the absence of attach- 
ment to this substrate, and to colonize and 
grow in a tissue that may be foreign relative to 
the original tissue of origin. 

Consequently, metastasis is a multistep 
process that begins with detachment of tumor 
cells from the primary tumor and penetration 
through the basement membrane by degrada- 
tion of the extracellular matrix (ECM) pro- 
teins. This capacity to proteolytically degrade 
basement membrane proteins is driven, in 
part, by the expression of matrix metallo- 
proteinases. Matrix metalloproteinases, or 
MMPs, are a family of enzymes that are either 
secreted (MMPs 1-13, 18-20) or anchored in 

Molecular Biology of Cancer 

the cell membrane (MMPs 14-17) (Table 1.2). 
Regulation of MMPs occurs at several levels: - 
transcription, proteolytic activation of the zy- 
mogen, and inhibition of the active enzyme 
(32). MMPs are typically absent in normal 
adult cells, but a variety of stimuli, such as 
cytokines, growth factors, and alterations in 
cell-cell and cell-ECM interactions, can induce 
their expression. The expression of MMPs in 
tumors is frequently localized to stromal cells 
surrounding malignant tumor cells. Most of 
the MMPs are secreted in their inactive (zy- 
mogen) form and require proteolytic cleavage 
to be activated. In some cases. MMPs have 
been shown to undergo mutual and/or autoac- 
tivation in vitro (33). 

Several lines of evidence implicate MMPs 
in tumor progression and metastasis. First, 
MMPs are overexpressed in tumors from a va- 
riety of tissues and the expression of one, ma- 
trilysin, is clearly elevated in invasive prostate 
cancer epithelium (3436). Second, reduction 
of tissue inhibitor of matrix metalloprotein- 
ases-1 (TIMP-1) expression in mouse fibro- 
blasts (Swiss 3T3), using antisense RNA tech- 
nology, increased the incidence of metastatic 
tumors in immunocompromised mice. Simi- 
larly, overexpression of the various MMPs has 
provided direct evidence for their role in me- 
tastasis. Importantly, synthetic MMP inhibi- 
tors have also been produced and they lead to 
a reduction in metastasis in several experi- 
mental models of melanoma, colorectal carci- 
noma, and mammary carcinoma, suggesting a 
mechanism by which the invasive potential of 
tumors may be reduced (37). 

Once tumor cells escape through the base- 
ment membrane, they can metastasize " 

through two major routes, the blood and lym- 
phatic vessels. Tumors originating in different 
parts of the body have characteristic patterns 
of invasion. Some tumors, such as those of the 
head and neck, spread initially to regional 
lymph nodes. Others, such as breast tumors, 
have the ability to spread to distant sites rela- 
tively early. The site of the primary tumor 
generally dictates whether the invasion will 
occur through the lymphatic or blood vessel 
system. The cells that escape into the vascula- 
ture must evade host immune defense mecha- 
nisms to be successfully transported to re- 
gional or distal locations. Tumor cells then 
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Table 1.2 MMPs 

MMP Common Name Substrates Cell Surface 

1 collagenase-1, interstitial collagen I, 11,111, VII, X, IGFBP Yes 
collagenase 

2 gelatinase A gelatin, collagen I, IV, V, X, laminin, IGFBP, yes 
latent TGF-P 

3 stromelysin-1 collagen 111, IV, V, IX, X, gelatin, unknown 
E-cadherin, IGFBP, fibronectin, 
elastin, laminin proteoglycans, perlecan, 
HB-EGF, proIvIMP-13 

7 matrilysin 

8 collagenase-2, neutrophil 
collagenase 

9 gelatinase B 

11 stromelysin-3 
12 metalloelastase 
13 collagenase-3 

16 MT3-MMP 
17 MTCMMP 

18/19 RASI-1 
20 Enamelysin 

laminin, fibronedin, gelatin, collagen IV, Yes 
proteoglycans FasL, proMMP-1, HB-EGF 

collagen I, 11,111, VII, X unknown 

collagen I, IV, V, X, gelatin, IGFBP, latent 
TGF-b 

collagen 111, IV, IX, X, gelatin, larninin, 
proteoglycans, proMMP-1, proMMP-13 

IGFBP, a-1-antiprotease 
elastin, proMMP-13 
collagen I, 11,111, IV, VII, X, XN, 

fibronectin, proMMP-9, tenascin, aggrecan 
gelatin, collagen I, fibrin, proteoglycans, 

laminin, fibronectin, proMMP-2 
larninin, fibronectin, proMMP-2, proMMP- 

13, tenascin 
gelatin, collagen 111, fibronectin, proMMP-2 
unknown 

yes 

unknown 

unknown 
unknown 
unknown 

Yes 

Yes 

Yes 
Yes 

unknown unknown 
amelogenin unknown 

exit blood vessels and escape into the host tis- 
sue by again compromising a basement mem- 
brane, this time the basement membrane of 
the blood vessel endothelium. Projections 
called invadopodia, which contain various pro- 
teases and adhesive molecules, adhere to the 
basement membrane, and this involves mem- 
brane components such as laminin, fibronec- 
tin, type IV collagen, and proteoglycans. The 
tumor cells then produce various proteolytic 
enzymes, including MMPs, which degrade the 
basement membrane and allow invasion of the 
host tissue. This process is referred to as ex- 
travasation. 

The interaction between cells and extracel- 
lular matrix proteins occurs through cell-sur- 
face receptors, the best characterized of which 
is the fibronectin receptor that binds fibronec- 
tin. Other receptors bind collagen and lami- 
nin. Collectively these receptors are called in- 
tegrins, and their interaction with matrix 
components conveys regulatory signals to the 

cell (38). They are heterodimeric molecules 
consisting of one of several alpha and beta sub- 
units that may combine in any number of per- 
mutations to generate a receptor with distinct 
substrate preferences. Changes in the expres- 
sion of integrin subunits is associated with in- 
vasive and metastatic cells facilitating inva- 
sion by shifting the cadre of integrins to 
integrins that preferentially bind the de- 
graded subunits of extracellular matrix pro- 
teins produced by MMPs. Hence, integrin ex- 
pression has served as a marker for the 
invasive phenotype and may be a logical target 
for novel therapies that interfere with the 
progress of advanced tumors. 

In addition to their role in invasion, the 
evidence also indicates that MMPs may play a 
role in tumor initiation and in tumorigenicity. 
Expression of MMP-3 in normal mammary ep- 
ithelial cells led to the formation of invasive 
tumors (39). A proposed mechanism for this 
initiation involves the ability of MMP-3 to 



cleave E-cadherin. E-cadherin is a protein in- 
volved in cell-cell adhesion together with 
other proteins such as p-catenin and a-cati- 
nin. Loss of E-cadherin function is known to 
lead to tumorigenicity and invasiveness as a 
result of loss of cellular adhesion. Interest- 
ingly, inhibition of MMP-7 and MMP-11, us- 
ing antisense approaches, did not affect inva- 
siveness or metastatic potential in vitro. 
However, tumorigenicity was altered (40). 
Matrilysin, MMP-7 messenger RNA (mRNA), 
are present in benign tumors and malignant 
tumor cells of the colon. The relative level of 
matrilysin expression correlates with the 
stage of tumor progression. 

3.4 Cell Cycle and Loss of Cell 
Cycle Control 

Proliferation is a complex process consisting 
of multiple subroutines that collectively bring 
about cell division. At the heart of prolifera- 
tion is the cell cycle, which consists of many 
processes that must be completed in a timely 
and sequence specific manner. Accordingly, 
regulation of cell cycle events is a multifaceted 
affair and consists of a series of checks and 
balances that monitor nutritional status, cell 
size, presence or absence of growth factors, 
and integrity of the genome. These cell cycle 
regulatory pathways and the signal transduc- 
tion pathways that communicate with them 
are populated with oncogenes and tumor sup- 
pressor genes. 

Cell division is divided into four phases: GI, 
S, G2, and M (Fig. 1.6). The entire process is 
punctuated by two spectacular events, the 
replication of DNA during S phase and chro- 
mosome segregation during mitosis or M 
phase. Of the four cell cycle phases, three can 
be assigned to replicatingcells and only the G1 
phase, and a related quiesent phase, GO, are 
nonreplicative in nature. Normal cycling cells 
that cease to proliferate enter the resting 
phase, or GI, and their exit into the replicative 
phases is strongly dependent on the presence 
of growth factors and nutrients. However, 
once the cells enter the replicative phase of the 
cell cycle, they become irrevocably committed 
to completing cell division. Hence, the condi- 
tions that lead to exit from G1 and entry into S 
are tightly regulated and are frequently mis- 
regulated in neoplastic cells that exhibit un- 
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controlled proliferation. Studies first con- 
ducted by Arthur Pardee revealed the 
existence of a point in G1 that restricted the 
passage of cells into S phase, and this was pos- 
tulated to be controlled by a labile protein fac- 
tor (41). Passage across this restriction point, 
or R point, is now known to be sensitive to 
aowth factor stimulation. - 

Movement through the cell cycle is con- 
trolled by two dasses of cell cycle proteins, 
cyclins and cycli$ dependent kinases (CDKs), 
which physically: associate to form a protein 
kinase that drives the cell cycle forward (42). 
At least 8 cyclins and 12 CDKs have been iden- 
tified in mammalian cells. The name "cyclin" 
derives from the characteristic rise and fall in 
abundance of cyclin B as cells progress 
through the cell cycle. The accumulation of 
cyclin proteins occurs through cell cycle-de- 
pendent induction of gene transcription, but 
elimination of cyclins occurs by carefully reg- 
ulated degradation that is enabled through 
protein sequence tags known as destruction 
boxes and PEST sequences. Although not all 
of the cyclin types exhibit this oscillation in 
protein quantity, those cyclins that play key 
roles in progression through the cell cycle (cy- 
clins E, A, and B) are most abundant during 
discrete phases of the cell cycle. Cyclin D l  is 
synthesized during G1 just before the restric- 
tion point and plays an important role in reg- 
ulation of the R point. Cyclin E is most abun- 
dant during late G1 and early S and is 
essential for exit from G1 and progression into 
S phase. Elevated levels of these two G1 cyc- 
lins can result in uncontrolled proliferation. 
Indeed, both cyclin Dl  and cyclin E are over- 
expressed in some tumor types, suggesting 
that the cyclins and other components of the 
cell cycle may be useful therapeutic targets 
(43). 

The second component of the enzyme com- 
plex is CDK that, as the name implies, re- 
quires an associated cyclin to become active. 
At least 12 of the protein kinases have been 
isolated from humans, Xenopus, and Drosoph- 
ila, and are numbered according to a stan- 
dardized nomenclature beginning with CDK1, 
which for historical reasons, is most fre- 
quently referred to as cell division cycle 2 
(cdc2). Unlike the cyclins, abundance of the 
CDK proteins remains relatively constant 
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roughout the cell cycle. Instead, their activ- 
r changes during different phases of the cell 
cle in accordance with whether or not an 
tivating cyclin is present and whether or not 
e kinase itself is appropriately phosphory- 
Led. Both cyclins and CDKs are highly con- 
rved from yeast to man and function simi- 
dy, suggesting that the cell cycle is 
ntrolled by a universal cell cycle engine that 
erates through the action of evolutionarily 
nserved proteins. Hence, drug discovery 
ldies aimed at identifying agents that regu- 
;e the cell cycle may be performed in model 
ganisms, such as yeast, C. elegans, and Dro- 
ohila with some assurance that the targeted 
xhanisms will also be relevant to humans. 
It is now clear that specific cyclinlcdk com- 
?xes are required during specific stages of 
e cell cycle. Cyclin Dl/cdk4,6 activity is es- 
ntial for crossing the restriction point and 
shing cells into replication. A major sub- 
.ate of the cyclin Dl/cdk4,6 complex is the 
tinoblastoma (Rb) tumor suppressor pro- 
n, which when phosphorylated by this ki- 
se complex, is inactivated. This frees the cell 
)m the restrictions on cell proliferation im- 
sed by the Rb protein. It is this event that is 
lieved to be decisive in the stimulation of 
ding cells to undergo proliferation. Cyclin 

Figure 1.6. Model of the cell cycle and 
the cyclinlcdk complexes that are re- 
quired a t  each cell cycle phase. CyclinDI 
cdk4-6 complexes suppress Rb function 
by phosphorylating the protein allowing 
transition across the restriction R-point. 
P53 suppresses cell cycle progression by 
stimulating the expression of the cyclin 
dependent kinase inhibitor p21, which 
binds with and inactivates a variety of 
cyclinkdk complexes. 

EIcdk2 plays a role later in the cell cycle for 
proliferating cells by pushing them from G1 
into S phase. Cyclin E is overexpressed in 
some breast cancers where it mav enhance the " 

proliferative capacity of tumor cells. Cyclin 
A/cdk2 sustains DNA replication and is there- 
fore required during S phase. Cyclin Blcdc2 is 
required by cells entering mitosis up through 
metaphase. At the end of metaphase, cyclin B 
is degraded, and cdc2 becomes inactivated, al- 
lowing mitotic cells to progress into anaphase 
and to complete mitosis. Sustaining the activ- 
ity of cyclin BIcdc2 causes cells to arrest in 
metaphase. Hence, it is the collective result 
brought about by the activation and deactiva- 
tion of cyclinlcdk complexes that pushes pro- 
liferating cells through the cell cycle. 

Superimposed on the functions of the cell 
cycle engine is a complex network of both pos- 
itive and negative regulatory pathways. Im- 
portant negative regulators are the cyclin de- 
pendent kinase inhibitors or CKIs. There are 
two families of CKIs, the Cip/Kip family and 
the INK4 family (44). The CipIKip family con- 
sists of three members, p21/Cipl/wafl/Sdil, 
p211Kip1, and p57/Kip2. All of the proteins in 
this family have broad specificity and can bind 
to and inactivate most of the cvclinlcdk com- " 

plexes that are essential for progression 



through the cell cycle. p2lWa, the first discov- 
ered and best characterized member of the 
Cip/Kip family, is stimulated by the p53 tumor 
suppressor protein in response to DNA dam- 
age and halts cell cycle progression to allow for 
DNA repair (45). The INK4 family of CKIs 
contains four member proteins, pl6/INK4a, 
p15/INK4b, p18/INK4c, and plSIINK4d. Un- 
like the Cip/Kip family, the INK4 proteins 
have restricted binding and associate exclu- 
sively with cdk416. Consequently, their princi- 
pal function is to regulate cyclin Dllcdk416 ac- 
tivity, and therefore, the phosphorylation 
status of the Rb tumor suppressor. pl6IINK4a 
is itself a tumor suppressor that is frequently 
mutated in melanoma (46). Indeed, at least 
one component of the pl6lcyclin Dl/Rb path- 
ways is either mutated or deregulated in some 
fashion in over 90% of lung cancers, emphasiz- 
ing the importance of this pathway in regulat- 
ing tumor cell proliferation. 

Transit through the cell cycle is regulated 
by two types of controls. In the first type, the 
cumulative exposure to specific signals, such 
as growth factors, is assessed and if the sum of 
these signals satisfies the conditions required 
by the R point, proliferation ensues. In the 
second. feedback controls or check~oints mon- 

A 

itor whether the genome is intact and whether 
previous cell cycle steps have been completed. 
At least five cell cycle checkpoints have been 
identified, two that monitor integrity of the 
DNA and halt cell cycle progression in either 
GI or G2, one that ensures DNA synthesis has 
been completed before mitosis begins, one 
that monitors completion of mitosis before al- 
lowing another round of DNA synthesis, and 
one that monitors chromosome alignment on 
the equatorial plate before initiation of ana- 
phase. Of these, the two checkpoints that 
monitor integrity of DNA have been the most 
extensively studied, and as might be expected, 
these checkpoints and the genes that enforce 
them are critically important for the response 
that cells mount to genotoxic stresses. Abroga- 
tion of checkpoints leads to genomic instabil- 
ity and an increased mutation frequency (47). 

Progress in elucidating the mechanisms of 
checkpoint function reveals that a number of 
checkpoint genes are frequently mutated in 
human cancers. For example, the p53 tumor 
suppressor functions as a cell cycle checkpoint 
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that halts cell cycle progression in G1 by in- 
wafl ducing the expression of the p21 gene in 

the presence of damaged DNA (45). The p53 
gene is frequently mutated in human cancers 
and consequently, most tumor cells lack the 
DNA damage-induced p53-dependent G1 
checkpoint, increasing the likelihood that mu- 
tations will be propagated in these cells. Be- 
cause p53 also promotes apoptosis, the lack of 
p53 in these cells also makes them more resis- 
tant to the DNA damage-induced apoptosis. 
Because most chemotherapeutic agents kill 
cells through DNA damage-induced apoptosis, 
tumor cells with mutant p53 are also more 
resistant to conventional therapies (48). 

3.5 Apoptosis and Reduced Sensitivity 
to Apoptosis 

Apoptosis is a genetically controlled form of 
cell death that is essential for tissue remodel- 
ing during embryogenesis and for mainte- 
nance of the homeostatic balance of cell num- 
bers later in adult life. The importance of 
apoptosis to human disease comes from the 
realization that disruption of the apoptotic 
process is thought to play a role in diverse hu- 
man diseases ranging from malignancy to neu- 
rodegenerative disorders. Because apoptosis is 
a genetically controlled process, much effort 
has been spent on identifying these genetic 
components to better understand the apopto- 
tic process as well as to identify potential ther- 
apeutic targets that might be manipulated in 
disease conditions where disruption of apopto- 
sis occurs. 

Although multiple forms of cell death have 
been described, apoptosis is characterized by 
morphological changes including cell shrink- 
age, membrane blebbing, chromatin conden- 
sation and nuclear fragmentation, loss of 
microvilli, and extensive degradation of chro- 
mosomal DNA. In general, the apoptotic pro- 
gram can be subdivided into three phases: the 
initiation phase, the decisiodeffector phase, 
and the degradationlexecution phase (Fig. 
1.7). In the initiation phase, signal transduc- 
tion pathways that are responsive to external 
stimuli, such as death receptor ligands, or to 
internal conditions, such as that produced by 
DNA damage, are activated. During the ensu- 
ing decisiodeffector phase, changes in the mi- 
tochondrial membrane occur that result in 
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Figure 1.7. Mitochondria-mediated apoptosis. Mitochondria-mediated apoptosis is divided into 
three phases. Mitochondrial stress stimulates signal transduction and constitutes the initiation 
phase. During the second phase, changes in the structure of the mitochondrial membrane make it 
permeable to large proteins, allowing the release of cytochrome c and induction of the third and final 
phase, during which degradation of cellular proteins occurs. 

disruption of the mitochondrial membrane po- 
tential and ultimately loss of mitochondrial 
membrane integrity. A key event in the deci- 
sionleffector phase is the release of cyto- 
chrome c into the cytoplasm and activation of 
proteases and nucleases that signal the onset 
of the final degradatiordexecution phase. An 
important concept in understanding apoptosis 
is that the mitochrondrion is a key target of apo- 
ptotic stimuli and disruption of mitochondrial 
function is central to subsequent events that 
lead to degradation of vital cellular components. 

Of the signal transduction pathways that 
initiate apoptosis, the best understood at the 
molecular level involves the death receptors 
including Faslcluster of differentiation 95 
(CD95), tumor necrosis factor receptor 1 
(TNFRl), and death receptors 3,4, and 5 (DR 
3,4,5) (Fig. 1.8). All death receptors share an 
amino acid sequence known as the death do- 
main (DD) that functions as a binding site for 
a specific set of death signaling proteins. Stim- 
ulation of these transmembrane rece~tors can . 
be induced by interaction with its cognate li- 
gand or by binding to an agonistic antibody, 
which results in receptor trimerization and re- 
cruitment of intracellular death molecules 
and stimulation of downstream signaling 
events. Here death receptors are classified as 
either CD95-like (FasICD95, DR4, and DR5) 
or TNFR1-like (TNF-R1, DR3, and DR6) 
based on the downstream signaling events 
that are induced as a consequence of receptor 
activation. 

Activation of FasICD95 leads to clustering 
and recruitment of Fas-associated death do- 

main (FADD; sometimes called Mortl) to the 
FaslCD95 intracellular DD (49). FADD con- 
tains a C-terminal DD that enables it to inter- 
act with trimerized Fas receptor as well as an 
N-terminal death effector domain (DED), 
which can associate with the prodomain of the 
serine protease, caspase-8. This complex is re- 
ferred to as the death-inducing signaling com- 
plex (DISC). As more procaspase-8 is recruited 
to this complex, caspase-8 undergoes trans- 
catalytic cleavage to generate active protease. 
Activation of TNFR1-like death receptors re- 
sults in similar events except that the first pro- 
tein to be recruited to the activated receptor is 
the TNFR-associated death domain (TRADD) 
adaptor protein that subsequently recruits 
FADD and procaspase-8. Signaling through 
the TNFR1-like receptors is more complex 
and includes recruitment of other factors that 
do not interact with FasICD95. For example, 
TRADD also couples with the receptor inter- 
acting protein (RIP), which links stimulation 
of TNFRl to signal transduction mechanisms, 
leading to activation of nuclear factor-kappa B 
(NF-KB). Because RIP does not interact with 
FasICD95, this class of receptors does not ac- 
tivate NF-kappa B. 

The critical downstream effectors of death 
receptor activation are the caspases, and these 
are considered the engine of apoptotic cell 
death (50). Caspases are a family of cysteine 
proteases with at least 14 members. They are 
synthesized in the cells as inactive enzymes 
that must be processed by proteolytic cleavage 
at aspartic acid residues. These cleavage sites 
are between the N-terminal prodomain, the 
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Figure 1.8. Apoptosis-receptor-mediated and mitochondrial apoptosis cascades. Trimerization of 
the Fas receptor initiates recruitment of the death domain-containing adaptor protein FADD, which 
binds to procaspase-8 promoting trans-catalytic cleavage of prodomain. Caspase-8 initiates the 
caspase cascade by acting on downstream effector caspases 3 and 7. In mitochondria-mediated 
apoptosis cytochrome c, release is a key event in apoptosis and is stimulated by Bax and suppressed 
by Bcl-2. The released cytochrome c binds with Apaf-1 and in conjunction with dATP induces a 
conformational change in Apaf-1 that permits oligomerization into a ~700-kDa  complex, which is 
called the apoptosome complex and is capable of recruiting caspases-9, -3, and -7. 

large P20, and small PI0 domains. The acti- 
vated proteases cleave other proteins by recog- 
nizing an aspartic acid residue at the cleavage 
site and are consistent with an auto- or trans- 
cleavage processing mechanism for activation 
when recruited to activated death receptors. 

Importantly, biochemical studies support 
the notion of a caspase hierarchy that consists 
of initators and effectors that are activated in 
a cascade fashion. Initiator caspases such as 
caspase-8 and -9 are activated directly by apo- 
ptotic stimuli and function, in part, by activat- 
ing effector caspases such as caspase-3, -6, and 
-7 by proteolytic cleavage. It is the effector 
caspases that result in highly specific cleavage 
of various cellular proteins and the biochemi- 
cal and morphological degradation associated 
with apoptosis. 

In contrast to death receptor-mediated ap- 
optosis that functions through a well-defined 

pathway, mediators of stress-induced apopto- 
sis such as growth factors, cytokines, and DNA 
damage activate diverse signaling pathways 
that converge on the mitochondrial mem- 
brane (51). Many proapoptotic agents have 
been shown to disrupt the mitochondrial 
membrane potential (Aqm),  leading to an in- 
crease in membrane permeability and release 
of cytochrome c into the cytosol. Cytochrome c 
release is a common occurrence in apoptosis 
and is thought to be mediated by opening of 
the permeability transmembrane pore com- 
plex (PTPC), a large multiprotein complex 
that consists of at least 50 different proteins. 
The cytosolic cytochrome c interacts with ap- 
optosis activating factor-1 (Apaf-1), dATPI 
ATP, and procaspase-9 to form a complex 
known as the apoptosome. Cytochrome c and 
dATP/ATP stimulate Apaf-1 self-oligomeriza- 
tion and trans-catalytic activation of pro- 
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caspase-9 to the active enzyme. Active 
caspase-9 activates effector caspases-3 and -7 
and leads to the cellular protein degradation 
characteristic of apoptosis. 

As release of cytochrome c can have dire 
consequences for viability of the cell, its re- 
lease is tightly regulated. Indeed, a whole fam- 
ily of proteins, of which B-cell lymphoma-2 
(Bcl-2) is the founding member, that share ho- 
mology in regions called the Bcl-2 homology 
domains are dedicated to regulation of cyto- 
chrome c release from the mitochondria (52). 
Both positive regulators (Bax, Bak, Bik, and 
Bid) that promote apoptosis and negative reg- 
ulators (Bcl-2 and Bcl-x,), which suppress ap- 
optosis, act by regulating permeability of the 
mitochondria1 membrane to cytochrome c. 
Bcl-2 family members have been found in both 
the cytosol and associated with membranes. 
Bax is normally found in the cytosol, but sub- 
cellular localization changes during apoptosis. 
Bax has been shown to insert into the mito- 
chondrial membrane where, because of its 
structure that is similar to other pore-forming 
proteins, it is thought to promote release of 
cytochrome c. Bcl-2 functions by inhibiting in- 
sertion of Bax into the mitochondrial mem- 
brane. Hence, a key factor that determines 
whether a cell will undergo apoptosis is the 
ratio of proapoptotic to antiapoptotic Bcl-2 
family proteins. 

Because apoptosis serves to eliminate cells 
with a high neoplastic potential, cancer cells 
have evolved to evade apoptosis primarily 
through two mechanisms. In the first of these, 
Bcl-2, which suppresses apoptosis, is overex- 
pressed. The Bcl-2 oncogene was first identi- 
fied as a break point in chromosomal translo- 
cations that frequently occurred in B-cell- 
derived human tumors. Characterization of 
the rearrangements revealed that the Bcl-2 
gene is overexpressed by virtue of being placed 
adjacent to the powerful IgH promoter. Clon- 
ing of the Bcl-2 gene and overexpression in 
cells of B-cell lineage reduced the sensitivity of 
these cells to apoptosis and allowed them to 
survive under conditions that ordinarily 
caused normal cells to die. 

The second mechanism that provides can- 
cer cells with resistance to apoptosis is the 
suppression of the Fas receptor. As with other 
receptors, mutations can occur in either the 

ligand binding domain or in the intracellular 
domain interfering with activation of the 
death signaling pathway. More recently a 
novel mechanism for suppressing Fas-recep- 
tor activation has been identified in which 
cancer cells synthesize decoy receptors to 
which ligands can bind but are unable to in- 
duce apoptosis (53). 

3.6 Increased Genetic Instability 

A hallmark of tumor cells is genetic instability 
that is manifested at the chromosomal level as 
either aneuploidy (the gain or loss of one or 
more specific chromosomes) or polyloidy (the 
accumulation of an entire extra set of chromo- 
somes). Acquisition of extra chromosomes is 
one mechanism by which extra copies of a 
growth promoting gene can be acquired by 
cancer cells, providing them with a selective 
growth advantage. Structural abnormalities 
are also common in advanced tumors that lead 
to various types of chromosomal rearrange- 
ments. Translocations and random insertion 
of genetic material into one chromosome from 
another can place genes that are not normally 
located adjacent to one another in close prox- 
imity usually leading to abnormal gene ex- 
pression. Some of these rearrangements are 
routinely observed in some cancers such as in 
Burkitt's lymphoma where rearrangements 
involving chromosome 8 and 14 lead to abnor- 
mal expression of the c-myc protooncogene as 
a consequence of being placed adjacent to the 
immunoglobulin heavy chain promoter. 

In chronic myelogenous leukemia (CML), 
an abnormal chromosome known as the Phil- 
adelphia chromosome results from a translo- 
cation involving chromosomes 9 and 22. The 
genes for two unrelated proteins, c-Abl and 
Bcr, a tyrosine kinase, and a GTPase activat- 
ing protein (GAP), are spliced together, form- 
ing a chimeric protein that results in a power- 
ful and constitutively active kinase that drives 
proliferation of the cells in which it is ex- 
pressed. 

Other forms of genetic instability include 
gene amplification. Under normal conditions, 
all DNA within the cell is replicated uniformly 
and only once per cell cycle. However, in can- 
cer cells some regions of a chromosome can 
undergo multiple rounds of replication such 
that multiple copies of a growth-promoting 



gene($ is obtained. These can result in chro- 
mosomes with regions of DNA that stain uni- 
formly during karyotype analysis of a tumor 
cell or in the production of extrachromosomal 
DNA-containing bodies known as double 
minute chromosomes. A typical example of 
this type of amplification targets the N-myc 
gene, which is amplified in ~ 3 0 %  of advanced 
neuroblastomas (54). 

More subtle changes at the sequence level 
affecting growth-controlling genes is also com- 
mon in human tumors. Mutations can occur as 
a consequence of either defects in DNA repair 
or decreased fidelity during DNA replication. 
The components of these pathways are critical 
for maintenance of genome integrity and in- 
herited mutations in the genes of DNA repair 
proteins and proteins that repair misrepli- 
cated DNA explains some inherited cancer- 
prone syndromes (55). 

3.7 Angiogenesis 

Without the production of new blood vessels, 
tumor growth is limited to a volume of a few 
cubic millimeters by the distance that oxygen 
and other nutrients can diffuse through tis- 
sues. As tumor size increases, intratumoral 0, 
levels fall and the center of the mass becomes 
hypoxic, leading to up-regulation of the hyp- 
oxia inducible factor (HIF1). HIFl is a het- 
erodimeric transcription factor composed of a 
constitutively expressed HIF-1 beta subunit 
and an 0, regdatable HIF-1 alpha subunit 
(56). Under normoxic conditions, levels of 
HIFl are kept low through the actions of the 
VHL tumor suppressor protein, which func- 
tions as a ubiquitin ligase that promotes deg- 
radation through a proteosome mediated 
pathway (57). An important transcriptional 
target of HIFl is the VEGF growth factor, 
which in conjunction with other cytokines, in- 
duces neovascularization of tumors and allows 
them to grow beyond the size limitation im- 
posed by oxygen diffusion. This increased pro- 
duction of proangiogenic factors and reduc- 
tion of anti-angiogenic factors is known as the 
"angiogenic switch" and is a significant mile- 
stone in tumorigenesis that leads to the devel- 
opment of more lethal tumors. 

Angiogenesis is the sprouting of capillaries 
from preexisting vessels during embryonic de- 
velopment and is almost absent in adult tis- 
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sues with the exception of transient angiogen- 
esis during the female reproductive cycle and 
wound healing, and the soluble factor that 
plays a critical role in promoting angiogenesis 
is vascular endothelial growth factor (VEGF) 
(58). VEGF was first implicated in angiogene- 
sis when it was identified as a factor secreted 
by tumor cells, which caused normal blood 
vessels to become hyperpermeable (59). The 
following evidence supports a role for VEGF in 
tumor angiogenesis. 

1. VEGF is present in almost every type of 
human tumor. It is especially high in con- 
centration around tumor blood vessels and 
in hypoxic regions of the tumor. 

2. VEGF receptors are found in blood vessels 
within or near tumors. 

3. Monoclonal neutralizing antibodies for 
VEGF can suppress the growth of VEGF- 
expressing solid tumors in mice. These lack 
any effect in cell culture where angiogene- 
sis is not needed. 

Ferrara and Henzel (60) identified VEGF 
as a growth factor capable of inducing prolif- 
eration of endothelial cells but not fibroblasts 
or epithelial cells. Inhibition of one of the iden- 
tified VEGF receptors, FLK1, inhibit8 the 
growth of a variety of solid tumors (61). Simi- 
larly, the injection of an antibody to VEGF 
strongly suppresses the growth of solid tu- 
mors of the subcutaneously implanted human 
fibrosarcoma cell line HT-1080 (62). 

There are several forms of VEGF that seem 
to have different functions in angiogenesis. 
These isoforms are VEGF, VEGF-B, VEFG-C, 
and VEGF-D. VEGF-B is found in a variety of 
normal organs, particularly the heart and 
skeletal muscle. It can form heterodimers 
with VEGF and can affect the availability of 
VEGF for receptor binding (63). VEGF-D 
seems to be regulated by c-fos and is strongly 
expressed in the fetal lung (64). However, in 
the adult it is mainly expressed in skeletal 
muscle, heart, lung, and intestine. VEGF-D is 
also able to stimulate endothelial cell prolifer- 
ation (65). 

VEGF-C is about 30% homologous to 
VEGF. Unlike both VEGF and VEGF-B, 
VEGF-C does not bind to heparin. It is able to 
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increase vascular permeability and stimulate 
the migration and proliferation of endothelial 
cells, although at a significantly higher con- 
centration than VEGF. VEGF-C is expressed 
during embryonal development where lym- 
phatics sprout from venous vessels (66). It is 
also present in adult tissues and may play a 
role in lymphatic endothelial differentiation. 
Flt-4, the receptor for VEGF-C, is expressed in 
angioblasts, veins, and lymphatics during em- 
bryogenesis, but it is mostly restricted to the 
lymphatic endothelium in adult tissues. Be- 
cause of these expression patterns, VEGF-C 
and Flt-4 may be involved in lymphangiogen- 
esis. This is the process of lymphatic genera- 
tion. Lymphatic vasculature is very important 
because of its involvement in lymphatic drain- 
age, immune function, inflammation, and tu- 
mor metastasis. 

Other cytokines and growth factors also 
play an important role in promoting angiogen- 
esis. Some of these act directlv on endothelial " 

cells, whereas others stimulate adjacent in- 
flammatory cells. Some can cause migration 
but not division of endothelial cells such as 
angiotropin, macrophage-derived factor, and 
TNFa, or stimulate proliferation such as EGF, 
acidic and basic fibroblast growth factors 
(aFGF, bFGF), transforming growth factor P 
(TGFP), and VEGF (67). Tumors secrete these 
factors, which stimulate endothelial migra- 
tion, proliferation, proteolytic activity, and 
capillary morphogenesis (68). 

Several angiogenic factors have been iden- 
tified that can be secreted from tumors. Many 
of these are growth factors that are described 
as heparin-binding growth factors. Specifi- 
cally, these include VEGF, FGFs, TGF-P, and 
the hepatocyte growth factor (HGF). The 
binding of these factors to heparin sulphate 
proteoglycans (HSPG) may be a mechanism 
for bringing the growth factors to the cell sur- 
face and presenting them to their appropriate 
receptors in the proper conformation. This fa- 
cilitates the interaction between the growth 
factors and receptors. Studies have shown 
that tumor growth is adversely affected by 
agents that block angiogenesis (69) but is 
stimulated by factors that enhance angiogen- 
esis (70). 

Angiogenesis may be useful as a prognostic 
indicator. Tumor sections can be stained im- 

munohistochemically for angiogenic determi- 
nants, such as VEGF, to determine the density 
of vasculature within the tumor, and there is a 
strong correlation between high vessel density 
and poor prognosis (71). This correlation im- 
plies a relationship between angiogenesis and 
metastasis. 

4 CANCER-RELATED GENES 

4.1 Oncogenes 

Oncogenes are derived from normal host 
genes, also called protooncogenes, that be- 
come dysregulated as a consequence of muta- 
tion. Oncogenes contribute to the transforma- 
tion process by driving cell proliferation or 
reducing sensitivity to cell death. Historically, 
oncogenes were identified in four major ways: 
chromosomal translocation, gene amplifica- 
tion, RNA tumor viruses, and gene transfer 
experiments. Gene transfer experiments con- 
sist of transfecting DNA isolated from tumor 
cells into normal rodent cells (usually NIH- 
3T3 cells) and observing any morphological 
changes. These morphological changes be- 
came the hallmarks for cell transformation, 
the process of becoming tumorigenic. As pre- 
viously discussed, the characteristics of trans- 
formed cells are as follows: ( 1 )  the ability to* 
form foci instead of a monolayer in tissue cul- 
ture; (2) the ability to grow without adherence 
to a matrix, or "anchorage-independent 
growth"; and (3) the ability to form tumors 
when injected into immunologically compro- 
mised animals. 

There are seven classes of oncogenes, clas- 
sified by their location in the cell and their 
biochemical activity (Table 1.3). All of these 
oncogenes have different properties that can 
lead to cancer. The classes of oncogenes are 
growth factors, growth factor receptors, mem- 
brane-associated guanine nucleotide-binding 
proteins, serine-threonine protein kinases, cy- 
toplasmic tyrosine kinases, nuclear proteins, 
and cytoplasmic proteins that affect cell sur- 
vival. 

4.1.1 Growth Factors and Growth Factor 
Receptors. Cell growth and proliferation are 
subject to regulation by external signals that 
are typically transmitted to the cell in the 
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Table 1.3 Oncogenes 
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Oncogenes Protein Function Neo~lasm(s) 

Growth Factors 
sis 
int-2 
trk 

Growth Factor Receptors 
erb-B1 

erb-B2/HER2/neu 
fms 
ros 

Tyrosine kinases 
bcr-abl 

src 
lck 

Serine-Threonine protein kinases 
raf 
mos 

Guanine nucleotide binding proteins 
H-ras 

Cytoplasmic proteins 
bcl-2 

Nuclear proteins 
mYc 
jun 
fos 

Platelet-derived growth factor 
Fibroblast growth factor 
Nerve growth factor 

Epidermal growth factor receptor 

Heregulin 
Hematopoietic colony stimulating factor 
Insulin receptor 

Tyrosine kinase 

'I'yrosine kinase 
Tyrosine kinase 

Serine-threonine kinase 
Serine-threonine kinase 

GTPase 

GTPase 

GTPase 

Anti-apoptotic protein 

Transcription factor 
Transcription factor (AP-1) 
Transcription factor (AP-1) 

fibrosarcoma 
breast 
neuroblastoma 

squamous cell 
carcinoma 

breast carcinoma 
sarcoma 
astrocytoma 

chronic myelogenous 
leukemia 

colon 
colon 

sarcoma 
sarcoma 

melanoma; lung, 
pancreas 

leukemias; colon, 
lung, pancreas 

carcinoma of the 
genitourinary 
tract and thyroid; 
melanoma 

non-Hodgkin's B-cell 
lymphoma . 

Burkitt's lymphoma 
osteosarcoma 
sarcoma 

form of growth factors that bind to and acti- 
vate specific growth factor receptors. Predict- 
ably, one class of oncogenes consists of growth 
factors that can stimulate tumor cell growth. 
In normal cells and tissues, growth factors are 
produced by one cell type that then act on an- 
other cell type. This is termed paracrine stim- 
ulation. However, many cancer cells secrete 
their own growth factors as well as express the 
cognate receptors that are stimulated by those 
factors. Because of this autocrine stimulation, 
cancer cells are less dependent on external 
sources of growth factors for proliferation and 
their growth is unregulated. Examples of on- 
cogenic growth factors include v-sis, which is 
the viral homolog of the platelet-derived 
growth factor (PDGF) gene. PDGF stimulates 

the proliferation of cells derived from connec- 
tive tissue such as fibroblasts, smooth muscle 
cells, and glial cells. Thus, tumors caused by 
excess stimulation by v-sis include fibrosarco- 
mas and gliomas. 

The receptors that interact with growth 
factors are also another large family of onco- 
genes. Growth factor receptors are composed 
of three domains: an extracellular domain 
that contains the ligand binding domain that 
interacts with the appropriate growth factor, a 
hydrophobic transmembrane domain, and a 
cytoplasmic domain that typically contains a 
kinase domain that can phosphorylate ty- 
rosine residues in other proteins. Hence, these 
receptors are frequently referred to as recep- 
tor tyrosine kinases (RTK). It is this kinase 
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Figure 1.9. Ras signaling pathway. Growth factor (GF) binds to its receptor and initiates dimeriza- 
tion and autophosphorylation. Grb2 interacts with SOS, which activates ras by promoting the GTP- 
bound form. Ras recruits Raf to the plasma membrane and initiates the RaftMAPK signaling cascade. 
Protein kinase C also stimulates this pathway as well as another cascade of stress-activated kinases 
(SEWJNK). Both of these signaling pathways promote cell proliferation by stimulating the transcrip- 
tion of genes like cyclooxygenase-2, activator protein-1, and nuclear factor-KB. Ras also signals 
phosphoinositol-3-kinase and Akttprotein kinase B for cell survival. 

activity that is essential to the intracellular 
signaling that is stimulated by an activated 
receptor and in all oncogenic receptors muta- 
tions that lead to constitutive intracellular 
signaling promote unregulated cellular prolif- 
eration. RTKs can become oncogenically acti- 
vated by mutations in each of the protein do- 
mains. Genetic mutations that result in the 
production of an epidermal growth factor re- 
ceptor (EGFR) lacking the extracellular li- 
gand binding domain leads to constitutive sig- 
naling. This oncogenic EGFR is known as 
erb-B1 (Fig. 1.9). 

Normally, EGF binds to the extracellular 
portion of the EGFR and causes dimeriza- 
tion of the intracellular part of the receptor 
and association with adaptor proteins, Son 
of Sevenless (SOS), and growth factor recep- 
tor binding protein 2 (Grb 2). These proteins 
interact through src-homology (SH) do- 

mains SH2 and SH3, respectively. Through 
an unknown mechanism, the SOS-Grb 2 
complex activates the oncogene ras. Ras in- 
duces an intracellular cascade of kinases to 
promote proliferation. These signaling cas- 
cades become constitutive when the extra- 
cellular portion of the EGFR becomes trun- 
cated, as in the case of erb-B1. Oncogenic 
activation of a related RTK, erb-B2, occurs 
as a consequence of a single point mutation 
that falls within the transmembrane region 
of this receptor (72). This mutated receptor 
is frequently found in breast cancers. Fi- 
nally, mutations in the cytoplasmic kinase 
domain can also cause constitutive activity 
leading to constitutive signaling. 

4.1.2 G Proteins. In many cases, signaling 
that is initiated by growth factors activating 
their receptors passes next to membrane asso- 
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ciated guanine nucleotide-binding proteins, 
which when activated by mutation, constitute 
another class of oncogenes. The prototypical 
member of this family of oncogenes is the ras 
oncogene. There are three ras genes in this 
family of oncogenes, which include H-ras, K- 
ras, and N-ras. These genes differ in their ex- 
pression patterns in different tissues. All have 
been found to have point mutations in human 
cancers including liver, colon, skin, pancre- 
atic, and lung cancers, which lead to constitu- 
tive signaling of genes involved in prolifera- 
tion, cell survival, and remodeling of the actin 
cytoskeleton. Ras is a small molecular weight 
protein that is post-translationally modified 
by attachment of a farnasyl fatty acid moiety 
to the C-terminus. Because this post-transla- 
tional modification is essential for activity of 
the ras oncogenes, this process has become a 
target for drug development aimed at interfer- 
ing with ras activity (73). 

Ras binds both guanosine 5'4riphosphate 
(GTP) and guanosine 5'-diphosphate (GDP) 
reversibly but is only in the activated state and 
capable of signaling when bound to GTP. The 
activated, GTP-bound form of ras signals a va- 
riety of mitogen-induced and stress-induced 
pathways, leading to transcription of genes 
necessary for cell growth and proliferation 
(74). Mitogens such as growth factors can ac- 
tivate ras through the epidermal growth fac- 
tor receptor, and stress factors affecting ras 
include ultraviolet light, heat, and genotoxins. 
Guanine nucleotide exchange factors (GEFs) 
foster ras activation by promoting the ex- 
change of GDP for GTP. In contrast, GTPase 
activating proteins (GAPs) suppress ras activ- 
ity by promoting GTP hydrolysis by ras, re- 
sulting in the GDP-bound inactive form of ras 
(75). Importantly, because GAPs function to 
suppress cell proliferation, they can be 
thought of as tumor suppressors. Indeed, the 
neurofibromatosis gene, NF-1, is a GAP that 
acts as a tumor suppressor gene and can be 
inherited in a mutated and nonfunctional 
form giving rise to the Von Recklinghausen 
neurofibromatosis or neurofibromatosis type 
1 cancer syndrome (76). 

4.1.3 Serine/Threonine Kinases. Once acti- 
vated, ras then transmits the growth signal to 
a third class of signaling molecules that is 

comprised of the serinelthereonine kinases. 
The best studied of these serine-threonine 
protein kinases is the raf oncogene, which is 
activated when it is recruited to the plasma 
membrane by ras (77). Raf then initiates a cas- " . . 

cade of mitogen-induced protein kinases 
(MAPKs), which culminate in the nucleus 
with the activation of genes containing Elk-1 
transcription factor binding sites. Raf can also 
directly activate protein kinase C, which sig- 
nals another set of kinases that phosphorylate 
the c-jun transcription factor. 

Another ras effector gene is phosphoinosi- 
to1 3-kinase (PI-3K), which initiates a signal- 
ing pathway for cell survival (78). PI-3K 
phosphorylates phosphatidalinositol (3,4,5)- 
triphosphate (PtdIns-3,4,5-P3), an important 
intracellular second messenger, thus aiding in 
the transmission of signals for proliferation to 
the nucleus. PI-3K consists of a catalytic sub- 
unit, p110, and a regulatory subunit, p85, and 
there are five isoforms of each subunit. PI-3K 
phosphorylates protein kinase B (AktPKB) 
on serine and threonine residues, which in 
turn modulate cellular processes like glycoly- 
sis and translation initiation and elongation. 
AktPKB also phosphorylates Bad, a pro-apop- 
totic protein. When Bad is phosphorylated, it 
is sequestered by the 14-3-3 protein, rendering 
it incapable of binding to the anti-apoptotic 
protein, bcl-2, and thus, results in apoptosis. 
Akt's phosphorylation of Bad serves to inhibit 
apoptosis and promote cell survival. This has 
deleterious effects for the organism because 
tumor cells are not permitted to undergo apo- 
ptosis and will survive and divide. 

PI-3K has been linked to the develo~ment . 
of colon cancer by a study showing that genetic 
inactivation of the pllogamma catalytic sub- 
unit of PI-3K leads to the development of in- 
vasive colorectal adenocarcinomas in mice 
(79). This pathway is not completely separate 
from the Raf/MAPK pathway, because Akt has 
been found to inhibit Raf activity. In fact, none 
of the aforementioned ras-mediated pathways 
operate completely independently; there are 
multiple examples of crosstalk between these 
signaling pathways. 

4.1.4 Nonreceptor Tyrosine Kinases. In ad- 
dition to growth factor receptors, other nonre- 
ceptor kinases target protein tyrosines for 
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phosphorylation and can become activated as 
oncogenes. Indeed, one of the first oncogenes 
to be discovered, src, is the best characterized 
member of a family of proteins that have on- 
cogenic potential. The src family of proteins 
are post-translationally modified by attach- 
ment of a myristate moiety to the N-terminus, 
which enables association with the dasma . 
membrane. The members of the src family of 
proteins exhibit 75% homology at the amino 
acid level with the greatest degree of similarity 
found in three regions that have been labeled 
src homology domains 1, 2, and 3 (e.g., SH1, 
SH2, and SH3). The SH1 domain encompases 
the domain that contains kinase activity. The 
SH2 and SH3 domains are located adiacent to " 

and N-terminal to the kinase domain and 
function to promote proteidprotein interac- 
tions. The SH2 domain binds with phosphor- 
ylated tyorsines, whereas the SH3 domain has 
affmity for the proline rich regions of proteins. 
Importantly, SH2 and SH3 domains are found 
in a large number of other proteins that are 
involved in intracellular signaling and that 
have oncogenic potential, and the structure of 
these domains are strongly conserved. Be- 
cause SH2 and SH3 domains serve to potenti- 
ate signal transduction, they have also become 
targets for drug discovery programs aimed at 
disrupting the constitutive signaling gener- 
ated by oncogenic activity (80). 

A second oncogenic protein tyrosine kinase 
of considerable clinical importance is the Bcr- 
Abl oncogene. The Bcr-Abl protein is a chi- 
meric fusion protein formed by a reciprocal 
translocation involving chromosomes 9 and 
22. This chromosomal rearrangement is diag- 
nostic for the hematopoietic malignancy, 
chronic myelogenous leukemia (CML), and 
the rearranged chromosome is known as the 
Philadelphia chromosome (81). The c-Abl 
gene maps to chromosome 9 and is a tyrosine 
kinase, whereas the BCR gene is now known 
to be GTPase-activating protein (GAP), which 
when fused to Abl results in an unregulated 
tyrosine kinase that functions to promote cel- 
lular proliferation (82). The bcr-abl protein in- 
teracts with SH2 domains on Grb 2 and relo- 
cates to the cytoskeleton and initiates ras 
signaling, a primary mode of tumorigenic po- 
tential. Bcr-abl reduces growth factor depen- 
dence, alters adhesion properties, and en- 

hances viability of CML cells. Consequently, 
the kinase activity of Bcr-Abl is a primary fac- 
tor in stimulating the proliferation of CML 
cells, and therefore, has become the target for 
drug therapies aimed at combating this can- 
cer. Indeed, the drug ST1571 has been spectac- 
ularly successful in the clinic at causing remis- 
sion of this disease (83). 

4.1.5 Transcription Factors as Oncogenes. 
Another class of oncogenes are those that en- 
code nuclear proteins, or transcription factors. 
Two examples of this class of oncogenes are 
AP-1 and c-myc. Activator protein-1 (AP-1) 
consists of Fos family members (c-fos, fos B, 
Fra 1, and Fra 2) and Jun family members 
(c-jun, jun B, and jun D), which can dimerize 
through a lucine rich proteidprotein interac- 
tion domain known as the leucine zipper (84). 
Fos-jun heterodimers are the most active, jun- 
jun homodimers are weakly active, and fos-fos 
homodimers form only in extremely rare cir- 
cumstances. These dimers bind to AP-1 DNA 
binding sites, which are also called the tumor 
promoter TPA-responsive element (TRE) or 
glucocorticoid response element (GRE). AP-1 
can be activated by ionizing and ultraviolet 
irradiation, DNA damage, cytokines, and oxi- 
dative and cellular stresses (85). 

AP-1 has several functions in the cell, in- 
cluding the promotion of cell proliferation and 
metastasis. AP-1 is a nuclear target for growth 
factor-induced signaling such as the afore- 
mentioned EGFR-mediated kinase cascade. 
AP-1-regulated genes include genes necessary 
for metastasis, and invasion like the MMPs 
matrilysin and stromelysin, as well as collage- 
nase two proteins that aid in cell migration 
through connective tissue. 

Deregulation of c-myc often occurs either 
by gene rearrangement or amplification in hu- 
man cancers. Here again the hematologic can- 
cers are instructive. In Burkitt's lymphoma, a 
frequent reciprocal translocation between 
chromosomes 8 and 14 leads to juxtaposition- 
ing of the myc gene adjacent to the Ig heavy 
chain promoter/enhancer complex, causing 
uncontrolled expression and production of the 
myc protein (86). Translocations between 
chromosomes 2 and 8 and between 8 and 22 
also occur and involve other immunoglobulin 
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producing gene complexes. In all cases the 
overproduction of myc results in uncontrolled 
cell proliferation. 

Myc overexpression also occurs in solid tu- 
mors, but is usually the result of gene amplifi- 
cation (87). The oncogenic potential of c-myc 
has been studied most widely as it pertains to 
the development of colon cancer. Both c-myc 
RNA and protein are overexpressed at the 
early and late stages of colorectal tumorigene- 
sis. The cause for this overexpression is still 
unknown, but a strong possibility may be that 
it is regulated by the APC pathway. The APC 
tumor suppressor gene is mutated in approxi- 
mately 90% of colorectal tumors, both spo- 
radic and inherited forms. AF'C will be dis- 
cussed in detail in the "tumor suppressor" 
section of this chapter. 

He et al. (88) found that when APC expres- 
sion was induced in stably transfected APC-'- 
colon cancer cells (using an inducible metallo- 
thionine promoter linked to the APC gene), 
they observed a time-dependent decrease in 
the RNA and protein levels of c-myc. This sug- 
gested that c-myc may be regulated by AF'C 
through the p-cateninlT-cell factor-4 (Tcf-4) 
transcription complex. They also showed that 
constitutive expression of mutant P-catenin 
(mutated so that it is insensitive to APC) in 
embryonic kidney cells resulted in a signifi- 
cant increase of c-myc expression. Analysis of 
the c-myc gene revealed two possible Tcf-4 
transcription factor binding sites. Mobility 
shift assays demonstrated that Tcf-4 binds to 
both of the potential binding sites, leading to 
c-myc gene expression. Expression of domi- 
nant-negative Tcf-4 in HCT116 (mutant 
p-catenin) or SW480 (mutant AF'C) reduced 
endogenous levels of c-myc (88). 

The c-myc protein binds to DNA through 
its basic, helix-loop-helixlleucine zipper do- 
main. Many target genes of c-myc have been 
identified that are involved in cell growth and 
proliferation. Some of these genes include 
ODC, cell cycle genes cyclins A, E, and Dl, as 
well as cdc2, cdc25, eukaryotic initiation fac- 
tor 4E (eIF4E), heat shock protein 70 (hsp70), 
and dihydrofolate reductase. Overexpression 
of c-myc may therefore affect the transcrip- 
tion of these genes, thus promoting hyperpro- 
liferation and tumorigenesis. 

C-myc is also found to be amplified in pro- 
myelocytic leukemia and small cell lung can- 
cer. The c-myc protein requires dimerization 
with Max to initiate transcription, and Max 
homodimers serve as an antagonist of tran- 
scription. The formation of Mad-Max dimers 
also suppresses transcription. It is also inter- 
esting to note that the full oncogenic potential 
of c-myc relies on cooperation with other on- 
cogenes like ras. 

4.1.6 Cytoplasmic Proteins. Bcl-2 is an ex- 
ample of a cytoplasmic oncogene that has anti- 
apoptotic potential. Increased production of 
bcl-2 protein is seen in a variety of tumor types 
and is associated with poor prognosis in carci- 
nomas of the colon and prostate. The function 
of bcl-2 is explained in detail in the "apopto- 
sis" section of this chapter. 

4.2 Tumor Suppressor Genes 

In contrast to oncogenes, tumor suppressor 
genes can directly or indirectly inhibit cell 
growth. Those that directly inhibit cell growth 
or promote cell death are known as "gatekeep- 
ers" and their activity is rate limiting for tu- 
mor cell proliferation. Hence, both copies of 
gatekeeper tumor suppressors must be func- 
tionally eliminated for tumors to develop. This 
characteristic requirement is a hallmark of tu- 
mor suppressor genes. Mutations that inacti- 
vate one allele of a gatekeeper gene can be 
inherited through the germline, which in con- 
junction with somatic mutation of the remain- 
ing allele, leads to cancer predisposition syn- 
dromes. For example, mutations of the APC 
gene lead to colon tumors. Somatic mutations 
that inactivate both gatekeeper alleles occur 
in sporadic tumors. 

Those tumor suppressor genes that do not 
directly suppress proliferation, but function to 
promote genetic stability are known as "care- 
takers." Caretakers function in DNA repair 
pathways and elimination of caretakers re- 
sults in increased mutation rates. Because nu- 
merous mutations are required for the full 
development of a tumor, elimination of care- 
taker tumor suppressors can greatly acceler- 
ate tumor progression. As with gatekeepers, 
mutations can be inherited through the germ- 
line and can give rise to cancer predisposition 
syndromes. An example of a caretaker gene is 
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Table 1.4 Tumor Suppressor Genes 

TS Gene Protein Function Neoplasm(s) 

APC cell adhesion colon 
BRCA 1 transcription factor breast and ovary 
BRCA 2 DNA repair breast and ovary 
CDK4 cyclin D kinase melanoma 
hMLHl DNA mismatch repair HNPCCa 

hMSH2 DNA mismatch repair HNPCC 
hPMSl DNA mismatch repair HNPCC 
hPMS2 DNA mismatch repair HNPCC 
MENlb Ret receptor thyroid 
NF1 GTPase neuroblastoma 
~ 5 3  transcription factor colon, lung, breast 
Rb cell cycle checkpoint retinoblastoma 
WT-1 transcription factor childhood kidney 

"Hereditary non-polyposis colon cancer. 
*Multiple endocrine neoplasia. 

MSH2, which functions in the mismatch DNA 
repair system, and inherited mutations in this 
gene gives rise to the hereditary nonpolyposis 
colorectal cancer (HNPCC) syndrome (Table 
1.4). 

4.2.1 Retinoblastoma. Retinoblastoma 
(Rb) is a childhood disease. There are both he- 
reditary and nonhereditary forms of the dis- 
ease. Approximately 60% of patients develop 
the nonhereditary form and present with uni- 
lateral tumor development (one eye is af- 
fected). About 40% of Rb patients have a germ- 
line mutation that predisposes them to the 
disease. Of these patients, 80% of the cases are 
bilateral, 15% are unilateral, and about 5% are 
asymptomatic carriers of the mutation. It is an 
autosomal dominant trait and is caused by 
mutations in the Rb gene on chromosome 13. 
Abnormalities of the Rb gene have also been 
seen in breast, lung, and bladder cancers. 

Retinoblastoma arises when both of the Rb 
alleles are inactivated. In the inherited form, 
one parental chromosome carries a defect 
(most often a deletion) at the Rb locus. A sec- 
ond somatic mutation must occur in retinal 
cells to cause the loss of the other (normal) Rb 
allele. In sporadic cases, both of the parental 
chromosomes are normal and both Rb alleles 
are lost as a result of individual somatic muta- 
tions. Approximately one-half of all retino- 
blastoma cases show a deletion at the Rb locus. 
The locus is very large, >I50 kb, and there- 

fore may be more susceptible to mutations be- 
cause it is such a large target. 

Rb was the first human tumor suppressor 
gene identified, and the loss of RB protein 
function leads to malignancy. The RB protein 
is localized in the nucleus where it is either 
phosphorylated or unphosphorylated (Fig. 
1.10). When unphosphorylated, RB binds to 
the E2F transcription factor and prevents 
transcriptional activation of E2F target genes. 
This normally occurs during the M and early 
G1 phases of the cell cycle. During late GI, S, 
and G2 phases, RB is phosphorylated. When 
phosphorylated, RB can no longer bind to 
E2F. This release from inhibition allows E2F 
to activate transcription of S-phase genes and 
the cell cycle progresses. When loss of RB func- 
tion occurs because of various mutations in 
the Rb gene, the cell cycle becomes deregu- 
lated, and uncontrolled cell division results. 
This is because RE can no longer bind to and 
inhibit E2F. Therefore, the transcription fac- 
tor can constitutively activate its target genes. 
This ultimately leads to tumor development 
(89). 

4.2.2 p53. The p53 tumor suppressor is ac- 
tivated in response to a wide variety of cellular 
stresses including DNA damage, ribonucle- 
otide depletion, redox modulation, hypoxia, 
changes in cell adhesion, and the stresses cre- 
ated by activated oncogenes. The p53 protein 
functions as a transcription factor that, when 
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M-phase and early GI Late GI, S, and G, phases 

Cyclin DlCdk4 
+ P + 

Rb sequesters and inhibits the function of E2F Phosphorylated Rb releases E2F 

I which is then free to bind to its target genes 

Transcription of E2F target 
genes is inhibited 

Transcription of S phase genes 

I 
Cell cycle progression 

Figure 1.10. Cell cycle control by the retinoblastoma (Rb) tumor suppressor protein. Unphosphor- 
ylated Rb negatively regulates progression into the S phase of the cell cycle by binding to the E2F 
transcription factor. In this complex, E2F is prevented from activating transcription of its target 
genes. During late G1, Rb is phosphorylated by the cyclin D/Cdk4 complex and can no longer seques- 
ter the E2F transcription factor. E2F then binds to its target S-phase genes, promoting their tran- 
scription and allowing the cell cycle to progress. 

activated, stimulates the expression of a vari- 
ety of effectors that bring about growth arrest, 
promote DNA repair, and stimulate cell death 
by apoptosis. Collectively these activities act 
to maintain genomic stability. Elimination of 
p53 function leads to increased rates of muta- 
tion and resistance to apoptosis. Thus, p53 sits 
a t  the crux of several biochemical pathways 
that are disrupted during tumorigenesis. Con- 
sequently, mutations in p53 are the most fre- 
quent genetic change encountered in human 
cancers. 

p53 activity can be eliminated by at least 
three mechanisms. The most common event 
that leads to a nonfunctioning protein is mu- 
tation of the p53 gene, which occurs in about 
50% of all sporadic human tumors. As with 
other tumor suppressors, mutations can occur 
in somatic tissues or can be inherited through 
the germline. Inherited p53 mutations give 
rise to the Li-Fraumeni syndrome in which 
affected individuals develop bone or soft-tis- 
sue sarcomas at an early age. In addition, non- 
mutational inactivation of p53 can occur in the 
presence of viral transforming antigens. For 

example, the simian virus 40 (SV40) large T 
antigen binds with p53 and forms an inactive 
complex, whereas the papilloma virus E6 pro- 
tein eliminates p53 by causing premature deg- 
radation of the protein through the 26s pro- 
teosome. Clearly, the interaction between 
these transforming antigens and p53 is critical 
because viral antigens that are incapable of 
doing so lose their transforming ability. The 
third mechanism by which p53 activity can be 
eliminated is by cytoplasmic sequestration. 
p53 that is unable to enter the nucleus cannot 
- 

induce the exvression of downstream effector 
genes that are necessary for mounting the cel- 
lular response to genotoxic stress. 

Activation of p53 by ionizing radiation (IR) 
and other DNA damaging agents involves a 
complex set of interdependent post-transla- 
tional modifications that control protein1 
protein associations, protein turnover, and 
subcellular localization. Under normal condi- 
tions, levels of p53 are kept minimal by ubiq- 
uitination and proteosome-mediated degrada- 
tion that contributes to the short half-life 
(3-20 min) of the protein. A key player in 
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maintenance of low p53 levels is mdm2. Mdm2 
performs this function by interacting with p53 
at its N-terminus and targets p53 for proteo- 
some-mediated degradation. Exposure to IR 
results in a series of, as yet incompletely un- 
derstood, phosphorylation events in p53's N- 
terminus, which inhibits Mdm2 binding and 
results in increased intracellular p53 levels. 
Mdm2 and p53 function in a feedback loop 
where activated p53 stimulates the expression 
of Mdm2, which in turn reduces the duration 
of up-regulated p53 activity. Overexpression 
of Mdm2 suppresses p53 by preventing its ac- 
cumulation in response to DNA damage. Con- 
sequently, Mdm2 can function as an onco- 
gene that acts in much the same way as the 
papilloma virus E6 protein. In fact, Mdm2 is 
overexpressed in some tumors such as 
osteosarcomas. 

The p53 protein can be divided into three 
structural domains that are essential for tu- 
mor suppressor function. The N-terminus 
consists of a transactivation domain that in- 
teracts with various basal transcription fac- 
tors and cellular and viral proteins that mod- 
ify its function. The central domain contains 
the sequence specific DNA binding activity. 
Most mutations in the p53 gene fall within 
this domain that disrupts the structure of this 
region and eliminates DNA binding activity. 
The importance of DNA binding is empha- 
sized by the fact that mutations accumulate 
preferentially in several amino acids that are 
involved in directly contacting DNA. The C- 
terminus has been assigned several activities 
including non-specific DNA binding activity, 
acting as a binding site for other p53 mole- 
cules, and formation of p53 tetramers, and 
functioning as a pseudosubstrate domain that 
occludes the central DNA binding domain. 

Because of the frequency with which p53 is 
mutated in human tumors, much attention 
has been directed at developing methods that 
compensate for the loss of wild-type function 
or can reactivate wild-type p53 activity in mu- 
tant proteins. For example, strategies aimed 
at manipulating the conformation of mutant 
proteins have led to the discovery that pep- 
tides that bind the C-terminus can reactivate 
wild-type function in some mutant proteins. 
Strategies that take advantage of the vast 
knowledge of virus biology and p53 function 

have lead to the construction of viral vectors 
that can introduce a wild-type p53 into tumor 
cells. One clever approach takes advantage of 
the fact that adenoviruses with a defective 
E1B 55K protein cannot replicate in normal 
human cells. For adenoviruses to replicate in 
cells, they must suppress p53 activity, which 
functions to limit the uncontrolled DNA repli- 
cation that is required for production of virus 
genomes. However, adenoviruses with a defec- 
tive E1B 55K gene can replicate in tumor cells 
because they lack a functional p53. Thus, 
these viruses kill tumor cells specifically and 
leave normal cells untouched (90). 

4.2.3 Adenomatous Polyposis Coli. The tu- 
mor suppressor gene, APC, is mutated in al- 
most 90% of human colon cancers and 30% of 
melanoma skin cancers. The inherited loss of 
APC tumor suppressor function results in fa- 
milial adenomatous polyposis (FAP). FAP pa- 
tients develop hundreds to thousands of colon 
polyps by their second or third decade of life. 
By age 40, one or two of these polyps usually 
develops into a malignant carcinoma, and 
thus, many of these patients choose to have a 
colectomy to prevent carcinoma formation. 
Mutations in APC occur in the majority of spo- 
radic colon cancers too. 

APC mutation is an earlv event in colon " 

carcinogenesis, and is therefore, considered to 
be the initiating event. Loss of this tumor sup- 
pressor gene results in constitutive activity of 
the oncogene, c-myc, through an intricate col- 
lection of protein-protein interactions. Briefly, 
APC interacts with other cellular proteins, in- 
cluding the oncogene p-catenin (Fig. 1.11). 
Axin, an inhibitor of Wnt signaling, forms a 
complex with glycogen synthase kinase 3P 
(GSK3p), p-catenin, and APC and stimulates 
the phosphorylation of p-catenin by GSK3P, 
thus causing down-regulation of gene expres- 
sion mediated by P-cateninlTcf complexes 
(91). Dissociation of the axin, GSK3p, p-cate- 
nin, and APC complex by Wnt family members 
leads to stabilization of p-catenin and activa- 
tion of Tcf-mediated transcription. Deletion of 
APC alleles, or mutations causing truncations 
in APC that influence its interaction with 
p-catenin, also leads to stabilization of p-cate- 
nin and activation of Tcfllymphoid enhancing 
factor (Lef)-dependent gene expression. At 
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least one member of the TcfLef family of tran- 
scriptional activators has been identified in 
human colon mucosal tissues. This member is 
termed hTcf-4. Several target genes for Tcf/ 
Lef have been identified, including the c-myc 
oncogene. Overexpression of wild-type APC 
cDNA in human colon tumor-derived HT29 
cells, which lack a normal APC allele, causes 
down-regulation of c-myc transcription. Up- 
regulation of p-catenin in cells expressing nor- 
mal APC alleles causes increased c-myc ex- 
pression. Thus, wild-type APC serves to 
suppress c-myc expression. Either normal reg- 
ulation by Wnt signaling, or mutationldele- 
tion of APC, activates c-myc expression. In 
many colon cancers, the APC gene is not nec- 
essarily mutated, but the mutation in the 
pathway is found in p-catenin, which yields 
the same constitutive signaling from the 
pathway. 

APC regulates the rates of proliferation 
and apoptosis by several different mecha- 
nisms. Wild-type APC is important for cy- 
toskeletal integrity, cellular adhesion, and 
Wnt signaling. APC plays a role in the GlIS 
transition of the cell cycle by modulating ex- 
pression levels of c-myc and cyclin Dl. Wild- 
type, full length APC is also important in 
maintaining intestinal cell migration up the 
crypt and inducing apoptosis. 

4.2.4 Phosphatase and Tensin Homologue. 
The phosphatase and tensin homologue 
(PTEN) or mutated in multiple advanced can- 
cers (MMAC) tumor suppressor gene was first 
identified in the most aggressive form of brain 
cancer, glioblastoma multiform. PTEN also is 
mutated in a significant fraction of endome- 
trial carcinomas, prostate carcinomas, and 
melanomas. PTEN's primary functions as a 
tumor suppressor gene are the induction of 
cell cycle arrest and apoptosis (92). PTEN is a 
dual-specificity phosphatase, meaning that it 
can dephosphorylate proteins on serine, thre- 
onine, and tyrosine residues. It specifically de- 
phosphorylates PtdIns-3,4,5-P3, antagonizing 
the function of PI-3K. PTEN, therefore, acts 
as a negative regulator of Akt activation. Be- 
cause Akt can suppress apoptosis by the phos- 
phorylation of the pro-apoptotic protein Bad, 
PTEN can induce apoptosis of mutated or 
stressed cells to prevent tumor formation. 

In addition to modulating apoptosis, PTEN 
plays a role in angiogenesis. PTEN suppresses 
the PI-3K-mediated induction of blood vessel 
growth factors like VEGF. EGF and ras act to 
induce genes regulated by the hypoxia-in- 
duced factor (HIF-I), which is blocked by 
PTEN activity. PTEN also inhibits cell migra- 
tion and formation of focal adhesions when 
overexpressed in glioblastoma cell lines, sug- 
gesting that it helps to inhibit metastasis as 
well (93). 

PTEN also inhibits signaling from the in- 
sulin growth factor receptor (IGF-R). Insulin 
receptor substrates-112 (IRS-112) are docking 
proteins that are recruited by the insulin re- 
ceptor and in turn, recruit PI-3K for signal 
transduction. The tumor suppressor function 
of PTEN helps to prevent aberrant signaling 
when insulin binds to its cell surface receptor. 

4.2.5 Transforming Growth Factor-& 
Transforming growth factor-p (TGF-p) is 
growth stimulatory in endothelial cells but 
growth inhibitory for epithelial cells, render- 
ing it a tumor suppressor gene in epithelial- 
derived cancers. The TGF-/3 family of growth 
factors binds to two unique receptors, TGF-P 
type I and type 11. Tumor cells lose their re- 
sponse to the growth factor and mutations in 
the receptors also contribute to carcinogenesis. 
Ligand binding to the TGF-p receptors causes 
intracellular signaling of other tumor suppres- 
sor genes, the Smad proteins. Smads help to ini- 
tiate TGF-P-mediated gene transcription. 

TGF-P1 normally inhibits growth of hu- 
man colonic cells, but in the process of becom- 
ing tumorigenic, these cells obtain a decreased 
response to the growth inhibitory actions of 
TGF-P. TGF-P1 also serves as an inhibitor of 
immune surveillance (94). TGF-P1 indirectly 
suppresses the function of the immune system 
by inhibiting the production of TNF-a and by 
inhibiting the expression of class I1 major his- 
tocompatibility complex (MHC) molecules. 
TGF-P1 also promotes tumor progression by 
modulating processes necessary for metasta- 
sis such as degradation of the extracellular 
matrix, tumor cell invasion and VEGF-medi- 
ated angiogenesis. 

The TGF-P receptor type I1 (TPRII) is mu- 
tated in association with microsatellite insta- 
bility in most colorectal carcinomas (95). As 
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Figure 1.11. The APC signaling 
pathway. In a normal cell, APC forms a 
complex with axin, GSK-3p, and 
p-catenin. This promotes proteosomal 
degradation of p-catenin and prevents 
transcription of p-cateninlTcf4 target 
genes. When APC is mutated, the 
multi-protein complex cannot form 
and p-catenin is not degraded. Instead, 
p-catenin is translocated to the nu- 
cleus where it binds with Tcf4 to acti- 
vate transcription of various target 
genes. Some of the known target 
genes, like c-myc and cyclin Dl, play 
important roles in cell proliferation. 
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many as 25% of colon cancers have missense 
mutations in the kinase domain of this recep- 
tor. A missense mutation in the kinase domain 
of the TpRI has also been identified in meta- 
static breast cancer. It was also found that the 
expression of the TGF-p2 receptor is sup- 
pressed in metastatic oral squamous cell car- 
cinomas compared with the primary tumor. 

4.2.6 Heritable Cancer Syndromes. There 
are several known inheritable DNA repair-de- 
ficiency diseases. Four of these are autosomal 
recessive diseases and include Xeroderma pig- 
mentosum (XP), ataxia telangiectasia (AT), 
Fanconi's anemia (FA), and Bloom's syn- 
drome (BS). XP patients are very sensitive to 
W light and have increased predisposition to 
skin cancer (approximately 1000-fold) (96). 
AT patients exhibit a high incidence of lym- 
phomas, and the incidence of lymphoma devel- 
opment is also increased for both FA and BS 
patients. 

HNPCC arises due to a defect in mismatch 
repair (MMR). The incidence of HNPCC is of- 
ten quoted as 1-10% of all colorectal cancers 
(97). It is an autosomal dominant disease and 
results in early onset of colorectal adenocarci- 
noma. Many of these tumors demonstrate mi- 
crosatellite instability and are termed replica- 
tion error positive (RER+). Endometrial and 
ovarian cancers are the second and third most 
common cancers in families with the HNPCC 
gene defect. 

The most common mutations in HNPCC 
are in the mismatch repair genes, MSH2 and 
MLHl (>go%) (98). The mismatch repair sys- 
tem normally corrects errors of 1-5 base pairs 
made during replication. Therefore, defects in 
this system result in many errors and create 
microsatellite instability. A suggested model 
for HNPCC development starts with a muta- 
tion in the MMR genes followed by another 
mutation in a gene such as APC. These two 
events lead to cellular hyperproliferation. 
Next, a mutation occurs leading to the inacti- 
vation of the wild-type allele of the MMR gene. 
Because of this MMR defect, mutations in 
other genes involved in tumor progression, 
such as deleted in colon cancer (DCC), p53, 
and K-ras, occur. 

A variety of genes are responsible for the 
different inherited forms of GI cancers. For 

example, individuals with FAP, bearing germ- 
line mutations/deletions in the APC tumor 
suppressor gene, account for only a small frac- 
tion of colon cancers in the United States 
(<I%). However, the majority of sporadic co- 
lon adenomas have also been found to contain 
single allele alterations in APC and exhibit al- 
tered signaling of p-catenin, a protein nega- 
tively regulated by APC. Altered p-catenin sig- 
naling is inferred from immunohistochemical 
studies demonstrating that p-catenin is trans- 
located to the nucleus in the majority of epi- 
thelial cells in adenomas, whereas p-catenin is 
generally seen associated with the cell mem- 
brane in normal colonic epithelia. These data 
suggest that the process of adenoma develop- 
ment selects for alterations in APC. 

5 INTERVENTIONS 

5.1 Prevention Strategies 

Numerous investigators are taking advantage 
of our current knowledge of the mechanisms 
of carcinogenesis in human epithelial tissues 
to develop strategies for disrupting this pro- 
cess and thereby preventing cancer. As dis- 
cussed earlier in this chapter, carcinogenesis 
proceeds by a multistep process, in which nor- 
mal epithelial tissues acquire aberrant growth 
properties. These neoplastic cells progress to 
become invasive cancer. Historically, cancer 
therapy has addressed only the last phase of 
this process. Prevention strategies are now fo- 
cusing on pre-invasive, yet neoplastic lesions. 

Prevention strategies generally influence 
one or more of five processes in carcinogenesis 
(99). One strategy has been to inhibit carcino- 
gen-induced initiation events, which lead to 
DNA damage. An important caveat to this 
strategy is that the intervention must be 
present at the time of carcinogen exposure to 
be effective. Once irreversible DNA damage 
has occurred, this type of strategy is ineffec- 
tive in preventing cancer development. 

Another strategy has been to inhibit initi- 
ated cell proliferation associated with the pro- 
motion stage of carcinogenesis. An advantage 
to this type of strategy is that interventions 
affecting promotion are effective after initiat- 
ing events have occurred. Because humans 
are exposed to carcinogenic agents (e.g., chem- 



5 Interventions 

icals in tobacco smoke, automobile exhaust) 
throughout their lifetimes, cancer preventive 
agents that work after initiating events have 
occurred are desirable. Two strategies of de- 
creasing cell proliferation are induction of 
apoptosis, or cell death, and differentiation, 
which may or may not be associated with apo- 
ptosis. Induction of either differentiation or 
apoptosis will stabilize or decrease, respec- 
tively, overall cell number in a tissue. 

A final strategy for preventing cancer is to 
inhibit development of the invasive phenotype 
in benign, or non-invasive, precancers that oc- 
cur during the process of epithelial carcino- 
genesis. 

Investigators are beginning to address the 
possibility that the efficacy of cancer preven- 
tion strategies may depend on both genetic 
and environmental risk factors affecting spe- 
cific individuals. Mutationsldeletion of the 
APC tumor suppressor gene, discussed earlier, 
causes intestinal tumor formation in both ro- 
dents and humans. Increasing levels of dietary 
fat increases intestinal tumor number in ro- 
dent models (100). However, mice with a de- 
fective APC gene develop tumors even on low- 
fat diets. Thus, dietary modifications may 
reduce carcinogenesis in individuals without, 
but may be ineffective in individuals with, cer- 
tain genetic risk factors for specific cancers. 
Recently, several large randomized studies 
conducted in the United States have failed to 
detect any protective effect of dietary fiber in- 
crease or dietary fat decrease on colon polyp 
recurrence (101). 

5.2 Targets 

Targets for cancer prevention strategies can 
be either biochemical species produced by the 
action of a physical or chemical carcinogen or 
an enzyme/protein aberrantly expressed as a 
consequence of a genetic or environmental 
risk factor (the latter would include exposure 
to environmental carcinogens). In developing 
mechanism-based prevention or treatment 
strategies based on specific "targets," it is cru- 
cial to establish that the "target" is present in 
the target tissue (or cells influencing target 
tissue behaviors), causatively involved in the 
disease process in question and modulated by 
the intervention. 

5.2.1 Biochemical Targets. One example of 
a biochemical target produced by carcinogens 
is reactive oxygen species (ROS). Ionizing ra- 
diation is a complete carcinogen and produces 
much of its DNA damage through ROS (102). 
Several strategies for preventing ROS-in- 
duced cell damage have been developed. The 
aminothiol, amifostine, inhibits radiation-in- 
duced DNA damage to a large degree by scav- 
enging free radicals produced by ionizing radi- 
ation. Amifostine and its derivatives suppress 
ionizing radiation-induced transformation 
and carcinogenesis. Antioxidants, including 
protein and non-protein sulfhydrals and cer- 
tain vitamins, are effective modulators of ROS 
produced by physical and chemical carcino- 
gens (103). Antioxidants are effective in inhib- 
iting carcinogenesis in some experimental 
models, but their roles in human cancer pre- 
vention remains unclear. At least some agents 
with antioxidant activity may increase carci- 
nogenesis in some tissues. Heavy smokers re- 
ceiving combinations of beta-carotene and vi- 
tamin A had excess lung cancer incidence and 
mortality, compared with control groups not 
receiving this intervention (104). 

Other examples of biochemical targets are 
the dihydroxy bile acids, which are tumor pro- 
moters of colon cancer (105). Both genetic and 
dietary factors are known to influence intesti- 
nal luminal levels of these steroid-like mole- 
cules. whose levels are associated with colon 
cancer risk. Calcium reduces intestinal lumi- 
nal bile acid levels by several possible mecha- 
nisms, and dietary calcium supplementation is 
associated with a small ( ~ 2 5 % ) ,  but statisti- 
cally significant, reduction in colon polyp re- 
currence (106). This result requires cautious 
evaluation, however, as similar levels of cal- 
cium supplementation have been associated 
with increased risk of prostate cancer (107). 
This example and the result of the beta-caro- 
tene study mentioned above underscore the 
tissue-specific differences in carcinogenesis 
and the difficulties of applying common di- 
etary components (e.g., calcium, antioxidants) 
in cancer prevention strategies in humans. 

5.2.2 Cyclooxygenase-2 and Cancer. Cy- 
clooxygenase (COX) enzymes catalyze prosta- 
glandins from arachidonic acid. Prostaglan- 
dins play a role in biological processes 
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Figure 1.12. Cyclooxygenases catalyze prostaglandins from arachidonic acid. COX-2 is inducible by 
a variety of stimuli including growth factors, cytokines, and tumor promoters. PGH2 forms three 
classes of eicosanoids: prostaglandins, prostacyclins, and thromboxanes. Adapted from C. S. Williams 
and R. N. DuBois, Am. J. Physiol., 270, G393 (1996). 

including blood clotting, ovulation, bone me- 
tabolism, nerve growth and development, and 
immune responses (108). There are two COX 
isoforms, COX-1 and COX-2. COX-1 is consti- 
tutively expressed in most cell types and is 
necessary for homeostasis of colonic epithe- 
lium and platelet aggregation. COX-2, on the 
other hand, is inducible by a variety of stimuli 
including growth factors, stress conditions, 
and cytokines (Fig. 1.12). 

Several studies have implicated COX-2 in 
carcinogenesis. COX-2 protein levels, and 
therefore, prostaglandin production, are up- 
regulated in many tumor types, including pan- 
creatic, gastric, breast, skin, and colon can- 
cers. Several lines of evidence suggest that 
overexpression of COX-2 plays an important 
role in colonic polyp formation and cancer pro- 
gression. COX-2 modulates metastatic poten- 
tial by inducing MMPs, which can be directly 
inhibited by COX-2 inhibitors. In addition, 
cells overexpressing COX-2 secrete increased 
levels of angiogenic factors like VEGF and 
bFGF. COX-2 not only aids in invasion but 
also inhibits apoptosis by up-regulating Bcl-2. 

'COX-2 has come under intensive study as a 
target for colon cancer prevention. Multiple 
studies have illustrated that COX-2 selective 
inhibitors suppress tumorigenesis in multiple 
intestinal neoplasia (Min) mice. COX-2 inhib- 
itors also inhibit tumor cell growth in immu- 
nocompromised mice (109). The same phe- 

nomena has been illustrated in human 
chemoprevention trials. Recent studies have 
linked prolonged use of nonsteroidal anti-in- 
flammatory drugs (NSAIDs) to decreased co- 
lon cancer risk and mortality. NSAIDs inhibit 
the cyclooxygenase enzymes, and new COX-2 
selective agents are gaining popularity in the 
treatment of inflammation. NSAIDs that in- 
hibit both COX-1 and COX-2 have been asso- 
ciated with reduced cancer risk in seyeral 
large epidemiology studies. Whether inhibi- 
tion of COX-1 andlor COX-2 is the optimal 
strategy for reducing risks of certain cancers is 
unknown. 

Because COX-2 is induced in certain neo- 
plastic tissues, the molecular regulation of its 
expression is being studied in a variety of ex- 
perimental models. Human and rodent cell 
lines expressing various levels of COX-2 are 
being studied for genetic modifications that 
lead to the dysregulation of COX-2. COX-2 
regulation occurs both transcriptionally and 
translationally, and this regulation differs de- 
pending on the species studied and the muta- 
tional status of the cell lines. 

Signaling pathways leading to modulation 
of COX-2 expression are also being investi- 
gated. Both oncogenes and tumor suppressor 
genes have been shown to modulate COX-2 in 
cell model systems. The activation of the H-ras 
and K-ras oncogenes leads to induction of 
COX-2 expression in colon cancer cells. This 
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induction is mediated by the stabilization of 
COX-2 mRNA. Wild-type, full-length APC 
suppresses COX-2 expression, suggesting that 
normal activity of this tumor suppressor gene 
may prevent cancer by inhibiting expression 
of cancer-promoting genes like COX-2. APC 
down-regulates COX-2 protein without affect- 
ing COX-2 mRNA levels. Thus, both ras and 
APC regulate COX-2 expression by post-tran- 
scriptional mechanisms. TGF-/31 is another 
tumor suppressor gene that influences expres- 
sion of COX-2. TGF-pl-mediated transforma- 
tion of rodent intestinal epithelial cells causes 
a significant induction of COX-2 protein ex- 
pression. TGF-/31 synergistically enhances 
ras-induced COX-2 expression by stabilizing 
COX-2 mRNA. COX-2 expression is also influ- 
enced by the PI-3K pathway. Pharmacological 
inhibition of PI-3K or downstream PKBIAkt, 
as well as dominant-negative forms of Akt dra- 
matically reduce COX-2 protein levels. 

5.2.3 Other Targets. Technologies such as 
DNA microarrays &-e identifying genes that 
are aberrantly up-regulated in human intra- 
epithelial neoplasia (IEN). As discussed ear- 
lier, ODC, the first enzyme in polyamine syn- 
thesis, is up-regulated in a variety of IEN as a 
consequence of specific genetic alterations. Di- 
fluoromethylornithine (DFMO), an enzyme 
activated irreversible inhibitor of ODC, is a 
potent suppressor of several experimental 
models of epithelial carcinogenesis and is be- 
ing evaluated in human cancer prevention tri- 
als (110). Pathways signaling cell behaviors 
are also activated in specific cancers. A num- 
ber of agents, including NSAIDs and compo- 
nents of green and black teas, have been 
shown to inhibit certain signaling pathways in 
cell-type and tissue-specific manners. 

5.3 Therapy 

5.3.1 Importance of Studying Gene Expres- 
sion. Cancer, among other diseases, is caused 
by the deregulation of gene expression. Some 
genes are overexpressed, producing abundant 
supplies of their gene products, whereas other 
crucial genes are suppressed or even deleted. 
The expression levels of genes associated with 
cancer influence processes such as cell prolif- 
eration, apoptosis, and invasion. Genes in- 

volved in growth, for example, are often over- 
expressed in tumor tissues compared with 
normal adjacent tissue from the same organ. 
It is imperative to elucidate which genes are 
overexpressed or down-regulated in tumors 
because these genes represent critical thera- 
peutic targets. 

Researchers today generally concentrate 
on a few particular genes and study their reg- 
ulation, expression, and downstream signal- 
ing using conventional molecular biology 
tools. With the onslaught of new genome data, 
and the development of the GeneChip, scien- 
tists are now able to study the expression lev- 
els of numerous genes simultaneously. The 
ability to analyze global profiles of gene ex- 
pression in normal tissue compared with 
tumor tissue can help reveal how gene expres- 
sion affects the overall process of carcinogen- 
esis. 

5.3.2 cDNA Microarray Technology. 
cDNA microarray technology is based on the 
simple concept of DNA base pairing. cDNA 
from tumor samples hybridize with the com- 
plementary DNA sequences on the chip. The 
DNA sequences are the target genes that will 
be studied for expression levels in particular 
tissues. These sequences, or probes, can be in 
the form of known oligos, DNA encoding $he 
full-length gene, open reading frames (ORFs), 
or sometimes even the entire genome of an 
organism like Saccharomyces cerevisiae. 
Genes can be chosen by their proximity to 
each other on a chromosome or their similar 
functions. cDNA probes are then spotted onto 
a glass slide or computer chip (GeneChip), us- 
ing a variety of different robotic techniques. A 
typical microarray slide will contain approxi- 
mately 5000 genes. 

cDNA microarray is particularly useful to 
the field of cancer biology because it allows 
scientists to study changes in gene expression 
caused when a normal tissue becomes neoplas- 
tic. In addition, normal tissue can be com- 
pared with preneoplastic lesions as well as 
metastatic cancer, to fully examine the entire 
tumorigenic process. The mRNA is extracted 
from cell lines or tissue and is reverse tran- 
scribed into the more stable form of cDNA. 
The cDNA is then labeled with reporters con- 
taining two colored dyes, rhodamine red, Cy3, 
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Figure 1.13. Comparison of cDNA microarray and SAGE technologies. At left is a diagram of the 
microarray assay for gene expression; the SAGE technique is illustrated a t  right. Here, the proce- 
dures assess how gene expression differs in lymphocytes from a healthy person and those from a 
person fighting off an infection. Reprinted with permission from K. Sutliff, Science, 270,368 (1995). 
American Association for the Advancement of Science. 

and fluorescien green, Cy5. The cDNA is then 
hybridized to the DNA on the microarray 
slide. The slides are exposed to a laser beam, 
causing the dyes to give off their respective 
emissions and the relative expression levels of 
that gene are read and processed. 

A similar technique to cDNA microarray 
that allows for multigene expression analysis 
is serial analysis of gene expression (SAGE) 
(Fig. 1.13). SAGE is based on the principle 
that a 9-10 nucleotide sequence contains suf- 
ficient information to identify a gene. These 
short nucleotide sequences are amplified by 
polymerase chain reaction (PCR) and then 

30-50 of these SAGE "tags" are linked to- 
gether as a single DNA molecule. These long 
DNA molecules are sequenced and the num- 
ber of times that a single "tag" appears corre- 
lates to that gene's expression level. Proof of 
concept for this technique was illustrated in a 
study of gene expression in pancreatic cells. 
The most abundant "tags" found were those 
that encoded highly expressed pancreatic en- 
zymes like trypsinogen 2. cDNA microarray 
methodology has also been validated by stud- 
ies showing that expression data for tumor cell 
lines grown in tissue culture conditions can be 
classified according to their tissue of origin. 
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5.3.3 Discoveries from cDNA Microarray 
Data. The contribution of microarray tech- 
nology is influential in both the basic under- 
standing of cancer pathology as well as in drug 
discovery and development. These studies re- 
veal genes that may prove to be important di- 
agnostic or prognostic markers of disease. 
They also can be used to predict adverse reac- 
tions to chemotherapies if mRNA from drug- 
treated cells is hybridized to panels of genes 
related to liver toxicity or the immune re- 
sponse. 

Microarray technology also corroborates 
many in vitro cell studies that are criticized for 
ignoring the important role of other cell types 
in the tumor microenvironment. This technol- 
ogy can aid in distinguishing between cell 
type-specific or tumor-specific gene expres- 
sion. For example, SAGE analysis of colon tu- 
mors and colon cancer cell lines showed 72% of 
the transcripts expressed at reduced levels in 
colon tumors were also expressed at reduced 
levels in the cell lines. One interesting finding 
from this study was that two commonly mu- 
tated oncogenes, c-fos and c-erbB3, were 
found to be expressed at higher levels in nor- 
mal colonic epithelium than in colonic tumors; 
this contradicts reports that these oncogenes 
are up-regulated in transformed cells com- 
pared with normal cells. Again, microarray 
analysis is helping to merge cell biology stud- 
ies with whole tumor biology. 

Activation of the c-myc oncogene is a com- 
mon genetic alteration occurring in many can- 
cers. A cDNA microarray study found that c- 
myc activation leads to down-regulation of 
genes encoding extracellular matrix proteins, 
and thus, may play a role in regulating cell 
adhesion and structure. C-myc has also been 
associated with cell proliferation, which was 
illustrated by up-regulation of the genes 
eIF-5A and ODC. Another study of colon tu- 
mors revealed that only 1.8% of the 6000 tran- 
scripts studied were differentially expressed 
in normal tissues and tumors (111). Studies 
such as these suggest the critical importance 
of these differentially regulated genes in the 
cancer phenotype. 

In addition to oncogene activation, the ef- 
fects of tumor suppressor genes have been in- 
vestigated through microarray technology. 
Over 30 novel transcripts were identified as 

regulated by pi53 induction (112). Such a great 
number of genes simultaneously linked to p53 
expression would not have been possible with- 
out SAGE technology. However, only 8% of 
these new genes were induced in normal cells 
compared with p53 knockout cells, suggesting 
that most of these p53-dependent genes are 
also dependent on other transcription factors. 
This is just one example of how microarray 
technology may be able to look at crosstalk in 
signaling pathways. 

5.3.4 Limitations of Microarray Technolo- 
gies. Although cDNA microarray and SAGE 
technologies are quickly identifying new genes 
involved in tumorigenesis, there are signifi- 
cant limitations to these strategies. First, the 
expression pattern of a gene only provides in- 
direct information about its function; a new 
gene may be classified as necessary for a cer- 
tain biological process, but its exact role in 
that process cannot be determined. Second, 
mRNA levels do not always correlate with pro- 
tein levels, and even protein expression may 
not translate into a physiological effect. Third, 
the up-regulation or suppression of a gene 
may be either the cause or the effect of a dis- 
ease state and microarray technology does not 
distinguish between the two possibilities. 

Both cDNA microarray and SAGE analyses 
requireverification of changes in gene expres- 
sion by Northern blots. Modest changes in 
gene expression are often overlooked when 
data is reported in terms of fourfold or greater 
changes. Because the ability to detect differ- 
ences in gene expression is dependent on the 
magnitude of variance, a small induction or 
suppression of a gene may be discarded as in- 
consequential when it may actually be critical 
for downstream signaling of other genes. 

5.4 Modifying Cell Adhesion 

5.4.1 MMP Inhibitors. Several MMP inhib- 
itors are currently being developed for cancer 
treatment. If MMPs do play an integral role in 
malignant progression, then pharmacological 
inhibition of MMPs could inhibit tumor inva- 
siveness. The inhibition of MMP function is 
currently the focus of most antimetastatic ef- 
forts. MMP inhibitors fall into three catego- 
ries: (1) collagen peptidomimetics and non- 
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peptidomimetics, (2) tetracycline derivatives, 
and (3) bisphosphonates. The peptidomimetic 
MMP inhibitors have a structure that mimics 
that of collagen at the site where the MMP 
binds to it. Batimastat, a peptidomimetic in- 
hibitor, was the first MMP inhibitor to be eval- 
uated in cancer patients and is not orally avail- 
able. Matimastat is orally available and is 
currently in phase I1 and I11 clinical trials 
(113). When bound to the MMP, these inhibi- 
tors chelate the zinc atom in the enzyme's ac- 
tive site. There are several nonpeptidomi- 
metic inhibitors that are also in various 
phases of clinical trials. These are more spe- 
cific than their peptidic counterparts and have 
exhibited antitumor activity in preclinical 
studies (113). 

Tetracycline derivatives inhibit both the 
activity of the MMPs and their production. 
They can inhibit MMP-1, -3, and -13 (the col- 
lagenases) and MMP-2 and -9 (the gelatinases) 
by several different mechanisms. These mech- 
anisms include (1) blocking MMP activity by 
chelation of zinc at the enzyme active site, (2) 
inhibiting the proteolytic activation of the pro- 
MMP, (3) decreasing the expression of the 
MMPs, and (4) preventing proteolytic and ox- 
idative degradation of the MMPs. 

The mechanism of action of the bisphos- 
phonates has not been elucidated, but they 
have been used extensively for disorders in 
calcium homeostasis and recently in breast 
cancer and multiple myeloma patients to pre- 
vent bone metastases (114). Clodronate, a 
bisphosphonate, inhibited expression of MT1- 
MMP RNA and protein in a fibrosarcoma cell 
line and effectively reduced the invasion of 
melanoma and fibrosarcoma cell lines through 
artificial basement membranes (115). 

5.4.2 Anticoagulants. One theory sur- 
rounding the invasion process is that blood- 
clotting components may play a role in metas- 
tasis by either trapping the tumor cells in 
capillaries or by facilitating their adherence to 
capillary walls. Large numbers of tumor cells 
are released into the bloodstream during 
the metastatic process, and they must be able 
to survive the wide range of host defense 
mechanisms. Tumor cells have been shown to 
interact with platelets, lymphocytes, and leu- 

kocytes, and this may serve to promote metas- 
tasis. Studies have been done that inhibit tu- 
mor cell-platelet interactions, and these have 
resulted in a decreased probability of metasta- 
sis formation. It has also been shown that fi- 
brin is always located in and around cancerous 
lesions, which may indicate that the cells use 
the fibrin structure as a support on which to 
attach themselves and grow. It may also serve 
as protection against host inflammatory cells 
so that the tumor is not destroyed. 

Treating hepatic metastases of a human 
pancreatic cancer in a nude (lacking a thymus) 
mouse with prostacyclin, a potent inhibitor of 
platelet aggregation, led to a significant reduc- 
tion in the mean surface area of the liver cov- 
ered with tumor compared with the untreated 
control group (116). Many other groups have 
reported a reduction in metastatic potential 
with treatment of prostacyclin and prostacy- 
clin-analogues, such as iloprost and cicaprost. 
There are currently over 50 different clinical 
trials in varying phases underway to deter- 
mine the efficacy of these anticoagulant ther- 
apies. Most of these trials are in combination 
with other conventional anti-cancer regimens. 
So far, the experimental evidence indicates 
that anticoagulants or inhibitors of platelet 
aggregation are useful in the prevention of 
metastases. 

5.4.3 Inhibitors of Angiogenesis. The growth 
and expansion of tumors and their metastases 
are dependent on angiogenesis, or new blood 
vessel formation. Angiogenesis is regulated by 
a complex of stimulators and inhibitors (Fig. 
1.14). The balance between the positive and 
negative regulators of angiogenesis inside a 
tumor environment is important for the ho- 
meostasis of microvessels. Tumor cells can se- 
crete proangiogenic paracrine factors, which 
stimulate endothelial cells to form new blood 
vessels. The use of angiogenesis inhibitors 
may be a potential mode of therapy and is still 
in early clinical trials. This type of therapy 
would be a way of controlling the disease 
rather than eliminating it. Whereas toxicity 
may not be a major problem, adverse effects 
may be expected in fertility and wound heal- 
ing. 
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Figure 1.14. Stimulators and inhibitors 
of angiogenesis. Under physiological con- 
ditions, the balance of factors that affect 
angiogenesis is precisely regulated. How- 
ever, under pathophysiological condi- 
tions, normal angiogenesis is disturbed 
because of the continued production of 
stimulators. 

5.5 Prospects for Gene Therapy of Cancer that is designed to replicate inserted foreign 

Gene therapy is the transfer of genetic mate- 
rial into cells for therapeutic purpose. Gene 
transfer technology has become available after 
extensive study of molecular mechanisms of 
many diseases and improvement of tech- 
niques for manipulating genetic materials in 
the laboratory. Concepts for genetic therapy of 
cancer were developed based on knowledge 
that neoplasia is a molecular disorder result- 
ing from loss of expression of recessive tumor 
suppressor genes and activation of dominant 
oncogenes. 

Cancer gene therapy is aimed at correcting 
genetic mutations found in malignant cells or 
delivering biologically active material against 
cancer cells. One approach used in gene ther- 
apy of cancer is gene replacement/correction 
to restore the function of a defective homolo- 
gous gene or to down-regulate oncogenic ex- 
pression in somatic cells. Another approach is 
immune modulation by introduction of thera- 
peutic genes, such as cytokines, into the target 
cells to treat cancer by stimulating an immune 
response against the tumor. Molecular ther- 
apy by activating prodrugs (e.g., ganciclovir, 
5-fluorocytosine) within tumor cells and sui- 
cide gene therapy approaches have already 
been successful in early clinical trials. The 
high performance of these approaches fully 
depends on the efficacy and specificity of ther- 
apeutic gene expressing and delivery systems. 

5.5.1 Cene Delivery Systems. The exoge- 
nous genetic material (the transgene) is usu- 
ally introduced into tumor cells by a vector. A 
vector, or plasmid, is a circular DNA sequence 

DNA for the purpose of producing more pro- 
tein product. Plasmids designed for gene ther- 
apy applications usually contain the gene of 
interest and regulatory elements that enhance 
the gene's expression. The ideal vector for 
gene therapy is one that would be safe, have 
high transfection efficiency, and be easy to ma- 
nipulate and produce in large quantities. It 
would be efficient at delivering genetic mate- 
rial and selectively transducing cells within a 
tumor mass. The vector would be immuno- 
genic for the recipient and would express the 
gene in a regulated fashion and at high levels 
as long as required. 

There are two main approaches for the in- 
sertion of gene expressing systems into cells. 
In the ex viuo technique, cells affected by the 
disease are transfected with a therapeutic 
gene in vitro for the expression of exogenous 
genetic material. After viral propagation, rep- 
lication is rendered incompetent and these 
cells can be transplanted into the recipient. In 
the in vivo technique, vectors are inserted di- 
rectly into target tissue by systemic injections 
of the gene expressing system. 

The simplest delivery system is a plasmid 
by itself, or so-called naked DNA. Direct injec- 
tions of DNA have been successfully used to 
transfect tissues with low levels of nuclease 
activity in muscle tissue (117), liver (118), and 
experimental melanoma (119). Systemic injec- 
tion of naked DNA is, in general, much less 
efficient because serum nucleases degrade 
plasmid DNA in the blood within minutes 
(120). 
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Figure 1.15. Virus particles bind to specific receptors on the surface of target cells. These vectors are 
internalized and their genome enters the cells. In the case of retroviruses, the single-stranded RNA 
genome is converted into double-stranded DNA by the reverse transcriptase enzyme encoded by the 
virus. The double-stranded DNA is taken up by the nucleus and integrated within the host genome as 
a provirus. The integration is random for retroviruses. Lentiviruses have a similar life cycle. Adeno- 
virus binds to specific receptors on the surface of susceptible cells and are then absorbed and inter- 
nalized by receptor-mediated endocytosis. The viral genome enters the cytoplasm of the cell and the 
double-stranded DNA genome is taken up by the nucleus. Vaccinia virus replicates in the cytoplasm 
of cells. DNA delivered by lipoplex and other nonviral systems enters cells through electrostatic 
interactions (endocytosis, phagocytosis, pinocytosis, and direct fusion with cell membrane). DNA is. 
released before entry into the nucleus, where it stays as an episome. 

To protect DNA on systemic application, it 
is usually complexed with viruses or with cat- 
ionic lipids, polymers, or peptides. The result- 
ing complex protects the DNA from the attack 
of nucleases and potentially improves trans- 
fection efficiency and specificity on multiple 
levels through interaction of DNA complexes 
with the various biological barriers. 

The choice of viral or non-viral (synthetic) 
delivery strategy depends on localization and 
type of affected tissue, as well as on therapeu- 
tic approach. Viral vectors use the ability of 
viruses to overcome the cellular barriers and 
introduce genetic material either through the 
integration of the vector into the host genome 
(retroviruses, lentiviruses, adeno-associated vi- 
ruses) or by episomal delivery (adenoviruses) 
followed by stable gene expression (Fig. 1.15). 

5.5.1.1 Viral Vecfors. Retroviral vectors 
have been used for ex vivo gene delivery and 
are the most useful vectors for stably integrat- 
ing foreign DNA into target cells. Retroviruses 
are enveloped viruses that contain 7- to 12-kb 
RNA genomes. After the virus enters the cells 
through specific cell surface receptors, its ge- 
nome is reverse transcribed into double- 
stranded DNA and subsequently integrated 
into the host chromosome in the form of a pro- 
virus. The provirus replicates along with the 
host chromosome and is transmitted to all of 
the host cell progeny. Because the retrovirus 
genome is relatively small and well character- 
ized, it was possible to engineer a vector en- 
coding only the transgene without replication 
competent viruses (RCV) or virus structural 
genes. 
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The most widely used retrovirus vectors 
are based on murine leukemia viruses (MLV). 
The lack of specificity of these vectors is a ma- 
jor obstacle for appropriate and controlled ex- 
pression of foreign genes. Retroviruses are not 
efficient for direct in vivo injection because of 
inactivation by the host immune system (121). 
To circumvent this, cis-acting viral sequences, 
such as long terminal repeats (LTRs), transfer 
RNA (tRNA) primer binding sites, and polypu- 
rine tracts, have been used for developing 
packaging systems of retrovirus vectors. Many 
recombinant retrovirus vectors are designed 
to express two genes, one of which is often a 
selectable marker. New strategies for expres- 
sion, such as splicing, transcription from het- 
erologous promoters, and translation directed 
by an internal ribosome entry signal (IRES), 
have been used for expression of the second 
gene. Attempts have also been made to 
achieve efficient gene delivery by targeting 
retroviral integration through modifying pro- 
tein sequences in the viral envelope (122). 
These modifications include various targeting 
ligands, particularly ligands for the human 
EGFR, erythropoetin receptor, and single 
chain antibody fragments against the low- 
density lipoprotein (LDL) receptor. 

Examples of lentiviruses are the human 
immunodeficiency virus (HIV-I), the equine 
infectious anemia virus, and the feline immu- 
nodeficiency virus (123). Although lentivi- 
ruses also have an RNA genome, their advan- 
tage compared with other retroviruses is the 
ability to infect and stably integrate into non- 
dividing cells. To create a safe gene transfer 
vector based on the HIV-1 genome, the ge- 
nome was altered and mutated to produce rep- 
lication-defective particles. Several studies, 
both in vitro and in vivo, have shown success- 
ful gene transfer, including transduction of 
non-dividing hematopoetic cells at high effi- 
ciencies (up to 90%) and stable gene expres- 
sion in several target tissues of interest such 
as liver (8 weeks) and muscle and brain (6 
months) with no detectable immune response 
(124). At the same time, the safety concern 
still remains for in vivo applications of this 
vector. 

Vaccinia virus is a member of the Poxviri- 
dae family, which possesses a complex DNA 
genome encoding more than 200 proteins. The 

advantages of using vaccinia viruses for gene 
transfer include their ability to accommodate 
large or multiple gene inserts, to infect cells 
during different stages of the cell cycle, and 
their unique feature to replicate in the cyto- 
plasm. Recombinant vaccinia vectors can be 
constructed using homologous recombination 
after transfection of vaccinia virus-infected 
cells with plasmid DNA constructs. This vec- 
tor has been used in clinical trials to deliver 
genes encoding tumor antigens such as mela- 
noma antigen (MAGE-I), carcinoembryonic 
antigen (CEA), prostate-specific antigen 
(PSA), interleukins (e.g., IL-1P, IL-12), and 
costimulatorv molecule B7 (125). " 

In recent years, there has been a great in- 
terest in the use of adenoviral vectors for can- 
cer gene therapy. The main reasons for this 
are the ease in construction of adenoviruses in 
the laboratory and their ability to grow to high 
titers, infect a variety of cell types, and pro- 
duce the heterologous protein of interest in 
dividing and non-dividing cells. Adenoviruses 
are also characterized by efficient receptor- 
mediated endocytosis, mediated by its fiber 
protein, and on infection of cancer cells, they 
exhibit high levels of transgene expression 
(126). They often are used to transfer genes of 
large sizes because of their high packaging ca- 
pacity (up to 36 kb). Adenoviral vectors do pot 
integrate into the host chromosomes, and 
therefore, they are degraded by the host. This 
results in a short-term expression of the trans- 
duced gene, which, nevertheless, could be suf- 
ficient to achieve the cancer gene therapy effi- 
cacy. Adenoviruses are widely used for direct 
in vivo injections. Adenoviruses are DNA-con- 
taining, non-enveloped viruses. 

The two most commonly used adenoviruses 
for recombinant vectors are Ad2 and Ad5, 
mainly because their genomes have been best 
characterized and because these viruses have 
never been shown to induce tumors. Adenovi- 
ruses, like other viral vectors, lack cell and 
tissue specificity. To improve targeted gene 
delivery, attempts have been made to couple 
ligands or antibodies to the adenovirus capsid 
proteins (127). Specificity of the transgene ex- 
pression also can be introduced by using tissue 
specific antigens, such as CEA for the treat- 
ment of pancreatic and colon cancers, mucin 
(MUC-1) promoters for breast cancer cells, al- 
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Table 1.5 Cell-Type Specific Promoters for Targeted Gene Expression 

Promoter Target Cell/Tissue Therapeutic Gene 

PEPCK promoter Hepatocytes Neomycin phosphotransferase, 
Growth hormone 

AFP promoter Hepatocellular carcinoma HSV-tk, VZV-tk 
MMTV-LTR Mammary carcinoma TNFa 
WAF' promoter Mammary carcinoma Recombinant protein C 
p-casein Mammary carcinoma In development 
CEA promoter Colon and lung carcinoma HSV-tk, CD 
SLPI promoter Carcinomas HSV-tk, CD 
Tyrosinase promoter Melanomas HSV-tk, IL-2 
c-erbB2 promoter Breast, pancreatic, gastric CD, HSV-tk 

carcinomas 
Myc-max-responsive element Lung HSV-tk 

Therapy-Inducible Tissues 

Egr-1 promoter 
Grp78 promoter 
MDRl promoter 
HSP70 

Irradiated tumors TNFa 
Anoxic, acidic tumor tissue Neomycin phosphotransferase 
Chemotherapy-treated tumors TNFa 
Hyperthermy-treated tumors IL-2 

pha-fetoprotein promoters for hepatocellular 
carcinoma, and the tyrosinase promoter for 
melanoma (126). In vivo administration of ad- 
enoviral vector has been extensively used in 
preclinical and clinical cancer therapy (128). 

There are many regulatory elements con- 
trolling cell type-specific gene expression and 
inducible sequences within promoters that 
have been used in construction of viral vectors 
for cancer therapy. Vector systems that in- 
clude cell type-specific promoters or elements 
responding to regulatory signals represent a 
way for a safe, selective, and controlled expres- 
sion of therapeutic genes that could increase 
efficacy and stability of gene expression (Table 
1.5). 

Vectors based on adenoassociated viruses 
(AAV) also have been successfully used to 
transfer genes. AAV is a small, single- 
stranded DNA virus that requires a helper vi- 
rus for infection, usually an adenovirus or her- 
pesvirus. AAV vectors can be used for the 
delivery of antisense genes, "suicide" gene 
therapy, and recently, for the delivery of anti- 
angiogenic factors. Recent studies in the area 
of vector design have been focused on condi- 
tional expression that can be induced by anti- 
biotics (129), heat shock (130), or other small 
molecules (131). 

5.5.1.2 Non-Viral Gene Delivery Systems. 
Non-viral gene delivery systems are based on 
non-covalent bonds between cationic carrier 
molecules (e.g., lipids or polymers) and the 
negatively charged plasmid DNA. Complexes 
of DNA with three main groups of materials, 
i.e., cationic lipids (lipoplex) such as CTAB 
and DMRI, polymers (polyplex) such as poly- 
L-lysine and polyathylenimine, or peptides 
have been evaluated as synthetic gene delivery 
systems (132). The formation of these com- 
plexes, which is generally based on electro- 
static interactions with the plasmid DNA, is 
difficult to control as they depend on both the 
stoichiometry of DNA and complexing agent 
and on kinetic parameters (e.g., speed of mix- 
ing and volumes). It has been shown that DNA 
is efficiently condensed and protected from 
nucleases at higher 1ipid:DNA ratios, proving 
that the positive charges of the complexes are 
important for the interaction with cells in 
vitro and in vivo. Although the resulting par- 
ticles are stable, they have a high tendency to 
interact non-specifically with biological sur- 
faces and molecules. 

Lipoplexes are actively used in clinical tri- 
als for in vivo and ex vivo delivery of genes 
encoding cytokines, immunostimulatory mol- 
ecules, and adenoviral genes (133). In vivo, 
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these interactions may compromise the tissue- 
specific delivery of the complexes, creating un- 
even biodistribution and transgene expression 
in the body, particularly, in lungs. To over- 
come this problem, the complexes can be in- 
jected either into the vasculature or directly 
into the affected organ (134). 

The combinatorial gene delivery approach 
uses the whole virus, either replication defi- 
cient or inactivated, or only essential viral 
components, together with the non-viral sys- 
tem. Systems, based on adenovirus ("adeno- 
fedion"), or viral proteins that are required to 
trigger efficient endosomal escape, and poly- 
plex and lipoplex non-viral systems have 
shown improvement in transfection efficiency 
and resistance to endosomal degradation 
(135). 

5.6 Gene Therapy Approaches 

5.6.1 immunomodulation. This approach 
employs the patient's physiological immune 
response cascade to amplify therapeutic ef- 
fects (136). Most patients with cancer lack an 
effective immune response to their tumors. 
This could be caused by defects in antigen pre- 
sentation, stimulation, or differentiation of 
activated T cells into functional effector cells. 
Antitumor immunity response requires par- 
ticipation of different immune cells, including 
helper effector T-cells (Th), cytotoxic T-lym- 
phocytes (CTLs), and natural killer (NK) cells. 
Activation of CD4+ and CD8' T-cells requires 
at least two major signals. The first signal is 
triggered by binding of complexes of T-cell re- 
ceptor (TCR) and specific antigenic peptide 
with MHC-class I1 or I molecules, respectively. 
The second signal for CD4+ T-cells is provided 
by engagement of CD28 on the T-cell surface 
by members of the B7 family of costimulatory 
molecules on the surface of professional anti- 
gen-presenting cells. The nature of second sig- 
nal for CD8+ T-cells has not been completely 
understood but requires the presence of 
helper CD4+ T-cells. Following activation and 
clonal expansion, activated CD4+ T-cells dif- 
ferentiate into helper effector cells of either 
the Thl or Th2 phenotype. Thl  cells produce 
cytokines, such as IL-2, interferon-y, and 
TNF, that stimulate monocytes and NK cells 

and promote the differentiation of activated 
CD8+ T-cells into CTLs. 

The growing understanding of the biologi- 
cal basis of antigen-specific cellular recogni- 
tion and experimental studies of an antitumor 
effect mediated through the cellular immune 
system helped to develop various immuno- 
modulation strategies. Modulation of immune 
response can be achieved through stimulation 
and modification of immune effector cells, en- 
abling them to recognize and reject cells that 
carry a tumor antigen. Additionally, tumor 
cells can be genetically modified to increase 
immunogenicity and trigger an immune 
response. 

Cytokine levels are relatively low in cancer 
patients. To correct for this deficiency, cyto- 
kines can be introduced as recombinant mole- 
cules, and this is advantageous in controlling 
their blood concentration and biological activ- 
ity. Because cytokines are relatively unstable 
in vivo, cancer patients have to receive a large 
amount of the recombinant protein to main- 
tain the required blood concentration for bio- 
logical activity. Administration of the protein 
is often toxic to the patients. Another thera- 
peutic approach is the introduction of genes 
encoding various cytokines, costimulatory 
molecules, allogenic antigens, and tumorlas- 
sociated antigens into tumors (137). Previous 
preclinical studies have shown that cytokines 
that facilitate Thl  cell-mediated immune re- 
actions but not Th2 cell-mediated reactions, 
when produced in tumors, are effective for an- 
titumor responses. In addition, cytokines or 
costimulatory molecules delivered to tumor 
cells may enhance the transfer of tumor anti- 
gens to antigen-presenting cells. The most po- 
tent known antigen-presenting cells for ac- 
tively stimulating specific cellular immune 
responses are dendritic cells. Ex vivo gene de- 
livery to cultured dendritic cells or direct in 
vivo gene delivery to antigen-presenting cells 
can be more efficient in stimulating cellular 
antitumor immunity (138). 

Several technical problems of expressing 
sufficient amounts of immunostimulatory 
proteins in appropriate target cells remain un- 
solved, but the potential of immune modula- 
tion gene therapy is high. Immunotherapy tri- 
als also contribute to the present knowledge of 
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Figure 1.16. Mechanisms of thymidine ki- 
nase (TK) ganciclovir (GCV)-induced apo- 
ptosis. TK phosphorylates the nontoxic pro- 
drug GCV to GCV-triphosphate (GCV- 
PPP). which causes chain termination and 
single-strand breaks on incorporation into 
DNA. TWGCV induces p53 accumulation, 
which can cause translocation of preformed 
death receptor CD95 from the Golgi appara- 
tus to the cell surface without inducing de 
novo synthesis of CD95. The signaling com- 
plex then is formed by CD95, the adapter 
molecule Fas-associated death domain 
(FADD) protein, and the initiator caspase-8, 
which leads to cleavage of caspases causing 
apoptosis. TWGCV also leads to mitochon- 
dria damage, including loss of mitochon- 
drial membrane potential and the release of 
cytochrome c inducing caspase activation 
and nuclear fragmentation. 

how antitumor responses can be effectively 
produced in cancer patients. 

Substrates s 
5.6.2 Suicidal Gene Approach. Elimina- 

tion of cancer cells can be accomplished by the 
introduction of vectors that specifically ex- 
press death promoting genes in tumor cells. 
One method, called suicide gene therapy, in- 
volves the expression of a gene encoding an 
enzyme, normally not present in human cells, 
that converts a systemically delivered non- 
toxic prodrug into a toxic agent. The toxin 
should kill the cancer cells expressing the gene 
as well as the surrounding cells not expressing 
the gene (bystander effect). 

The herpes simplex virus thymidine kinase 
type 1 (HSV-tk) gene was initially used for 
long-term replacement gene therapy because 
it is about 1000-fold more efficient than mam- 
malian thymidine kinase at phosphorylating 
the nontoxic prodrug ganciclovir (GCV) into 
its toxic metabolite ganciclovir triphosphate. 
The efficacy of HSV-tk transduction of tumors 
followed by ganciclovir therapy has been con- 
firmed by systemic administration of ganciclo- 
vir after intratumoral injection of fibroblasts 
transduced with an HSV-tk retroviral vector 
in several preclinical models (139). The molec- 
ular mechanism of HSV-tk therapy is based on 
induction of apoptosis in target cells through 
accumulation of p53 protein (Fig. 1.16). Clini- 
cal trials of HSV-tk suicide gene therapy, 

where ganciclovir was given after the retrc 
or adenoviral introduction of HSV-tk gene, 
been conducted in patients with brain tur 
melanoma, or mesothelioma (140-142) 
1.16). 

Another suicide gene under active im 
gation for cancer therapy is the cytc 
deaminase (CD) gene. CD converts the 
toxic fluoropyrimidine 5-fluorocytosin~ 
5-fluorouracil. Transduction of the CD 
ders tumor cells sensitive to 5-fluorocytc 
in vitro and in vivo. The CDl5-fluorocytc 
system has been used in a clinical trial, u 
adenovirus expressing the CD gene wa 
jected intratumorally into hepatic metas 
from colorectal cancer (143). As with HS 
gene transfer, evidence exists that cyto 
deaminase gene transfer into tumor cells 
motes antitumor immune responses. Thc 
lignancies targeted with suicide gene the 
in the field of pediatric oncology are brai 
mors, neuroblastoma, and acute lympho 
tic leukemia (144). 

5.6.3 Targeting Loss of Tumor Suppri 
Function and Oncogene Overexpression. 
era1 tumor suppressor genes, including 
Rb, and APC, have been identified by 
association with hereditary cancers. I\ 
sporadic tumors harbor inactivating or rl 
sive mutations in one or more tumor sup] 
sor genes. Gene transfer techniques can b 
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plied to introduce wild-type copies of tumor 
suppressor genes into malignant cells, thus 
potentially reversing the neoplastic pheno- 
type. The p53 tumor suppressor gene has been 
of interest because ~ 5 3  mutation occurs com- 

A 

monly in a variety of human cancers, includ- 
ing breast, lung, colon, prostate, bladder, and 
cervix. The use of adenoviral vectors to deliver 
the p53 transgene to human tumors is now 
under evaluation in several clinical trials 
(145). The overexpression of Fas ligand caused 
by adenovirus-mediated wild-type p53 gene 
transfer induces neutro~hil infiltration into 

A 

human colorectal tumors, which may play a 
critical role in the bystander effect of p53 gene 
therapy (146). 

Besides the p53 gene, other tumor suppres- 
sor genes that regulate the cell cycle have been 
used in cancer gene therapy. Among them are 
Rb, BRCAl, PTEN, p16, E2F, and fragile his- 
tidine triad (FHIT) genes. Clinical trials with 
BRCAl and Rb have been initiated (147). 

Protooncogenes, in contrast to tumor sup- 
pressor genes, gain dominant mutation result- 
ing in excessive expression of their protein 
products, which lead to development of the 
malignant phenotype. Three members of the 
Ras family of oncogenes (H-ras, K-ras, and N- 
ras) are among the most commonly activated 
oncogenes in human cancers. Several strate- 
gies have been designed to combat K-ras mu- 
tations, including antisense nucleotide, ri- 
bozyrnes (148-150), and intracellular single- 
chain antibodies (151). cDNA encoding 
antisense RNA can be delivered using the viral 
vector system approach. In vivo gene therapy 
with K-ras, c-fos, and c-myc antisense nucleo- 
tides is currently being applied in clinical tri- 
als. 

5.6.4 Angiogenesis Control. Gene therapy 
offers a new strategy for the delivery of angio- 
genesis inhibitors. By engineering and deliv- 
ering vectors that carry the coding sequence 
for an antiangiogenic protein, it is possible to 
produce high levels of antiangiogenic factors 
in the tumor location or to systemically pre- 
vent the growth of distant metastasis. Several 
angiogenic inhibitors, such as angiostatin 
(152), endostatin (153), plasminogen activator 
inhibitor type 1 (154), and truncated VEGF 
receptor (155), have been tested using this ap- 

proach. These studies have demonstrated that 
retroviral and adenoviral vectors could be 
used to inhibit endothelial cell growth in vitro 
and angiogenesis in vivo. The inhibition of tu- 
mor-associated angiogenesis results in in- 
creased apoptotic tumor cell death, leading to 
inhibition of tumor growth. 

5.6.5 Matrix Metalloproteinase. As men- 
tioned earlier in the chapter, MMPs are capa- 
ble of proteolytic degradation of stromal ECM, 
which is essential in cancer cell migration and 
invasion, as well as in tumor-induced angio- 
genesis. The activity of MMPs in vivo is inhib- 
ited by TIMPs, small secreted proteins with 
molecular weight of between 20 and 30 kDa. 
TIMPs inhibit MMPs by binding to both the 
latent and active forms of MMPs. The follow- 
ing properties of TIMPs such as secretion, dif- 
fusion (TIMP-1, -2 and -4), induction of apo- 
ptosis (TIMP-3), and inhibition of multiple 
MMPs make them very attractive tools for 
gene therapy application. 

Inhibition of cancer cell invasion after over- 
expression of TIMPs using different gene de- 
livery vectors has been shown in vitro in gas- 
tric cancer cells and mammary carcinoma cells 
(156,157). Overexpression in vitro of TIMP-2, 
which was delivered by a recombinant adepo- 
virus (AdTIMP-2), inhibited the invasion of 
both tumor and endothelial cells in three.mu- 
rine models without affecting cell prolifera- 
tion (158). Its in vivo efficiency has been eval- 
uated in the LLC murine lung cancer model, 
the colon cancer C51 model, as well as in MDA- 
MB231 human breast cancer in athymic mice. 
Preinfection of tumor cells by AdTIMP-2 re- 
sulted in an inhibition of tumor establishment 
in more than 50% of mice in LLC and C51 
models and in 100% of mice in the MDA- 
MB231 model. A single local injection of 
AdTIMP-2 into preestablished tumors of 
these three tumor types reduced tumor 
growth rates by 60-80%, and the tumor-asso- 
ciated angiogenesis index by 25-75%. Lung 
metastasis of LLC tumors was inhibited by 
>go%. In addition, AdTIMP-2-treated mice 
showed a significantly prolonged survival in 
all the cancer models tested. These data dem- 
onstrate the potential of adenovirus-mediated 
TIMP-2 therapy in cancer treatment. 
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nor close analogs could be economically pro- 
duced by synthesis, limiting the role of syn- 
thetic chemistry in optimizing their potencies 
or pharmacokinetic properties. However, the 
discovery of their activity and mechanism of 
action sparked much work on simpler syn- 
thetic analogs. One result was the develop- 
ment of the large class of synthetic topoisom- 
erase inhibitors that are now an important 
group of drugs. More recently, the increasing 
power of organic synthesis has greatly im- 
proved chances that quite complex natural 
product leads can be synthesized economi- 
cally, and therefore that close analogs can be 
made to try and optimize physicochemical 
properties; recent examples are cyclopropylin- 
dolines and epothilones. However, the pri- 
mary focus in this chapter are synthetic com- 
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pounds that have not been derived from a 
natural product lead. Finally, our increasing 
understanding of tumor physiology and genet- 
ics has allowed the development of a new class 
of synthetic agents, tumor-activated pro- 
drugs. These attempt to exploit tumor-specific 
phenomena, such as unique antigen expres- 
sion, low pH, and hypoxia, to activate pro- 
drugs of the more classical cytotoxins only in 
tumors, thus increasing their therapeutic 
range. 

2 ALKYLATINC AGENTS 

2.1 Introduction 

Compounds that alkylate DNA have long been 
of interest as anticancer drugs. Alkylating 
agents can be strictly defined as electrophiles 
that can replace a hydrogen atom by an alkyl 
group under physiological conditions, but the 
term is usually more broadly interpreted to 
include any compound that can replace hydro- 
gen under these conditions, including metal 
complexes forming coordinate bonds. Many 
different types of chemical are able to alkylate 
DNA, and several are used as anticancer 
drugs, but the most important classes of such 
agents in clinical use are the nitrogen mus- 
tards and the platinum complexes, the nitro- 
soureas, and the triazene-based DNA-methyl- 
ating agents. The DNA minor groove- 
alkylating cyclopropylindoles are also a 
fascinating group of compounds that may not 
yet have found their correct niche in cancer 
therapy. Other important classes of DNA al- 
kylating agents, the pyrrolobenzodiazepines 
and the mitosenes, are covered in a different 
chapter, although the bioreductive properties 
of the mitosenes are mentioned in Section 5.3. 

2.2 Clinical Examples of Alkylating Agents 

The most commonly used mustards and plati- 
num complexes are listed in Table 2.1, along 
with other recent DNA-alkylating agents that 
have received clinical trial. These compounds 
are invariably used in combination with other 
agents in multidrug therapy regimens. 

2.3 Mustards 

2.3.1 History. As noted above, the mus- 
tards were among the very earliest class of 

anticancer agents developed, and they have 
been extensively reviewed. Mechlorethamine 
(1) (4) was the first systemic agent approved 
for use in cancer therapy in 1949. Chloram- 
bucil(2) (5) was approved in 1957, melphalan 
(3) (6) in 1964, cyclophosphamide (4) (7) in 
1959, and ifosfamide (5) (8) in 1988. The phos- 
phoramide mustard cyclophosphamide (4) is 
currently the most widely used mustard, while 
chlorambucil(2) and melphalan (3) are still in 
use as components of many combination che- 
motherapy regimens. 

2.3.2 Mechanism and SAR. The biologi- 
cally important initial lesion formed by mus- 
tards in cells is interstrand cross-links be- 
tween different DNA bases (91, although there 
is also evidence that they cause termination of 
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Table 2.1 Alkylating Agents Used in Cancer Chemotherapy 

Generic Name 
(Structure) Trade Name Originator Chemical Class 

Mustards 
mechlorethamine (1) 
chlorambucil (2) 
melphalan (3) 
cyclophosphamide (4) 
ifosfamide (5) 

Platinum complexes 
cisplatin (14) 
carboplatin (15) 
tetraplatin (16) 
oxaliplatin (17) 
ZD-0473 (18) 
satraplatin (19) 
BBR 3464 (20) 

Cyclopropylindoles 
Adozelesin (22) 
Carzelesin (23) 
KW 2189 (24) 

Nitrosoureas 
CCNU (29) 
BCNU (30) 
Streptozotocin (31) 

Methylating agents 
dacarbazine (29) 
mitozolomide (30) 
temozolomide (31) 

Mustargen 
Leukeran 
Alkeran 
Cytoxan 
Ifex 

Cisplatin 
Paraplatin 
Ormaplatin 
JM-83 

JM-216 

Lomustine 
Carmustine 
Zanosar 

DTIC 
azolastone 
Temodar 

Merck 

Bristol-Myers 
Bristol-Myers 

Bristol-Myers 
Bristol-Myers 

Sanofi 
AstraZeneca 
Johnson-Matthey 
Boehringer 

Upjohn 
Upjohn 
Kyowa Hakko 

Bristol-Myers 
Bristol-Myers 
Upjohn 

Shering-Plough 

aliphatic mustard 
aromatic mustard 
aromatic mustard 
phosphoramide mustard 
phosphoramide mustard 

platinum complex 
platinum complex 
platinum complex 
platinum complex 
platinum complex 
platinum complex 
triplatinurn complex 

cyclopropylindole 
cyclopropylindole 
cyclopropylindole 

nitrosourea 
nitrosourea 
nitrosourea 

triazene 
triazene 
triazene 

transcription (10). The overall process of alky- 
lation is a two-step sequence involved forma- 
tion of a cyclic cationic intermediate, followed 
by nucleophilic attack on that intermediate by 
DNA (Fig. 2.la). Mustards can be divided into 
two broad classes, depending on the mecha- 
nism of the rate-determining step in this pro- 
cess. The less basic compounds aromatic mus- 
tards have formation of the solvated cyclic 
carbocation (which is in equilibrium with the 
aziridinium cation) as the rate-determining 
step, following first-order kinetics (11) (Fig. 
2.lb). Nucleophilic attack on this is then 
rapid, so that the cyclic form does not accumu- 
late, and the overall reaction is first-order 
(SN1), with the rate depending only on the 
concentration of the mustard (Equation 2.1). 

R-X + Rt + R-DNA (2.1) 

For the more basic aliphatic mustards, the 
first step (formation of the aziridinium cat- 

ion), is rapid, and the rate-determining step'is 
a second-order nucleophilic substitution on 
this by DNA (11). In these cases, the aziri- 
dinium cation can be detected as an interme- 
diate, and the overall reaction is second-order 
(SN2), with the rate depending on the concen- 
trations of both the mustard and the DNA 
(Equation 2.2). 

DNA+R-X-+DNA . . . ;  R . . . H +  
(2.2) 

R-DNA + X 

This kinetic classification is only broad, but 
it is useful as a rough predictor of the spec- 
trum of adducts formed. Generally, SN1-type 
compounds are expected to be less discrimi- 
nating in their pattern of alkylation (reaction 
at N, P, and 0 sites on DNA), whereas most 
SN2 type compounds tend to alkylate only at N 
sites on the DNA bases (12). 
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(a): Aliphatic mustards 

.Cl N-DN 

RN 
f-' - fast slow - RN+ - RN RN 

CI mono- CI bis- N-DNA 
alkylation alkylation 

(b): Aromatic mustards 

ArN 

CI 

N-DNA 

i 
ArN 

Figure 2.1. Mechanism of alkylation by mustards. 

The primary site of DNA alkylation by 
mustards is at the N7 position of guanine, par- 
ticularly at guanines in contiguous runs of 
guanines (13), which have the lowest molecu- 
lar electrostatic potentials (14). However, the 
level of selectivity of the initial attack by mus- 
tards (to form monoadducts) is quite low, with 
evidence (15) that most guanines are attacked. 
Studies with alkyl mustards have also shown 
significant levels of alkylation at the N3 posi- 
tion of adenine (16, 17). However, the se- 
quence selectivity of cross-link formation by 
mustards is necessarily higher, because of the 
requirement to have two suitable sites juxta- 
posed. Early work (18) on the interaction of 
mechlorethamihe (1) with DNA resulted in 
isolation of the 7-linked bis-guanine adduct, 
and it has been widely assumed that the cross- 
links were between adjacent guanines (i.e., at 
5'-GC or 5'-CG sites). However, later work 
(19) showed that the preferred cross-links are 
between non-adjacent guanines i . . ,  at 
5'-GNC sites). 

Cyclophosphamide (4) is a non-specific pro- 
drug of the active metabolite phosphoramide 
mustard, requiring enzymic activation by cel- 
lular mixed function oxidases (primarily in the 
liver) to 4-hydroxycyclophosphamide, which is 
in equilibrium with the open-chain aldophos- 
phamide. Spontaneous elimination of this 
then gives acrolein and phosphoramide mus- 
tard (Fig. 2.2). The isomeric ifosfamide (5) is 

activated more slowly, but in a broadly similar 
fashion to give the analogous isophosphor- 
amide mustard (20). A significant difference in 
the metabolism between the two isomers is a 
higher level of dechloroethylation with ifosf- 
amide, which may account for its greater neu- 
rotoxicity (21). 

The rates of the various reactions of aro- 
matic nitrogen mustards (hydrolysis, alkyla- 
tion of DNA) can be correlated closely with the * 

basicity of the nitrogen, that in turn, can be 
systematically altered by ring substituents. 
The rates of hydrolysis (KH) of a series of substi- 
tuted aromatic nitrogen mustards in aqueous 
acetone can be described (22) by Equation 2.3, 
where a is the Hammett electronic parameter. 

The negative slope is evidence for an S,1 
mechanism, indicating that electron-releasing 
substituents (negative a values) increase the 
rate of hydrolysis by accelerating formation of 
the carbocation. The same broad correlations 
hold for how well the compounds alkylate 
DNA, with a similar equation (Equation 2.4) 
describing the rates of alkylation ( K )  of 4-(4- 
nitrobenzy1)pyridine (a nucleophile similar to 
DNA nucleophilic sites) by substituted aro- 
matic nitrogen mustards (22), where a- is an 
electronic parameter closely related to a. 
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Figure 2.2. Metabolism o f  cyclophosphamide. 

The cytotoxicities of the above compounds 
(l/IC,, values) also correlate well with sub- 
stituent u values, with the more reactive com- 
pounds (bearing electron-donating substitu- 
ents) being the more cytotoxic, as in Equation 
2.5 (23). 

The cytotoxicity of aromatic mustards can 
thus be predictably varied over a very wide 
range by controlling the basicity of the mus- 
tard nitrogen through ring substitution or 
other means. 

2.3.3 Biological Activity and Side Effects. 
The (necessarily) high chemical reactivity of 
mustards leads to rapid loss of drug by inter- 
action with other cellular nucleophiles, partic- 
ularly proteins and low molecular weight thi- 
01s. This results in the development of cellular 
reistance by increases in the levels of low mo- 
lecular weight thiols (particularly glutathi- 
one) (24,251. Of equal importance for efficacy, 
much of the drug can reach the DNA with only 

one alkylating moiety intact, leading to mono- 
alkylation events which are considered to be 
genotoxic rather than cytotoxic (26). The fact 
that cross-linking is a two-step process adds to 
the proportion of (genotoxic) monoalkylation 
events, because the second step is very depen- 
dent on spatial availability of a second nucleo- 
philic DNA site. Mustards have no intrinsic 
biochemical or pharmacological selectivity for 
cancer cells, and they act as classical antipro- 
liferative drugs, whose therapeutic effects are 
primarily cytokinetic. They target rapidly di- 
viding cells rather than cancer cells, and this, 
together with their generally systemic distri- 
bution, causes killing of rapidly dividing nor- 
mal cell populations in the bone marrow and 
gut, usually resulting in myelosupression, the 
dose-limiting side effect. Because of their 
genotoxicity, there is a risk of the development 
of second cancers from their mutagenic effects 
(27). The most frequent alkylator-induced ma- 
lignancy is acute leukemia, usually occurring 
a long period (3-7 years) after treatment. 
These usually demonstrate deletions of chro- 
mosome 13 and loss of parts or all of chromo- 
somes 5 or 7 (loss of the coding regions for 
tumor-suppressor genes). The induced tumors 
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are typically myelodysplasias (28). In one 
study (291, 6% of all myeloid leukemias were 
therapy-related, with mustards, nitrosoureas, 
and procarbazine producing the greatest lev- 
els of induction. 

2.3.4 Recent Developments: Minor Groove 
Targeting. Many of the limitations noted 
above could in principle be ameliorated by tar- 
geting the mustard moiety more specifically to 
the DNA-affinic carrier molecule. This has re- 
sulted in much work where mustards have 
been attached to DNA-affinic compounds (30- 
32). This could mean less chance of losing 
active drug by reaction with other cell compo- 
nents, rendering less effective the develop- 
ment of cellular resistance by elevation of thiol 
levels. A higher proportion of bifunctional al- 
kylating agent delivered intact to the DNA 
would also contribute to a higher proportion of 
cross-links over to monoalkylation events. 
The use of a carrier with sequence-specific re- 
versible binding ability should also result in 
greater specificity of alkylation, both se- 
quence-specifically (at the favored reversible 
binding site of the carrier) and regio-specifi- 
cally (at particular atoms on the DNA bases). 

Attachment to DNA-intercalating carriers 
goes back to the work of Creech et al. (33), who 
originally suggested that the attachment to 
acridine carriers might serve to target the re- 
active center to DNA. They showed that such 
"targeted mustards" such as (6) were more 
potent than the corresponding untargeted 
moiety against ascitic tumors in vivo, but 
these proved to be exceptionally potent frame- 
shift mutagens in bacteria, and this property 
has tended to dominate the perception of these 
compounds. Later work showed that such tar- 
geting by an intercalator could also drastically 
modify the pattern of DNA alkylation by the 
mustard. Thus, whereas untargeted mustards 
react largely at the N7 of guanines in runs of 
guanines, quinacrine mustard (7) also alky- 
lates at guanines in 5'-GT sites (13). Isolation 
and identification of DNA adducts showed 
that whereas the acridine-linked mustard (8) 
formed primarily guanine N7 adducts, the 
similar analog (9) formed exclusively adenine 
N1 adducts (341, showing the extent of which 

DNA targeting by attachment to carrier mol- 
ecules can alter the usual pattern of DNA al- 
kylation by mustards. 

However, most DNA-targeting of mustards 
has been done using minor groove-binding 
carriers. These ligands offer much larger bind- 
ing site sizes (up to 5-6 base pairs) than inter- 
calators, together with a highly defined bind- 
ing orientation. Whereas several other minor 
groove-binding carriers have been used (35- 
371, most work has employed polypyrrole and 
related ligands. These compounds have been 
well documented as reversible AT-specific mi- 
nor groove binders (381, and early work using 
a variety of alkylating units (e.g., bro- 
moacetyl) showed highly specific alkylation at 
adenines in runs of adenines (39). The benzoic 
acid mustard derivative tallimustine (10; FCE 
24517) was selected for further development 
on the basis of its broad-spectrum solid tumor 
activity (40). Despite possessing a difunctional 
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alkylator, this compound monoalkylates DNA 
at the N3 of adenine in the minor groove, al- 
most exclusively at the sequence 5'-TTTTGA 
(41), with a single base modification in the 
hexarner completely abolishing alkylation 
(42). The number of pyrroleamide units also 
affected the pattern of DNA alkylation, with a 
monopyrrole analog showing mainly gua- 
nine-N7 alkylation similar to that of the un- 
targeted mustard, but with additional ade- 
nine-N3 lesions (43). Di- and tripyrrole 
conjugates alkylated only in AT tracts, with 
increasing specificity for alkylation at the 3'- 
terminal units in two 5'-TTTTGG and 5'- 
TTTTGA sequences (guanine N3 and adenine 
N3 lesions, respectively). 

Tallimustine was developed for clinical 
trial (44) and shows biological effects some- 
what different to those of mustards like mel- 
phalan. It induces blockage of the cell cycle in 
G2 but without the delay through S-phase 
normally seen with untargeted mustards, sug- 
gesting a different mechanism of cytotoxicity 
through monoadduct formation (45). As a 
highly sequence-specific alkylator, it selec- 
tively blocks the binding of transcription bind- 
ing protein and complexes to their AT-rich 
cognate sequences (46). Clinical trials of talli- 
mustine (47, 48) reported severe myelosup- 
pression as the dose-limiting toxicity. Recent 
work with halogenoacrylic derivatives (e.g., 
11) show these may work differently, possibly 
through Michael-type reactions (49), with 
much better cytotoxicity/myelotoxicity indices 
(50). 

Perhaps the ultimate in targeting mus- 
tards to specific DNA sites has been achieved 
by Dervan and co-workers, who have devel- 
oped the "hairpin polyamide" concept where 

poly(pyrrole/imidazole) compounds bind in a 
side-by-side manner in the minor groove (51). 
These compounds can bind tightly and selec- 
tively to individual designated sequences of up 
to 12 bp long (52). As an example, polyamide 
12, with an incipient mustard side chain at- 
tached, binds to its designated sites 5'-AGCT- 
GCT and 5'-TGCAGCA with equilibrium as- 
sociation constants K of 1.6 and 1.3 X 10'' 
M - l ,  respectively, and >loo-fold less strongly 
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to double mismatch sites (53). The corre- 
sponding mustard (13) alkylated at adenine 
N3 sited in target 5'-(Ml')GC(A/T)GC(A/T) 
sequences on a 241-bp HIV-1 promotor se- 
quence in high yield and about 20-fold selec- 
tively over double mismatch sites (53). 

The first has been to seek compounds with 
lower neurotoxicity than cisplatin. Whereas 
better clinical management has improved 
things, one of the main drivers of analog de- 
velopment has been agents with less neurotox- 
icity. Carboplatin (15) has carboxylate instead 

2.4 Platinum Complexes 

2.4.1 History. The complex cis-diammi- 
nodichloroplatinum (11) (cisplatin; 14) was 
first described in 1845, but it was not until 
1969 that it was reported to have antitumor 
activity. These studies were sparked by exper- 
iments by Rosenberg on the effects of electric 
fields on bacteria, when the peculiar effects 
seen with E. coli cells were shown to be caused 
by the electrochemical synthesis of cisplatin 
from the ammonium chloride electrolyte and 
the platinum electrodes (54). Clinical trials be- 
gan in 1972, and after slow progress because of 
high toxicity, cisplatin became one of the most 
widely used anticancer drugs; it is the main 
reason for the spectacular successes in drug 
treatment of testicular and ovarian cancer. 
Thousands of analogs of cisplatin have been 
made and evaluated, with two major driving 
forces. 

of chloride-leaving groups. These hydrolyze 
much less rapidly, resulting in lower nephro- 
and neurotoxicity (the dose-limiting toxicity of 
carboplatin is myelosuppression), while re- 
taining the broad spectrum of activity of cis- 
platin (55). 

The second impetus to analog development 
has been to seek agents active in cell lines that 
become resistant to cisplatin. One mechanism 
of resistance to cisplatin is an increased ability 
to repair the DNA adducts formed (561, and 
analogs such tetraplatin (16; ormaplatin) and 
oxaliplatin (1 7), with trans- 1,2-diaminocyclo- 
hexane (DACH) ligands, were shown to be 
more effective against such resistant cell lines 
(57). These compounds proved to be neuro- 
toxic and tetraplatin was difficult to formu- 
late, but oxaliplatin has shown promise (58), 
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especially in colorectal cancer, where it is syn- 
ergistic with Bfluorouracil(59). A second sig- 
nificant mechanism of resistance is elevation 
of thiol levels (primarily glutathione) in cells 
(60). The drug ZD-0473 (18; JM-473) is more 
resistant than cisplatin to thiols, possibly be- 
cause of steric hindrance by the pyridine li- 
gand (61) and is in phase I1 clinical trials as an 
N formulation; an oral formulation is also in 
development (62). 

Satraplatin (19; JM216) is also being devel- 
oped as an orally available platinum agent 
(63). It has potent in vitro cytotoxicity against 
a variety of tumor cell lines and also had oral 
antitumor activity against a variety of murine 
and human subcutaneous tumor models in 
vivo, broadly comparable with the level of ac- 
tivity obtainable with parenterally adminis- 
tered cisplatin (64). Satraplatin has shown ac- 
tivity in phase I trials in lung cancer, with no 
neurotoxicity or nephrotoxicity (63), and 
responses have also been seen in small cell 
lung cancer and hormone refractory prostate 
cancer. 

AcO 

2.4.2 Mechanism and SAR. As with the ni- 
trogen mustards, the mechanism of action of 
the platinum complexes involves formation of 
DNA cross-links. In the platinum complexes, 
the chloride or carboxylato ligands are the 
leaving groups, with the m i n e  ligands being 
substitutionally inert and serving to modulate 
other properties. The bonds formed and bro- 
ken in this case are coordinate metal-ligand 
bonds that are not permanent but have char- 
acteristic half-lives (although these may be 
very long), making the chemistry quite differ- 
ent to that of the mustards. Thus the Pt-C1 
bonds in cisplatin (14) are more stable in the 
relatively high chloride conditions in plasma 
than they are in the lower chloride conditions 
inside cells, where the reaction with water to 
form aquo species is more facile (65). The cat- 
ionically charged aquo species have higher af- 
finity for DNA, and react primarily at guanine 
N7 sites in the major groove to form long-lived 
ammine complexes (Fig. 2.3). 

Cisplatin reacts with DNA to form a num- 
ber of different adducts. However, by far the 
most common are intrastrand guanine N7- 
guanine N7 adducts between adjacent gua- 
nines on the same strand (ca. 65%), followed 
by similar intrastrand guanine N7-adenine 
N7 adducts (ca. 25%), with DNA-protein 
cross-links and monofunctional adducts mak- 
ing up less than 10% and DNA interstrand 
adducts less than 1% of the total adducts. A 
major difference between mustards and plati- 
num complexes is that whereas hydrolysis in 
the former case is a deactivating event, lead- 
ing to loss of bifunctionality (and thus cross- 
linking ability), with platinum complexes, for- 
mation of the aquo species is a necessary 
activating process. Thus there is a much 
higher proportion of cross-links to monoad- 
ducts formed with platinum complexes than 
with mustards. The use of ['H, 15N] hetero- 
nuclear single quantum coherence (HSQC) 2D 
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Figure 2.3. Reaction of platinum species with DNA. 

NMR has recently allowed a better under- 
standing of the kinetics of the multiple pro- 
cesses involved in the reaction of platinum 
drugs with DNA (66). 

2.4.3 Biological Activity and Side Effects. 
While cisplatin is an extremely useful drug, it 
has many side effects. In addition to the my- 
elosuppressive activity typical of a DNA alky- 
lating agent, it also showed severe renal and 
neural toxicity. The analog development work 
described above has been aimed primarily to 
overcoming some of the these side effects. 
Thus carboplatin is less nephro- and neuro- 
toxic; tetraplatin, oxaliplatin, and ZD-0473 
are more effective against various types of re- 
sistance mechanisms; and satraplatin is orally 
effective. However, none of these compounds 
are overall more effective than cisplatin, and 
they do not show major differences in their 
interaction with DNA. 

2.4.4 Recent Developments: Increased In- 
terstrand Crosslinking. The tetracationic tri- 
platinum complex BBR 3464 (20) seems to 
represent a new structural class of DNA-mod- 
ifylng anticancer agents (67). It reacts with 
DNA faster than does cisplatin, suggesting 
rapid cellular uptake and nuclear access (68), 
to give a different profile of adducts than cis- 
platin, with about 20% being interstrand GG 
cross-links. DNA modified by BBR3464 cross- 
reacted with antibodies raised to transplatin- 
adducted DNA but not to antibodies raised to 
cisplatin-adducted DNA (67). BBR 3464 was 
30-fold more cytotoxic than cisplatin in L1210 
cells and showed no cross-resistance in sub- 
lines resistant to cisplatin because of impaired 
accumulation and lower DNA binding (69). 

Consistent with this, it was also highly active 
in a panel of cisplatin-resistant xenografts, 
giving longer growth delays (70). Unlike cis- 
platin, BBR 3464 was able to induce the p53/ 
p21 pathway to a similar extent in both cispla- 
tin-sensitive and -resistant cells (71), and had 
a quite different sensitivity profile to cisplatin 
in the U.S. National Cancer Institute's 60-cell- 
line screening panel (70). In a phase I trial 
using a single-dose schedule, no significant 
neural or renal toxicity was observed; the side- 
limiting toxicity at 0.17 mg/m2 was short-last- 
ing neutropenia (72). 

2.5 Cyclopropylindoles 

2.5.1 History. Interest in DNA minor- 
groove alkylating agents was stimulated by 
the discovery (73) of the natural product CC- 
1065 (21) from Streptomyces zelensis (74), 
which showed extraordinary potency in a 
number of animal tumor models (75) but with 
concomitant fatal delayed hepatotoxicity at 
therapeutic doses (76). An extensive synthesis 
program at Upjohn prepared a large number 
of analogs in an attempt to understand struc- 
ture-activity relationships for the class (77) 
and succeeded in developing the structurally 
simpler agents adozelesin (22) and the open- 
chain form carzelesin (23), which did not show 
the delayed hepatotoxicity of CC-1065 (78,79). 
The related semi-synthetic duocarmycin ana- 
log KW 2189 (24) is a carbamate prodrug, re- 
leasing the active moiety DU-86 (25) by ester- 
ase hydrolysis (80). KW 2189 has been 
prepared on a large scale by a three-step syn- 
thesis with an overall 55% yield from natural 
duocarmycin B2 (81). Although it is less po- 
tent than duocarmycin in cell culture assays, 
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it has high activity in a wide range of human groove of DNA with minimal structural distor- 
solid tumor xenografts in mice and lacks the tion, and subsequently, alkylate specifically at 
delayed lethal toxicity seen with some other the N3 position of adenine (83). This provides 
cyclopropylindoles (82). further evidence that targeting alkylating 

functionality to the DNA minor groove can 
2.5.2 Mechanism and SAR. These com- provide compounds of very high cytotoxic po- 

pounds bind initially reversibly in the minor tency. Whereas the lead compound is a natural 
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product, it has sparked a vast amount of syn- pounds in the minor groove of DNA requires a 
thetic chemistry, and the analogs developed propellor twist of the cyclopropyldienone and 
for clinical studies are synthetic. It has been indole subunits around the amide bond, and 
proposed (84) that binding of these com- that this interrupts the vinylogous amide sta- 
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Figure 2.4. Alkylation of DNA by cy- OH 
clopropylindoIes. 

bilization of the cyclopropyldienone, activat- 
ing the conjugated cyclopropane electrophile 
(Fig. 2.4). Changes in the DNA binding side 
chain have only minor effects on the sequence 
selectivity of alkylation; both adozelesin (22) 
and carzelesin (23) alkylate DNA at the con- 
sensus sequences 5'-(A/T)(A/T)_A and 5'-(A/ 
T)(G/C)(A/T)_A are broadly similar (85) to 
the consensus sequence 5'-(A/T)(A/T)A for 
CC-1065. A series of analogs of KW 2189 with 
water-solubilizing cinnamate side-chains 
were reported to have potent in vivo antitu- 
mor activity and low peripheral blood toxicity 
compared with the trimethoxyindole conge- 
ners (861, and more potent ring A dialkylami- 
noalkyl derivatives have also been reported 
(87). 

2.5.3 Biological Activity and Side Effects. 
Many of the synthetic compounds developed 
from the original natural product lead were 
also extremely potent and showed broad-spec- 
trum activity in human tumor colony-forming 
assays (881, and both adozelesin (22) and car- 
zelesin (23) proceeded to clinical trial. How- 
ever, adozelsin had only marginal efficacy in a 
phase I1 trial of untreated metastatic breast 
carcinoma (89). Similarly, carzelesin showed 
no activity in a phase I1 trial in patients with a 
variety of advanced solid tumors (90). A phase 
I trial of KW 2189 (24) established the maxi- 
mum tolerated dose at 0.04 mg/m2/d when 
given daily for 5 days, with leukopenia, neu- 
tropenia, and thrombocytopenia as dose-limit- 
ing toxicities (91). A phase I1 pilot study in 
metastatic renal cell carcinoma showed a good 
safety profile but no activity (92). 

2.5.4 Recent Developments. Amino ana- 
logs (e.g., 26) of the corresponding phenolic 
open-chain forms (e.g., 27) were reported to 
have comparable cytotoxicity (93) and similar 
patterns of DNA interaction, alkylating pref- 
erentially at 5'-A(A/T)@ sequences (94). 
These have been proposed as effectors for tu- 
mor-activated prodrugs (see Section 5). 

2.6 Nitrosoureas 

2.6.1 History. This class of compounds has 
a long history, and extensive reviews exist on 
all aspects of their chemistry and biology (95). 
The initial impetus for their development 
came from screening at the U.S. National Can- 
cer Institute, where 1-methyl-3-nitro-1-nitro- 
sourea (28) showed some activity in the i n  vivo 
leukemia screen (96). Development of this 
lead resulted in the urea-based clinical agents 
BCNU (29; carmustine) and CCNU (30; lo- 
mustine). These reactive compounds have 
very short half-lives (a few minutes) (97), but 
their very lipophilic nature suggested they 



2 Alkylating Agents 65 

might cross the blood-brain barrier and be 
useful in brain tumors (98). The more hydro- 
philic streptozotocin (31) is a natural product 
isolated from Streptomyces species. It was 
evaluated initially as an antibacterial agent 
but proved to be too toxic (99). 

2.6.3 Biological Activity and Side Ef- 
fects. Streptozotocin has been used as a com- 
ponent of multidrug protocols for Hodgkin's 
disease (102), and for pancreatic (103) and 
colorectal (104) carcinomas, where some re- 
sponses were seen, but the drug is not now 
widely used. A recent report (105) notes activ- 
ity of a streptozocin/o,pl-DDD combination in 
adrenocortical cancer. 

2.7 Triazenes 

NO 
2.7.1 History. Dacarbazine (32; DTIC) 

(28) came from studies by Shealy and co-workers, 
and has been well reviewed (106, 107). Mito- 
zolomide (33) was developed by Stevens and 
co-workers as a potential prodrug of linear 

=J, 1 ,a triazenes such as [5-(3-3-dimethyl-1-triaze- 
N N ny1)imidazole-4-carboxamidel (DTIC) (108). 
H I The same workers later followed up with the 

NO development of the related temozolomide 

(29) 
(341, which lacks the kchloroethyl group 
(109). 

2.6.2 Mechanism and SAR. The mecha- 
nism of the nitrosoureas is complex. They 
possess both alkylating and carbamoylating 
activities (100). Decomposition occurs sponta- 
neously in aqueous media by cleavage of the 
N-CO bond to give a diazoacetate (alkylating 
agent) and an isocyanic acid (carbamoylating 
agent) (101) (Fig. 2.5). 

2.7.2 Mechanism and SAR. The cyclic tria- 
zenes undergo base-catalyzed ring opening, 
followed by spontaneous decarboxylation. 
Thus, temozolomide (34) forms the open- 
chain triazene [5(3-methyl-1-triazeny1)imida- 
zole-4-carboxamide] (MTIC), which then frag- 
ments to a methyldiazonium species, the 
DNA-methylating agent (Fig. 2.6) (110). Te- 
mozolomide alkylates DNA primarily at the 
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Figure 2.5. Mechanism of action of ni- Carbamoylating Alkylating 
trosoureas. activity activity 

N7 of guanine, but 0 6  guanine alkylation also 
occurs. The rate of conversion to the alkylat- 
ing species is not influenced by the presence of 
DNA, suggesting no or very weak binding of 
the prodrug (110). As with mitozolomide, cy- 
totoxicity correlates with the alkylation of the 
06-position of guanine (111). L1210 cells 
treated with mitozolomide form DNA inter- 
strand cross-links, presumably through the 
2-chloroethyldiazo metabolite, suggesting this 
is a major mechanism of cytotoxicity (112). Mi- 
tozolomide preferentially alkylates DNA at 
guanines in runs of guanines, forming 7-hy- 
droxyethyl and 7-chloroethyl adducts (113). 

stone of drug therapy for malignant mela- 
noma (114, 115). It is metabolized by N-hy- 
droxylation, followed by N-demethylation, to 
give a monomethyltriazene that then methyl- 
ates DNA (116). No surprisingly, dacarbazine 
is strongly carcinogenic in animal models 
(117), suggesting it may also be a human 
carcinogen. 

Mitozolomide proved curative against a 
broad range of murine tumor models in vivo 
(118) and showed very pronounced antitumor 
effects in a range of human tumor xenografts 
(119). Cell lines with constitutive levels of 
06-methylguanine-DNA methyl-transferase 
(Mer+ phenotype) were less sensitive to the 
cytotoxic effects of mitozolomide, consistent 
with alkylation of the 06-position of guanine 
being the cytotoxic event (111). In 1998, mito- 

2.7.3 Biological Activity and Side Effects. 
Dacarbazine has been widely used for many 
years, and in particular, has been the corner- 

C O N H ~  

(31): temozolomide 

\ 
HN 9 

N r N+-CH3 + FN - N 
Methyldiazonium: 
(methylation at H2N MeHN , \NA(N 
G-N7 and G-06) CONH2 CONH2 

MTlC 

Figure 2.6. Mechanism of activation of temozolomide. 
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zolomide entered phase I clinical trials (120), 
but despite demonstrable activity in small-cell 
lung cancer (SCLC) and melanoma (121), un- 
predictable myelosuppression precluded fur- 
ther development (121,122). However, recent 
work in the successful transduction of human 
hematopoietic progenitor cells with variants 
of this enzyme has led to suggestions that this 
could be used clinically to protect against my- 
elosuppression, to allow safer use of agents 
like mitozolomide and temozolomide in con- 
junction with 06-benzylguanine (123, 124). 

Temozolomide also demonstrated good in 
vivo activity against a variety of mouse tumor 
models, including the TLX5 lymphoma (1251, 
and excellent antitumor activity, including 
cures, on oral administration to athymic mice 
bearing both subcutaneous and intracerebral 
human brain tumor xenografts (126). Many 
later studies confirmed the good activity in 
brain tumor models, and this, together with 
the lesser myelosupression seen in toxicology 
screens, led to phase I trials (127). Trials in 
radiotherapy-resistant astrocytomas con- 
firmed animal data suggesting that temozolo- 
mide efficiently passes the blood-brain barrier 
(128). Recent reviews show that oral temozo- 
lomide has almost 100% bioavailability, ac- 
ceptable non-cumulative myelosuppression, 
and is clinically useful in the treatment of gli- 
omas (129, 130) and brain metastases in ad- 
vanced melanoma (131). 

3 SYNTHETIC DNA-INTERCALATING 
TOPOISOMERASE INHIBITORS 

3.1 Introduction 

Intercalation as a mode of the reversible bind- 
ing of ligands to DNA was first described by 
Lerman (132) for the acridine proflavine (35). 
Intercalation involves insertion of the chro- 
mophore between the base pairs, and is now 
understood to be the major DNA binding mode 
of virtually any flat polyaromatic ligand of suf- 
ficiently large surface area and suitable steric 
properties. Intercalative binding is driven pri- 
marily by stacking (charge-transfer and di- 
pole-induced dipole) and electrostatic interac- 
tions, with entropy (dislodgement of ordered 
water around the DNA) of lesser and variable 
importance (133). A great deal of work has 

been done delineating the ligand structural 
properties that favor intercalation, the geom- 
etry, kinetics, and DNA sequence-selectivity 
of the binding process, and the effect of such 
binding on the structure of the DNA substrate 
(134). A very large number of compounds have 
been shown to be DNA intercalating agents, 
and many of these show cytotoxic activity. In 
the early 1980s, it was shown that these cyto- 
toxic effects were primarily caused by the com- 
pounds forming ternary complexes with DNA 
and the enzyme topoisomerase 11, altering the 
position of equilibrium and trapping a reac- 
tion intermediate termed the "cleavable com- 
plex" (135, 136). The DNA intercalators are 
now recognized collectively as a major class of 
topoisomerase poisons. 

The topoisomerases are enzymes that reg- 
ulate DNA topology by successive cleavage-re- 
ligation reactions and are a major target for 
anticancer drugs. Topoisomerase (topo) I1 is a 
homodimeric protein, associated with the mi- 
totic chromosome scaffold. It initially binds to 
DNA reversibly and then executes a series of - 
concerted strand-breaking and religation pro- 
cesses to relieve torsional stresses generated 
during DNA replication (137). Whereas many 
types of agents interfere to some extent with 
the normal function of top0 11, DNA-interca- 
lating agents in particular have the ability to 
cause lethal DNA double-strand breaks. The 
observation of these breaks, characterized by 
protein covalently attached to the 5'-ends, 
first led to suggestions (135) that a topoisom- 
erase enzyme was involved. It is now clear that 
the primary mode of cytotoxicity of most DNA 
intercalating agents involves inhibition of the 
religation step of the action of the enzyme 
mammalian DNA top0 I1 (138,139). The top0 
I1 enzyme has major isozymes coded by two 
separate genes (140). The IIa isozyme (170 
kDa) maps (141,142) to chromosome 17, is the 
regulated during the cell cycle, and is the tar- 
get of virtually all of the DNA intercalators. 
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Table 2.2 Synthetic Topoisomerase (topo) Inhibitors Used in Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 
- 

Topo I1 inhibitors 
amsacrine (39) 
asulacrine (40) 
mitoxantrone (41) 
BBR 2778 (43) 
losoxantrone (45) 
piroxantrone (46) 

Dual top0 I/II inhibitors 
DACA (51) 
intoplicine (52) 
TAS 103 (53) 
DMP 840 (58) 

Amsidyl Warner-Lambert 
Sparta 

Novantrone Wyeth 
Boehringer 
Warner-Lambert 
Warner-Lambert 

XR-5000 Xenova 
Ilex 
Taisho 
Knoll 

9-anilinoacridine 
9-anilinoacridine 
anthracenedione 

Acridine 
Pyridoindole 
Indenoquinolone 
Bis(naphtha1imide) 

The IIP isozyme (180 kDa) maps (143) to chro- 
mosome 3 and becomes the predominant 
isozyme in both non-cycling cells and in cells 
resistant to "classical" top0 I1 agents (138, 
143). 

3.2 Clinical Use of Agents 

The most commonly used synthetic topoisom- 
erase inhibitors are listed in Table 2.2, to- 
gether with some interesting new agents in 
early clinical development. A large number of 
synthetic DNA-intercalating agents have been 
developed, representing a broad range of 
chemistries. Many of these have been evalu- 
ated in early clinical trials, but relatively few 
have shown useful activity. Apart from syn- 
thetic analogs of natural products such as the 
anthracyclines (which will not be covered 
here), the major subclasses of clinically useful 
synthetic DNA intercalators are the acridines 
and the anthracenediones. In contrast, the 
most important top0 I inhibitors are derived 
from the natural product camptothecin and 
will also not be covered here. 

3.3 Topo I I  Inhibitors 

3.3.1 History. The two main classes of syn- 
thetic top0 I1 inhibitors are the 9-anilinoacri- 
dines and the anthracenediones. The 9-anili- 
noacridine amsacrine evolved from work 
carried out by Cain and associates on anti-leu- 
kemic quinolinium-type agents (1441, which 
they suggested intercalated following initial 
minor groove binding of the remainder of the 
molecule (145). A series of acridinium analogs 

(e.g., 36) were more active (146), and later 
work showed that these compounds, with the 
larger chromophore, did intercalate DNA 
(147). The acridinium series proved unique in 
that unquarternized derivatives (e.g., 37) 
were also active, and a series of progressively 
simpler analogs led to the methanesulfon- 
amide (38) (148), which had superior water- 
solubility, stability, and biological activity. 
Further work, on the basis of a theory that 
high electron density at the 6'-position was 
favored (149), showed that a 3'-methoxy group 
greatly increased potency, resulting in amsa- 
crine (39; m-AMSA). Following detailed. mi- 
mal testing, the U.S. National Cancer Insti- 
tute initiated clinical trials in 1974 (150). 
Encouraging results in both leukemias and 
lymphomas (1501, with an apparent lack of 
cross-resistance to doxorubicin (1511, resulted 
in amsacrine becoming the first synthetic 
DNA intercalator to show clinical efficacy 
(152). 

The success of amsacrine led to a search for 
analogs with a broader spectrum of action. Be- 
cause the high pKa (8.02) of amsacrine was 
thought to play a part in limiting its distribu- 
tion, analogs with a lower pKa that still re- 
tained high DNA binding and had improved , 
aqueous solubility were sought. QSAR studies 
(153) suggested that the anilino side chain was 
close to optimal, and focused attention on the 

i 
4- and 5-positions as being the most suitable 
for modification. Carboxamide substituents 
were seen as favourable for lowering pKa, and 
several 4- and 3-carboxamides, including the 
4-methyl-5-methylcarboxamide (40; asula- 
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crine) were studied in detail (154). This proved 
the most active of a series evaluated for oral 
activity (155) was the best against both a hu- 
man solid tumor cell-line panel (156) and a 
wide range of murine solid tumors in uivo 
(157), and was selected for clinical trial. 

Mitoxantrone (41) was discovered through 
screening of industrial dye compounds (158). 

Both it and the des-hydroxy analog amet- 
antrone (42) showed broad-spectrum activity 
in animal tumor models (159), and mitox- 
antrone has become probably the most widely 
used synthetic DNA intercalating agent. 

3.3.2 Mechanism of Action and SAR. Drugs 
aimed at topoisomerases can work in one or 
both of two ways; by inhibiting the ability of 
the enzyme to relax DNA by preventing its 
initial cleavage function or by preventing reli- 
gation of the transient "cleavable complex" 
(stabilization of the cleavable complex), re- 
sultingin enhanced strand breaks. The second 
is the more cytotoxic process and is the mech- 
anism by which the majority of top0 inhibitors 
(or, more accurately, top0 poisons) work. 
Much of the early structure-activity relation- 
ship (SARI work on the DNA intercalator class 
of drugs focused around their interaction with 
DNA, delineating the requirements for suc- 
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cessful intercalation and tight binding (134). 
Early SAR studies for several classes of inter- 
calators showed positive relationships be- 
tween cytotoxic potency and strength of DNA 
binding (160, 161) and long residence times 
for the intercalators at individual DNA sites 
(162). However, the discovery that the pri- 
mary mode of cytotoxicity of these compounds 
was inhibition of top0 I1 through formation of 
a ternary drugPNNprotein complex (138, 
139) made it clear that drug design through 
modeling of DNA binding properties alone 
could be misleading. 

Amsacrine binds to DNA by reversible, en- 
thalpy-driven (163) intercalation of the acri- 
dine chromophore, with an association con- 
stant of 1.8 x lo5 M-' for calf thymus DNA in 
0.01 M salt (164). By analogy with the crystal 
structure determined for 9-aminoacridine 
binding to a dinucleotide (165), amsacrine was 
postulated to bind with the anilino ring lodged 
in the minor groove, with the 1'-substituent 
pointing tangentially away from the helix, and 
the possibility of it thus interacting with an- 
other (protein) macromolecule to form a ter- 
nary complex was noted (164). This conforma- 
tion was also supported by energy calculations 
(133,166). In the ternary cleavable complexes, 
DNA intercalation of the acridine occurs, and 
the anilino side-chain seems to specifically in- 
teract with the enzyme as well (167,168). 

Amsacrine causes comparable levels of cell 
killing in yeast transfected with either human 
top0 IIa or IIP, whereas etoposide, doxorubi- 
cin, and mitoxantrone produced higher de- 
grees of cell killing with top0 IIa (169). How- 
ever, the sensitivity of a panel of human breast 
cancer cell lines to amsacrine was shown to 
correlate better with the level of expression of 
the top0 IIa protein (although not with the 
level of top0 IIa mRNA) (1701, suggesting that 
the former is the most important mechanism 
of resistance to these top0 I1 inhibitors. A hu- 
man SCLC line (GLC4) with acquired resis- 
tance to amsacrine did not overexpress P-gly- 
coprotein, and it had an 82% decrease in 
topoIIP protein but no change in topoIIa pro- 
tein level (171). A classification of antitumor 
drugs by their top0 11-induced DNA cleavage 
activity and sequence preference placed amsa- 
crine in the class that enhanced the stabiliza- 
tion of cleavable complexes at a single major 

site, actingupstream of the DNA cleavage step 
through enhancement of cleavage (172). Am- 
sacrine seems unique among top0 I1 poisons in 
that its ability to trap both top0 IIa- and top0 
IIpinduced lesions is only modestly reduced 
in ATP-depleted cells; it is suggested that am- 
sacrine produces mainly prestrand passage 
DNA lesions, whereas other top0 I1 poisons 
only stabilize poststrand passage DNA lesions 
in intact cells (173). Studies with amsacrine 
and other top0 I1 poisons in HeLa (174) and 
AHH-1 human lymphoblastoid (175) cells sug- 
gest that these compounds can induce cell 
death by apoptosis. However, whereas amsa- 
crine induced apoptosis in wild-type SCLC 
cells, it did not do so in an amsacrinelcampto- 
thecin-resistant subline, and no significant 
difference in the expression of several genes 
(c-myc, bc12, c-jun, p53) involved in the apo- 
ptotic process was seen in either the parental 
and resistant cells after drug treatment. 
These data suggest that modulation in the ap- 
optotic pathway could be an additional mech- 
anism of resistance to amsacrine and other 
top0 I1 agents (176). 

Mitoxantrone also binds reversibly to DNA 
by intercalation (177), with an unwinding an- 
gle of 23", probably with the chromophore in- 
serted perpendicular to the base-pair axis with 
the side-chains lying in the major groove 
(178), although this has not been rigorously 
proven. Footprinting studies show the pre- 
ferred intercalation site for mitoxantrone to 
be 5'-(A/T)CG or 5'-(A/T)CA sites (179). Mi- 
toxantrone and the related ametantrone (42) 
bind tightly and about equally well to DNA 
with association constants of about 5 X lo6 
M-I at physiological salt concentrations (1801, 
but mitoxantrone has about fourfold slower 
dissociation kinetics (177,181). The higher cy- 
totoxicity of mitoxantrone compared with 
ametantrone correlated with its higher capac- 
ity to induce top0 11-mediated cleavable com- 
plexes, suggested because of greater stability 
of the ternary complex (182). However, 
whereas mitoxantrone showed a similar ca- 
pacity to amsacrine at inducing cleavable com- 
plexes, it is considerably more potent and able 
to induce much more long-lived blocks at the 
G2 stage of the cell cycle (183). It induces DNA 
fragmentation and activates caspases, demon- 
strating that the ultimate cytotoxic effect is 
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induction of apoptosis (184). Mitoxantrone is 
readily oxidized (for example by human my- 
eloperoxidase) to metabolites that covalently 
bind to DNA (185). It also, like the anthracy- 
clines, forms formaldehyde-induced adducts 
that function as virtual interstrand cross- 
links (186). Both of these properties may be 
relevant to its biological activity. However, as 
with many other intercalators, mitoxantro- 
ne's cytotoxicity is caused largely by inhibition 
of top0 11. 

3.3.3 Biological Activity and Side Effects. 
The clinical use of amsacrine is mainly in 
acute myeloid leukemia. Amsacrine/etoposide 
therapy with or without azacitidine in re- 
lapsed childhood acute myeloid leukemia was 
effective (34% complete responses), with aza- 
cytidine not improving response rates (187). 
Recent successful use in various adult leuke- 
mias has also been reported (188-190). Arnsa- 
crine has generally not been successful in the 
treatment of solid tumors, except for some re- 
sponses in head-and-neck cancer, where high- 
dose amsacrine was a toxic but very effective 
drug for first-line treatment (191), with a re- 
sponse rate of 65%. Whereas much less cardio- 
toxic than the anthracyclines, pre-exposure to 
amsacrine is a risk factor for cardiotoxicity af- 
ter anthracycline treatment for childhood can- 
cer (192). 

Asulacrine showed a similar mechanism of 
action to amsacrine, generating DNA protein 
cross-links and DNA breaks through inhibi- 
tion of top0 I1 (193, 194). In initial phase I1 
trials, some drug-induced remissions were 
seen in non-small-cell lung cancer and breast 
cancer but not in colorectal and gastric cancer 
(195, 196). A pilot study of a trial of oral ad- 
ministration has been reported (1971, but 
there are no reports of asulacrine being used 
clinically in combination therapy. 

Mitoxantrone is used in first-line therapy 
for acute myelocytic leukemia (AML) (1981, 
and along with cytosine arabinoside, is sug- 
gested as salvage therapy in AML and chronic 
myelocytic leukemia (CML) (199). In combina- 
tion with a steroid, it is the drug of choice for 
palliative treatment of hormone-resistant 
prostate cancer (200). It is also an effective 
treatment for secondary progressive multiple 
sclerosis, but the duration of treatment is lim- 

ited by cumulative cardiotoxicity (201). Again, 
whereas less cardiotoxic than the anthracy- 
clines, mitoxantrone has been shown to have 
cumulative cardiotoxic effects (202). Mitox- 
antrone is genotoxic in the in vitro micronu- 
cleus test and in mutation assays (203) and 
has been reported to induce secondary cancers 
after use in the treatment of breast cancer 
(204). Resistance to mitoxantrone can develop 
in a number of ways: by lower expression of 
top0 I1 (205), by expression of a top0 I1 with 
altered DNA cleavage activity (206), by de- 
creased drug uptake even in the absence of 
elevated levels of P-glycoprotein (207), and by 
inherent resistance to the induction of apopto- 
sis (208). Many cells develop multifactorial re- 
sistance to mitoxantrone (209). 

Topoisomerase inhibitors are also known 
to be tumorigenic, related to the formation of 
multiple DNA strand breaks. A frequent chro- 
mosomal translocation is at llq23, where the 
myeloid-lymphoid leukemia (MLL) gene is lo- 
cated (281, but other translocations are also 
seen. The onset of induction of AML is shorter 
than with alkylating agents, with the average 
around 2 years and an incidence of 2-12% 
(210). Anthracyclines, mitoxantrone, and epi- 
podophyllotoxins have all been shown to in- 
duce AML (2 11). 

3.3.4 Recent Developments: Compounds 
with Lower Cardiotoxicity. The development 
of analogs of mitoxantrone has been driven 
largely by the requirement for lower cardio- 
toxicity. Two broad classes of analogs can be 
distinguished, and much work has been done 
on both. The first are close analogs of mitox- 
antrone, where the tricyclic chromophore has 
been maintained and variations occur in the 
side-chains or the chromophore atoms. In a 
study of aza analogs, Krapcho and co-workers 
found that the positioning of the aza group 
was critical, with the Paza derivative (43; 
BBR 2778) being the most potent (212). This 
bound less tightly to DNA but induced top0 
11-mediated DNA cleavage (213). Preclinical 
studies showed (43) has a better therapeutic 
index and lower cardiotoxicity than mitox- 
antrone (214), and a phase I trial has been 
reported (215). 

The second broad class are tetracyclic com- 
pounds, primarily the imidazoacridinones and 
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the anthrapyrazoles. Showalter and col- 
leagues at Parke-Davis, in search of less car- 
diotoxic agents, developed these initially. 
They laid down the basic SAR, showing that 
activity was maximal with alkylamino side- 
chains at the N-2 and C-5 ~ositions with two to 

A 

three carbon spacers between proximal and 
distal nitrogens and showed they induced less 
oxygen consumption than doxorubicin in the 
rat liver microsomal system (216). These com- 
pounds bind very tightly to DNA by intercala- 
tion, with association constants around 2 x 
los M- l (217). They were highly active in mu- 
rine leukemias and a range of human tumor 
xenografts (2181, and three (44-46) were se- 
lected for preclinical evaluation (219). This 
early judgment was vindicated by the fact that 
all three of these later went forward to clinical 
trial. Teloxantrone (44) did receive a clinical 
trial (220) but has not been further reported 
on. However, losoxantrone (45) and pirox- 
antrone (46) have been more widely studied. 
Piroxantrone (46) showed some responses in 
phase I trials (221), but this was not borne out 
in phase I1 trials (222,223). Losoxantrone (45) 
showed classical top0 I1 inhibition (2241, and a 
number of phase I trials were conducted in 
which the dose limiting toxicity was leucope- 
nia; some non-cumulative cardiotoxicity was 
also seen (225). The major metabolites de- 
tected in humans resulted from oxidation of 
the hydroxymethylene side-chains to either 
mono- or dicarboxylic acid derivatives (226, 
227). A phase I1 trial in hormone-refractory 
metastatic prostate cancer showed improve- 
ment of clinical symptoms in one-third of pa- 
tients (2281, and the drug is reported to be 
currently in phase I11 development (227). 

Structure-activity studies on imidazo- 
acridinones (229) identified (47) (C-1311) as a 
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OH 0 NHR 

(44) X = OH, R = (CH&NHCH3 
(45) X = H, R = (CH2)2NH(CH2)20H 
(46) X = OH, R = (CH2)3NHz 

potential anticancer drug that intercalates 
DNA (230), inhibits the catalytic activity of 
top0 11, and has broad-spectrum solid tumor 
activity (231). It is reported to be in a phase I 
clinical trial (232). 

3.4 Dual Topo Ill1 Inhibitors 

3.4.1 History. The top0 I and top0 I1 en- 
zymes are expressed at different absolute lev- 
els in different cell types. Topo I1 levels are 
reported to be high in many breast and ovar- 
ian lines (2331, whereas top0 I levels are re- 
ported to be high in many colon cancer lines 
(234); the good clinical activity of camptoth- 
ecin analogs against colon tumors has been 
suggested because in part of this high level of 
top0 I expression (235). The time-course of ex- 
pression of top0 I and top0 I1 also differs mark- 
edly, with top0 I1 levels at their highest during 
S-phase, whereas levels of top0 I remain rela- 
tively constant through the cell cycle (236). 
Because expression of either enzyme seems to  
be sufficient to support cell division, the devel- 
opment of resistance to top0 I inhibitors is of- 
ten accompanied by a concomitant rise in the 
level of top0 I1 and vice versa (237,238). 
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Thus, one of the recent interests in top0 
inhibitors has been in agents capable of simul- 
taneous inhibition of both enzymes, although 
relatively few compounds have been reported 
as dual top0 1/11 inhibitors (239). The anthra- 
quinone saintopin (48) is a potent poison of 
both top0 I and top0 I1 (240) but has not been 
developed as a drug. The quaternary alkaloid 
nitidine (49) is reported (241) to be a dual poi- 
son, although more active against top0 I. The 
related quaternary salt NK 109 (50) is de- 
scribed as a top0 I1 poison, but etoposide-resis- 
tant lines with reduced top0 I1 levels are still 
sensitive (2421, suggesting a dual activity. 
Most work has been focused on the DNA in- 
tercalators DACA (51; XR-5000), intoplicine 
(52), and TAS 103 (53). 

intercalating agents (243) with well-defined 
structure-activity relationships for both chro- 
mophore and side-chain (244). The derived 
acridine-4-carboxamide analog (51) (DACA) 
also binds to DNA by intercalation and in- 
duces DNA cleavage in the presence of either 
top0 I or top0 I1 enzymes, being unaffected by 
either P-glycoprotein-mediated multidrug re- 
sistance or "atypical" multidrug resistant 
caused by low top0 I1 activity (245). DACA 
showed remarkable activity against multidrug 
resistant cells (246) and in vivo activity 
against the Lewis lung carcinoma (247), lead- 
ing to clinical evaluation. 

The DNA-intercalating (248) pyridoindole 
The 9-aminoacridine-4-carboxamides were 

first reported in 1984 as a new class of DNA- 
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intoplicine (52) is reported to also be a dual 
top0 ID1 poison (248, 249). Analogs of into- 
plicine that were only top0 I or top0 I1 poisons 
were less cytotoxic (248), suggesting the pos- 
sible use of a dual poisoning ability. Into- 
plicine showed activity in a variety of human 
tumor explants in a soft agar cloning assay 
(250) and in transplantable mouse tumors in 
vivo (251). Phase I trials of intoplicine have 
been conducted (252,2531, but phase I1 trials 
have not been reported. 

The indenoquinolone TAS-103 (53) is also 
reported to be a DNA-intercalating agent 
(254) and to enhance both top0 I- and top0 
11-mediated DNA cleavage in treated cells 
(255), but it is now considered that top0 I1 is 
the primary cellular target (256). TAS-103 
showed broad-spectrum activity against a 
number of cell lines, with no cross-resistance 
in cells with lower top0 I expression and only 
slight cross-resistance in those where top0 I1 
was down-regulated (257). A phase I clinical 
trial of TAS 103 recommended a dose of 130- 
160 mg/m2 for phase I1 trials (2581, but these 
have not yet been reported. 

3.4.2 Mechanism and SAR. There seems to 
be no clear structural features predisposing to 
dual top0 ID1 activity. Raman and CD studies 
of intoplicine analogs suggest that the dual 
poisoning abilities of intoplicine are a result of 
its ability to simultaneously form two types of 
DNA complexes: a "deep intercalation mode" 
responsible for top0 I-mediated cleavage and 
an "outside binding mode" responsible for 
top0 11-mediated cleavage (259). 

3.4.3 Biological Activity and Side Effects. 
The primary route of metabolism of DACA is 
oxidation at C-9 by aldehyde oxidase to give 
the acridone (54), although oxidative demeth- 
ylation of the side-chain dimethylamino group 
has also been observed (260). Pharmacological 
studies showed high binding to human al-acid 
glycoprotein, followed by albumin (261). In 
phase I clinical trials, the major urinary me- 
tabolite was the N-oxide (54), whereas the ma- 
jor plasma metabolites (262) were (54) and 
(55). The maximum tolerated dose in initial 
phase I trials was 750 mg/m2 using a 3-h infu- 
sion, with the dose-limiting toxicity being arm 
pain of unknown cause at the infusion site 

(263) (avoidable using a 5-day infusion). Phaa 
I trial reports for intoplicine noted hepatotox, 
icity rather than myelosuppression as the ma. 
jor dose-limiting toxicity (264). 

3.4.4 Recent Developments: bis Analogs as 
Dual Topo 1/11 Inhibitors. Because of the early 
SAR suggesting a positive correlation between 
cytotoxic potency and the strength of DNA 
binding and because bis-intercalation would 
theoretically greatly increase DNA binding, 
many dimeric compounds designed as bis-in- 
tercalators were evaluated as anticancer 
drugs (134, 265). However, the biological ac- 
tivities of these compounds were generally dis- 
appointing. The bis(acridine) (56) was consid- 
ered for clinical trial (266) but had significant 
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4 Antimetabolites 

CNS toxicity, and the bis(el1ipticine) analog 
ditercalinium (57) had unacceptable mito- 
chondrial toxicity (267). 

More recently, several series of dimers of 
more lipophilic chromophores have shown po- 
tent and broad-spectrum activity against a va- 
riety of human solid tumor cell lines, both in 
culture and as xenografts in nude mice. The 
bis(naphthalimide) analog DMP 840 (58) was 
curative in a variety of human solid tumor 
xenografts in nude mice (268). A series of bi- 
~(imidazoacridinones) (e.g., 59; WMC-26) 
showed highly selective cytotoxicity towards 
human colon carcinoma cells both in culture 
and in xenografts, although it seems that it is 
not a bis-intercalating agent (269). Several se- 
ries of bis analogs of tri- and polycyclic carbox- 
amides, including acridines (270) (e.g., 601, 
phenazines (271) (e.g., 61), and indenoquino- 
lines (272) (e.g., 62), are also potent cytotoxic 
agents and dual top0 1/11 inhibitors. SAR stud- 
ies of these compounds (270-273) show that 
both chromophore substitution and linker 
chain variations can significantly affect po- 
tency. The dicationic bis(phenazine) (63; 
XR5944) is of particular interest, with sub- 
nanomolar potency in a range of human cell 
lines (274) and active in multidrug-resistant 
cell lines in vitro and in vivo (275). 

4.1 Introduction 

The class of compounds known broadly as an- 
timetabolites interfere in varying ways with 

the synthesis of DNA. Along with the alkylat- 
ing agents, antimetabolites such as metho- 
trexate (65), Bfluorouracil (73), cytosine ar- 
abinoside (74), and 6-mercaptopurine (j6) 
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were some of the earliest drugs used in cancer 
chemotherapy. 

4.2 Clinical Use of Agents 

The most commonly used antimetabolites are 
listed in Table 2.3. These compounds are in- 
variably used in combination with other 
agents in multidrug therapy regimens. 

4.3 Antifolates 

4.3.1 History. Antifolates interfere at var- 
ious points in the process (folic acid metabo- 
lism) that provides the one-carbon unit 
required to convert deoxyuridine monophos- 
phate to thymidylic acid for synthesis of the 
pyrimidines (Fig. 2.7). They are also key inter- 
mediates in the glycinanide ribonucleotide 
(GAR)-formyltransferase- and aminoimida- 
zole carboxamide ribonucleotide (AICR)- 

formyltransferase-mediated construction of 
the purines (276). The first antifolate used 
clinically was aminopterin (64) and was rap- 
idly followed by methotrexate (65), which was 
registered for clinical use in 1953. These "clas- 
sical" (glutamate-containing) antifolates bind 
tightly to the enzyme dihydrofolate reductase 
(DHFR; Fig. 2.7). Methotrexate has been very 
widely used and has been extensively reviewed 
(277,278). A more recent classical antifolate is 
the 10-ethyl analog edatrexate (66). This was 
developed following observations that 1-alkyl 
analogs showed better relative uptake into tu- 
mor tissue, and edatrexate shows enhanced 
uptake, retention, and polyglutamate forma- 
tion in tumor cells (279). Whereas edatrexate 
binds to DHFR similarly to methotrexate, it 
showed better activity in animal tumor models 
(280), including models resistant to metho- 
trexate (281). Resistance to methotrexate 
arises in several ways, the most important of 
which are elevation of DHFR levels and low- 
ering of both folate transport and polyglu- 
tamylation activities (282). 

The enzyme thymidylate synthase (TS) is 
also intimately involved in folate metabolism, 
catalyzing the reductive methylation of de- 
oxyuridine monophosphate (dUMP) to thymi- 
dylate (dTMP), a reaction in which N5,N10- 
methylenetetrahydrofolate is a cofactor .(Fig. 
2.7). Whereas the pyrimidine-binding site on 

Table 2.3 Antimetabolites Used in Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 

Folic acid analogs 
methotrexate (65) 
edatrexate (66) 
raltitrexed (68) 
permetrexed (69) 
trimetrexate (70) 
piritrexim (71) 
nolatrexted (72) 

Pyrimidine analogs 
5-fluorouracil(73) 
cytosine arabinoside (74) 
gemcitabine (75) 

Purine analogs 
6-mercaptopurine (76) 
6-thioguanine (77) 
fludarabine (78) 
2'-deoxycoformycin (79) 
2-chloro-2'deoxyadenosine 

Burroughs-Wellcome 
Glaxo-Wellcome 

Supergen Inc 
Bedford Laboratories 

folate analog 
folate analog 

Tomudex Lilly 

NeuTrexin US BioScience 
Burroughs-Wellcome 

Thymitaq Zarix 

Adrucil Roche pyrimidine 
Cytosar Pharmacia & Upjohn pyrimidine 
Gemzar Lilly pyrimidine 

Purinethol 
Lanvis 
Fludara Berlex Laboratories purine 
Pentostatin 
Cladribine 
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(H0)2(O)PO H 

dihydrofolic acid 

dTMP 

OH 
H 

H 

,'\ tetrahydrofolic acid 

\ K,.N7N'] I".1 hydroxymethyl 

HN transferase 
I 

H 

N5,N'O-methylene- 
tetrahydrofolic acid 

Figure 2.7. Folate biosynthesis. 

( 6 4 ) R = H , X = N  
(65) R  = CH3, X  = N  
(66) R = Et, X  = CH 

the Ts enzyme has been a major target for 
anticancer drugs such as 5-fluorouracil (see 
Section 4.4), it also has a folate-binding site 
that has been a target for drug development. 
Methotrexate itself binds weakly to this site, 
and can exercise cytotoxicity through TS inhi- 
bition in cells that highly overexpress DHFR 
(283). The design of highly specific inhibitors 
of the folate binding site of TS led initially to 
the quinazoline derivative CB 3717 (67) (284, 
285). This proved to be a tight-binding inhibi- 

tor of TS (Ki 4.5 nM), with 10-fold selectivity 
over DHFR, with the ability to undergo poly- 
glutamylation in cells to metabolites that are 
more potent and more selective for TS over 
DHFR (286). CB 3717 showed some activity in 
a number of phase 1/11 clinical trials, but se- 
vere nephrotoxicity, caused probably by pre- 
cipitation of drug in the kidneys (287), led to 
its withdrawal (288). 

Raltitrexed (68; tomudex) is another "clas- 
sical" folic acid derivative that exerts its ther- 
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apeutic effect through by inhibition of the fo- 
late site of TS (289). It is polyglutamylated in 
cells into metabolites that are more potent in- 
hibitors of TS than the parent drug and are 
retained in cells. Raltitrexed showed activity 
in a number of tumor types in phase ID1 trials, 
but a major use may be in colon cancer. Here it 
shows activity similar to 5-fluorouracil (re- 
sponse rates of 14-19%) but with lesser toxic- 
ity (290), although the results of a recent 
phase IIDII trial question this (291). 

4.3.2 Mechanism and SAR. Methotrexate 
(65), introduced in 1953, and the related ami- 
nopterin (64) bind to DHFR, preventing 
transfer of the one-carbon unit from dihydro- 
folic acid to methylenetetrahydrofolic acid and 
ultimately to thymidine (Fig. 2.7). Methotrex- 
ate is taken into cells by the folate transporter 
and converted in cells to active polyglutamate 
metabolites by folylpolyglutamate synthase 
(297); this also has the effect of trapping the 
drug in cells (279). A large amount of work has 

Permetrexed (69; MTA) also has TS as a 
major target, with DHFR and glycinamide 
ribonucleotide formyltransferase (GARFT) 
being important secondary sites of action 
(292). Permetrexed is an excellent substrate 
for FPGS, and it and its polyglutamylated 
metabolites are potent inhibitors for all of 
the above enzymes (293). Permetrexed per- 
formed well in the human tumor-cloning as- 
say against colorectal (32% of cell lines in- 
hibited) and non-small-cell lung cancer (25% 
of cell lines inhibited) (294). It showed broad 
antitumor activity in phase I1 trials with 
breast, colon, pancreatic, bladder, head-and- 
neck, and cervical carcinomas, and non- 
small-cell lung cancer, both as a single agent 
and in combination with agents such as gem- 
citabine and cisplatin, and it is in phase I11 
evaluation (295, 296). 

been done to delineate the SAR for 2,4-diamin- 
opteridines binding to DHFR, but no clinical 
successor to methotrexate as a DHFR inhibi- 
tor has yet been found among the "classical" 
antifolates (2871, although edatrexate (66) is 
still in development. Because there is also a 
folate site on TS, these compounds have some 
level of binding to this as well. CB 3717 and 
raltitrexed were designed specifically to target 
TS rather than DHFR, whereas permetrexed 
is closer to a general folate pathway inhibitor. 

4.3.3 Biological Activity and Side Effects. 
Methotrexate has broad-spectrum clinical ac- 
tivity and is still the most widely used antifo- 
late, despite high myelosupressive activity and 
frequent development of resistance by various 
mechanisms. The newer antifolates have 
broadly similar toxicity profiles. 
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4 Antimetabolites 

4.3.4 Recent Developments: Lipophilic An- 
tifolates. These compounds were designed to 
circumvent resistance to methotrexate that 
arises by reduced folate uptake or reduced 
polyglutamylation. They are relatively li- 
pophilic compounds, lacking a glutamate resi- 
due, that get into cells by passive diffusion. 
The first examples to receive clinical evalua- 
tion were trimetrexate (70) and piritrexim 
(71). Trimetrexate was superior to metho- 
trexate in animal models, with activity in 
methotrexate-resistant lines (298) but (unlike 
methotrexate) is susceptible to P-glycopro- 
tein-mediated multidrug resistance (299). 
Trimetrexate (70) has had extensive clinical 
trials and has shown activity in a number of 
tumors, including breast, non-small-cell lung, 
head-and-neck, and prostate (300), and partic- 
ularly in colon cancer in conjunction with 
5-fluorouracil/leucovorin (301). Piritrexim 
(71) was chosen for development from a range 
of lipid-soluble diaminoheterocyclic com- 
pounds on the basis of potent DHFR in- 
hibition and minimal effects on histamine me- 
tabolism (302). Piritrexim is about 75% bio- 
available when given orally (303), and in phase 
I1 trials showed some activity using oral dos- 
ing in bladder cancer (304). It is also more 
effective than methotrexate in severe psoria- 
sis, because its lack of polyglutamylated me- 
tabolites makes it less hepatotoxic in long- 
term dosing (305). 

Nolatrexed (72; thymitaq) is a lipophilic fo- 
late analog designed as a TS inhibitor, using 
structure-based methods to maximize binding 
at the folate site (306). It is a potent (Ki 11 
nM), non-competitive inhibitor of human TS, 
with modest growth-inhibitory effects (IC,,s 
0.4-7 phi) against a wide variety of murine 
and human cell lines. Nolatrexed does not en- 
ter cells by the reduced folate carrier, is  not 
polyglutamylated, and does not inhibit DHFR. 
The activity of the drug is abrogated by thymi- 
dine (but not hypoxanthine), and TS over- 
expressing cells are strongly resistant, demon- 
strating that the primary target is TS (307). 
Oral bioavailability in rats was 30-50%, and 
oral nolatrexed showed curative activity 
against both IP- and IM-implanted thymidine 
kinase-deficient murine L5178YITK-lympho- 
mas (306). Combinations of nolatrexed and 
cisplatin showed synergistic activity in both 
5-FU- and cisplatin-resistant ovariant and co- 
lon cancer cells (306). Modest effects were 
seen in phase I1 trials of nolatrexed in ad- 
vanced hepatocellular carcinoma (3071, and 
phase I combination studies with paclitaxel 
are ongoing (310). 

4.4 Pyrimidine Analogs 

4.4.1 History. The pyrimidine analogs 
5-fluorouracil (73) and cytosine arabinoside 
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74; ara-C, cytosar) were developed from a 
knowledge of DNA metabolism (2) and were 
registered for clinical use in 1962 and 1969, 
respectively. A huge amount of work has gone 
into developing further analogs, and this has 
recently begun to pay off with the more recent 
introduction of gemcitabine (75; gemzar). 

4.4.2 Mechanism and SAR. The mecha- 
nisms by which 5-fluorouracil (73) exerts its 
cytotoxicity have been extensively reported 
(311,312). It is converted in cells to the mono- 
phosphate 5-FdUMP, which binds initially re- 
versibly at the dUMP site of the enzyme thy- 
midylate synthetase (Fig. 2.7). This is followed 
by Michael-type attack of an SH group on the 

N5,N10-methylenetetrahydrofolate to form a 
covalent drug-enzyme-cofactor ternary com- 
plex (Fig. 2.8). Because the fluorine cannot be 
displaced, as with the natural (non-fluorinat- 
ed) substrates, this results in permanent poi- 
soning of the enzyme with 1:l  stoichiometry. 
5-Fluorouracil is also converted into the 
triphosphate BFdUTP, which is incorporated 
into both RNA and DNA. 

The mechanism of action of cytosine arabi- 
noside (74) has been well reviewed (313). It 
acts primarily as a chain terminator during 
the elongation phase of DNA synthesis, incor- 
porating into the growing chain and prevent- 
ing the action of DNA polymerases (314). 
Gemcitabine also acts primarily as a chain ter- 
minator, but has additional effects, through 
rapid phosphorylation by deoxycytidine ki- 
nase to di- and tri-phosphate metabolites. The 
diphosphate inhibits ribonucleotide reductase 
(RR), the enzyme responsible for producing 
the deoxynucleotides required for DNA syn- 
thesis and repair, and the subsequent deple- 
tion of cellular deoxynucleotides favors &m- 
citabine triphosphate incorporation into DNA 
over the normal dCTP, in a "self-potentiating" 
mechanism (315). Incorporation of gemcitab- 
ine into the elongating DNA strand results in 
the halting of DNA polymerases after the ad- 
dition of one more additional deoxynucleotide, . 

in a "masked chain termination" event that 
seems to lock the drug into DNA, preventing 
proof-reading exonucleases from removing it. 
Gemcitabine is synergistic with cisplatin be- 
cause of the triphosphate preventing chain 
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A A  HOlo,J I-, synthetase 

Figure 2.8. Mechanism of 5-fluorouracil inhibition of thymidylate synthetase. 

elongation during the DNA resynthesis pro- 
cess after nucleotide excision repair of the le- 
sions (316). The mechanism of RR inhibition 
by gemcitabine has been studied in E. coli and 
seems to be different to that of other 2'-substi- 
tuted nucleotide inhibitors, involving inacti- 
vation of the R1 subunit (317), and overex- 
pression of RR is a resistance mechanism for 
gemcitabine (318). It is also an effective radi- 
ation sensitizer, probably through depletion of 
dATP pools in cells (319) and can increase cel- 
lular apoptosis in irradiated cells (320). 

4.4.3 Biological Activity and Side Effects. 
Both 5-fluorouracil and cytosine arabinoside 
remain widely used in combination cancer 
chemotherapy. 5-Fluorouracil is one of the 
most effective drugs against colon cancer 
(311). Cytosine arabinoside is effective in leu- 
kemias and lymphomas but has a very short 
half-life (ca. 12 min in man), because of catab- 
olism by cytidine deaminase (3211, and vari- 
ous non-specific prodrug forms are used (322). 
Gemcitabine was shown in phase I trials to be 
active in a number of cancers, especially in 
non-small-cell lung cancer, where it showed 
>20% responses as a single agent and up to 
54% in combination with cisplatin (323). In 
phase I1 trials, it has proved active in a wide 
range of tumors, including non-small-cell lung 
cancer (>60% responses in combination with 
cisplatin) (324), urothelial(22-28% responses 
as monotherapy, 42-66% in combination with 

cisplatin) (325), advanced breast cancer 
(25.0% responses as monotherapy) (3261, and 
metastatic bladder cancer 42-66% responses 
in combination with cisplatin) (327). The main 
adverse effects were hematological but were 
generally mild. A number of large phase I11 
trials are in progress. 

4.5 Purine Analogs 

4.5.1 History. The purine analogs 6-mer- 
captopurine (76) and 6-thioguanine (77) were 
among the first anticancer drugs to be used, 
registered in 1953 and 1966, respectively. 
Later, the purine nucleoside analogs fludara- 
bine (78) and pentostatin (79; 2'-deoxycofor- 
mycin) were registered in 1991, and cladribine 
(80; 2-chloro-2'-deoxyadenosine) was regis- 
tered in 1992. 

4.5.2 Mechanism and SAR. Cytosine arabi- 
noside, fludarabine, and cladribine are taken 
into cells through a specific nucleoside trans- 
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porter protein and are phosphorylated to the 
mono-, di-, and triphosphates, with the first 
phosphorylation mainly by deoxycytidine ki- 
nase (328). The active triphosphate deriva- 
tives are incorporated into DNA, blocking 
polymerase function and thus DNA synthesis. 
Cladribine is resistant to degradation by aden- 
osine deaminase (329) and induces apoptosis 

in leukemia cell lines through the FasIFas 
ligand pathway (330). It also interrupts 
deoxyadenosine metabolism, blocking both 
phosphorylation and deamination (329). Pen- 
tostatin is also converted to the triphosphate 
and incorporated into DNA, where it blocks 
polymerase function (331) but is also an ex- 
tremely potent inhibitor of adenosine deami- 
nase (K, 2.5 X 1012M-1) (332). 

4.5.3 Biological Activity and Side Effects. 
These three adenosine analogs, which are cy- 
totoxic to both dividing and resting lympho- 
cytes, have revolutionized the treatment of in- 
dolent lymphoid malignancies such as chronic 
lymphocytic leukemia, non-Hodgkin's lym- 
phoma, cutaneous T cell lymphoma, and hairy 
cell leukemia. Both fludarabine and cladribine 
showed similar good response rates, but were 
cross-resistant, in refractory non-Hodgkin's 
lymphoma (333). Cladribine is active in hairly 
cell leukemia (>80% complete responses) 
(334), non-Hodgkin's lymphoma (89% re- 
sponses) (3351, refractory chronic lymphocytic 
leukemia (44% responses) (336), untreated 
chronic lymphocytic leukemia (85% response 
rate) (337), and cutaneous T-cell lymphomas 
(28% responses) (338), but it showed little ac- 
tivity in solid tumors. 

5 TUMOR-ACTIVATED PRODRUCS 

5.1 Introduction 

As noted above, the majority of clinically used 
anticancer drugs are systemic anti-prolifera- 
tive agents (cytotoxins). These kill cells by a 
variety of mechanisms primarily by attacking 
their DNA at some level (synthesis, replica- 
tion, or processing). However, a large part of 
their selectivity for cancer cells is based on 
cytokinetics, in that they (to varying extents) 
are preferentially toxic to cycling cells. For 
this reason, their therapeutic efficacy is lim- 
ited by the damage they also cause to prolifer- 
ating normal cells such as those in the bone 
marrow and gut epithelia. This is especially 
true in the treatment of solid tumors, where 
cell doubling times may be very long. Whereas 
efforts to physically target cytotoxins to tumor 
tissue has not been very successful, the devel- 
opment of relatively nontoxic prodrug forms 
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Table 2.4 Tumor-Activated Prodrugs in Clinical Trial for Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 

Hypoxia-activated prodrugs 
tirapazamine (82) 
AQ4N (84) 
porfiromycin (86) 

ADEPT prodrugs 
ZD 2767P (93) 

GDEPT prodrugs 
ganciclovir (99) 
CB 1954 (102) 

Antibody-toxin conjugates 
SGN-15 (104) 
Gemtuzumab ozogamycin 

(105) 
SB 408075 (106) 
KM231-DU257 (107) 

Tirazone Sanofi benzotriazine-di-N-oxide 
British Technology Group aliphatic N-oxide 
Vion aziridinylquinone 

AstraZeneca aromatic mustard 

Cytovene Hoffmann LaRoche 
Cobra Therapeutics dinitrophenylaziridine 

Seattle Genetics antibodyldoxorubicin 

Mylotarg Wyeth-Ayerst antibody-enediyne 
Immunogen antibodylmaytansinoid 
Kyowa Hakko antibodylcyclopropylindole 

of cytotoxins, which can be selectively acti- 
vated in tumor tissue, is beginning to achieve 
some success, and in the future, may become a 
major strategy. 

Prodrugs can be defined broadly as agents 
that are transformed after administration, ei- 
ther by metabolism or by spontaneous chemi- 
cal breakdown, to form a pharmacologically 
active species. Strictly speaking, agents such 
as cyclophosphamide (4) are prodrugs, but 
these undergo non-specific activation in all tis- 
sues. Of more interest are tumor-activated 
prodrugs that exploit various aspects of tumor 
physiology and other techniques to become se- 
lectively activated in tumor tissue to toxic spe- 
cies. The multiple criteria required of a tumor- 
activated prodmg has meant that these 
compounds, whereas sometimes using natural 
products such as doxorubicin as the toxins, are 
primarily synthetic agents. Most tumor-acti- 
vated prodrugs fall under one of four catego- 
ries: hypoxia-selective prodrugs (bioreduc- 
tives), prodrugs for antibody-directed enzyme- 
prodrug therapy (ADEPT prodrugs), prodrugs 
for gene-directed enzyme-prodrug therapy 
(GDEPT prodrugs), and antibody-toxin conju- 
gates (armed antibodies). 

5.2 Clinical Use of Tumor-Activated 
Prodrugs 

Because interest in tumor-activated prodrugs 
is relatively recent, only the hypoxia-selective 
agent tirapazamine has had extensive clinical 

use, and even this is still in development, al- 
though it looks likely to become the first clin- 
ically useful hypoxia-selective drug (339). The 
limited clinical experience with these various 
drugs is discussed below, in each subclass (Ta- 
ble 2.4). 

5.3 Hypoxia-Activated Prodrugs 
(Bioreductives) 

5.3.1 History. The imperfect neovascular- 
ization that develops in growing solid tumors 
results in limited and inefficient blood vessel 
networks and restricted and often chaotic 
blood flow (340). This generates chronic or dif- 
fusion hypoxia, where cells sufficiently distant 
from the nearest blood capillary are hypoxic 
for long periods, caused by the steep diffusion 
gradient of oxygen in tissue. The high and 
variable interstitial pressures caused by the 
growing tumor (341) can also result in tran- 
sient or perfusion hypoxia, resulting from the 
temporary shut down of blood vessels placing 
sections of tissue under hypoxia for shorter 
periods (342). Because severe hypoxia is a 
common and unique property of cells in solid 
tumors, it is thus an important potential 
mechanism for the tumor-specific activation 
of prodrugs. This concept grew initially out of 
the development of radiosensitizers, drugs de- 
signed to take the place of oxygen in hypoxic 
tissue by oxidatively "fixing" the initial DNA 
radicals formed by ionizing radiation to gener- 



reductase 

Prodrug Oi- O2 Prodrug 
two-electron one-electron 

adduct adduct 

Diffusible cytotoxic species 

Figure 2.9. Hypoxia-activated prodrugs. 

ate cytotoxic strand breaks (343). Such com- 
pounds tended to be easily reduced electron- 
deficient species such as misonidazole (81). In 
addition to their radiosensitizing properties as 
"oxygen-mimetics," many of these compounds 
were also found to have modestly higher levels 
(ca. 10-fold) of cytotoxicity in hypoxic compare 
with oxygenated cells in culture (344). THe 
mechanism of such hypoxia-selective cytotox- 
icity is the ability of the prodrug to the metab- 
olized by reductive enzymes such as cyto- 
chrome P450 reductase and xanthine oxidase 
(345) to a transient one-electron intermediate. 
In normal oxygenated tissue, this is efficiently 
back-oxidized by molecular oxygen to the par- 
ent compound, but in hypoxic cells, it is fur- 
ther metabolized or spontaneously breaks 
down to more cytotoxic species (346) (Fig. 2.9). 

The most well-studied hypoxia-activated 
prodrug is the synthetic agent tirapazamine 
(82; 3-aminobenzotriazone-1,4-di-N-oxide). 
This drug was originally evaluated as an anti- 
microbial agent (347) but was discovered to 
have hypoxia-selective cytotoxicity in a 
screening program. It is now in widespread 
phase I11 studies (348) and may become the 
first clinically useful hypoxia-selective drug 
(339). 

(82) 

Alivhatic N-oxides of DNA-bindine aeents I 
U "  

have also been explored as synthetic hypoxia- 
selective prodrugs. This was first demon- 
strated by the drug nitracrine-N-oxide (83). 
This is much more hypoxia-selective (>1000- 
fold in cell culture) (349) than the free arnine 1 
itself, which also shows moderate hypoxic se- 
lectivity through reductive activation of the 
nitro group (350, 351). The most advanced 
drug of this type in development is the bis-N- 
oxide AQ4N (84) (352), which is due to begin - 
phase I clinical trials shortly. 

The natural product and widely used clini- 
cal agent mitomycin C (85) shows modest hy- 
poxic selectivity (3531, but this is not the main 
basis of its usefulness. However, its analog 
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porfiromycin (86) does show greater selectiv- 
ity (3541, and it has been developed primarily 
as a hypoxia-activated prodrug, to the extent 
of phase I clinical trials for head- and neck- 
cancer in combination with radiotherapy 
(355). 

5.3.2 Mechanism and SAR. The classes of 
hypoxia-activated prodrugs discussed above 
work by a variety of different mechanisms. Ti- 
rapazamine (82) was found to undergo enzy- 
mic one-electron reduction to a transient oxi- 
dizing nitroxyl (356) or carbon-centered 
radical and ultimately to the two-electron 
mono-N-oxide reduction product (Fig. 2.10). 
The transient radicals were shown to cause 
breaks at the C-4' ribose site of DNA, followed 
by the oxidation of these by oxygen or other 
oxidants (including tirapazamine itself) (3571, 
through formation of a covalent adduct at the 
N-oxide oxygen. The main reducing enzymes 
responsible for the hypoxia-selective cytotoxic 
metabolism of tirapazamine are cytochrome 
P450 and cytochrome P450 reductase (3451, 

although it is also reduced under hypoxia by 
aldehyde oxidase, xanthine oxidase (358), and 
nitric oxide synthase (359). A critical feature is 
that tirapazamine, although only forming a 
monofunctional radical, generates a high pro- 
portion of double-strand DNA breaks. This is 
suggested to be caused by high local radical 
concentrations generated by an undefined in- 
tranuclear reductase associated with DNA 
(339). 

The aliphatic tertiary amine N-oxides of 
the bis-bioreductive prodrug AQ4N (84) are 
also reduced (to the free mines) largely by the 
CYP3A isozyme of nicotinamide adenine dinu- 
cleotide phosphate (NADPH):cytochrome C 
(P-450) reductase (360). Although this in not a 
one-electron process, it is still oxygen-inhib- 
ited, with a direct competition between oxygen 
and the drug at the enzyme site. Regeneration 
of the cationic side-chains of (84) allows tight 
binding to DNA and an ability to function as a 
top0 I1 poison, similarly to the closely related 
drug mitoxantrone (41) (361). AQ4N is not 
significantly active as a single agent in most 
murine solid tumors in vivo, but it potentiates 
the effects of radiation therapy (which kills 
the oxygenated tumor cells) in a dose-depen- 
dent manner (362). Increased efficacy was also 
seen with combinations of AQ4N and cyclo- 
phosphamide in murine tumor models (363). 
AQ4N is due to begin phase I clinical trials 
shortly. This approach seems quite general, 
with compounds like DACA N-oxide (87) also 
showing significant hypoxic selectivity in cell 
culture (364). Nitracrine N-oxide (83) is an 

Figure 2.10. Metabolism of tirapazamine. 
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quinone semiquinone 
radical anion 

OH 

Figure 2.11. Bioreductive metab- hYdroquinone 
olism of quinones. 

interesting example of another bis-bioreduc- 
tive prodrug with two different reductive cen- 
ters (nitro and N-oxide). Both centers need to 
be reduced for full activation, with the N-oxide 
demasking needing to occur before nitro re- 
duction (365). Whereas (83) has exceptional 
hypoxic selectivity (>1000-fold) in cell culture 
(349), it shows little activity in viuo against the 
hypoxic subfraction of cells in KHT tumors 
(366) because of rapid metabolism. Attempted 
modulation of this by either lowering the re- 
duction potential of the nitro group (366) or 
changing the steric environment of the N-ox- 
ide (367) was not useful. 

Mitomycin C (85) and porfiromycin (86) 
are quinones that readily undergo one-elec- 
tron reduction, primarily by NADPH:cyto- 
chrome C (P-450) reductase (3681, to the cor- 
responding semiquinone radical anion that is 
capable of back-oxidation by molecular oxygen 
(Fig. 2.11). Following this, mitomycin C un- 
dergoes a well-documented fragmentation to 
DNA cross-linking agents that form guanine- 
guanine crosslinks in the major groove (369). 
One potential drawback to quinone-based 
compounds as hypoxia-activated prodrugs is 
that they are also often good substrates for 
two-electron reductases, particularly DT di- 
aphorase (DTD; NQO1; NAD(P)H:quinone- 
acceptor oxidoreductase) (370). 

5.3.3 Biological Activity and Side Effects. . 
Tirapazamine shows high selective toxicity 
(100- to 200-fold) toward hypoxic cells in cul- 
ture, but its diffusion through tissue is limited 
by its ready metabolism to the (non-diffusible) 
radical species (371). Tirapazamine has an 
ability to kill cells over a much wider range of 
oxygen concentrations (as high as 2% 0,) 
(372) than most other hypoxia-selective cyto- 
toxins, so that its activation is not restricted to 
completely anoxic tissues (373). In animal 
studies, tirapazamine enhanced the effect of 
both single-dose (374) and fractionated (375) 
radiation. Combinations of tirapazamine with 
both cisplatin (376), cyclophosphamide (377), 
and other cytotoxic agents, including etopo- 
side, bleomycin, and paclitaxel (378, 379) 
showed additive or greater than additive ef- 
fects on both tumor cell killing and tumor 
growth delay. Combinations with the blood 
flow inhibitor 5,6-dimethyl-xanthenone-y-ace- 
tic acid (DMXAA) showed marked increases in 
activity in a variety of tumor models (380). 
Tirapazamine has had extensive clinical trials 
in head-and-neck cancer in conjunction with 
radiation (to kill oxygenated cells) (381) with 
encouraging results (382). Combinations with 
cisplatin (7) are also promising, the tira- 
pazamine enhancing its effects, probably by 
delaying the repair of cisplatin-induced DNA 
cross-links in hypoxic cells (376). This has re- 
sulted in superior response rates compared 
with cisplatin alone in cervical cancer (3831, 
mesothelioma (3841, malignant melanoma 
(385), and particularly non-small-cell lung 
cancer (386). Clinical toxicities of tira- 
pazamine include ototoxicity and muscle 
cramping (387). A laboratory study showed 
that tirapazamine caused time- and dose-de- 
pendent retinal damage in mice (388), but this 
does not seem to be a clinical issue. 
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Related quinoxalinecarbonitrile-14-di-N- 
oxides (e.g., 88), where the 2-nitrogen in the 
benzotriazine unit of tirapazamine is replaced 
with a C--CN unit, are also potent and highly 
selective hypoxia-selective drugs (389). Struc- 
ture-activity studies with these compounds 
show that hypoxic selectivity is retained when 
H or NHR replaces the 3-amino group. 

5.4 Prodrugs for ADEPT 

5.4.1 History. Antibody-directed enzyme- 
prodrug therapy (ADEPT) is an adaption of 
the earlier concept (390, 391) of immunotox- 
ins. The difference is that instead of the toxin 
being attached to the antibody for localization 
on tumors, an enzyme (usually non-human) is 
attached and thus localized instead (392,393) 
(Fig. 2.12). A prodrug that can be activated 
efficiently and selectively by the enzyme is 
then administered and is catalytically acti- 
vated by the localized enzyme only in the vi- 
cinity of the tumor cells. The advantage of us- 
ing non-human enzymes is the enhanced 
ability to find prodrugs that can be selectively 
activated. ADEPT shares with the original im- 
munotoxin concept the problems of limited ac- 
cess of the (large) antibody-enzyme conjugate 
to tumors and the usually heterogeneous ex- 
pression of the target antigen on tumor cells. 
However, provided the released cytotoxin has 
the appropriate properties (high potency and 
an efficient bystander effect) it can ameliorate 
these problems by diffusing from the cells 
where it is generated to enter and kill sur- 
rounding tumor cells that may not possess 
prodrug activating ability. A further increase 
in efficacy can be achieved if the prodrug is 
designed to be excluded from cells until it is 
activated (394). 

exogenous catalytic 
conversion 

CYTOTOXIN -r 

Figure 2.12. Antibody-directed enzyme-prodrug 
therapy (ADEPT). 

5.4.2 Mechanism and SAR. The specific 
mechanism of action depends on the type of 
enzyme used to activate the prodrug. Particu- 
lar requirements of the prodrug include being 
a selective and efficient substrate for the en- 
zyme used. General requirements are an abil- 
ity to be excluded from cells (usually achieved 
by high hydrophilicity and/or possession of a 
negative charge) until activation and the capa- 
bility to then release a potent and diffusible 
toxin with a substantial bystander effect. 

5.4.2.1 Prodrugs for Phosphatase Enzymes. 
Phosphates have been employed as ADEPT 
prodrugs because both aromatic (e.g., 89; eto- 
poside phosphate) (395) and aliphatic (e.g., 90; 
mitomycin phosphate) (396) examples are ef- 
ficiently cleaved by alkaline phosphatases and 
are substantially cell-excluded. However, it 
proved difficult to achieve selectivity because 
there is an abundance of such phosphatase en- 
zymes in human serum and other tissues, and 
phosphates are primarily now used directly as 
non-specific prodrugs; the antivascular agent 
(91) (combretastatin phosphate) is an exam- 
ple (397). 

5.4.2.2 Prodrugs for Peptidase Enzymes. 
Glutamate-type prodrugs of mustards (e.g., 
92, 93) are effectively excluded from cells by 
the diacid side-chain and can be cleaved by the 
Pseudomonas-derived enzyme carboxypepti- 
dase G2 (398). Cleavage of the amide or car- 
bamate releases more lipophilic agent that is 
also activated by electron release through the 
aromatic ring to the mustard. The amide (92) 
(CMDA) was the first ADEPT prodrug evalu- 
ated clinically (399), and the carbamate pro- 
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drug (93) (ZD 27671, releasing a more cyto- 
toxic phenol iodomustard, is currently in 
phase I clinical trial (400). 

5.4.2.3 Prodrugs for P-Lactamase Enzymes. 
These enzymes from Enterobacter species can 
selectively hydrolyze the four-membered 
p-lactam ring of penicillins and cephalospo- 
rins and have been used in a variety of pro- 
drugs (401). Hydrolysis is followed by sponta- 
neous fragmentation of the carbamate side- 
chain and the release of a variety of toxic 
arnines (Fig. 2.13). Carbolry and sulfoxide 
groups on the cephem nucleus assist with cell 
exclusion. Several nitrogen mustard prodrugs 

for p-lactamase have been evaluated. The 
cephem analog (94) affected cures in mice 
bearing xenografts of human melanoma cells 
if given subsequent to treatment with 96.5/bL, 
a mAblp-lactamase conjugate that binds to 
specific surface antigens on these cells (402). A 5 
cephem derivative of doxorubicin (95) showed k 
higher intratumoral levels of doxorubicin af- (Gu 
ter treatment with the conjugate than with 1~ 
doxorubicin alone (403). However, the differ- hum 
ential cytotoxicities between drug and Dro- - - - ADE 
drug in this approach are only moderate, and ~ m b  
no such prodrugs have yet proceeded to clini- tend1 
cal trial. (405; 
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j3-lactamase C02H 0 C02H 
enzyme 

Figure 2.13. Fragmentation of P-ladarnase prodrugs. 

5.4.2.4 Prodrugs for Glucuronidase Enzymes. 
Because serum levels of p-glucuronidase 
(GUS) are very low (they are largely confined 
to lysozymes in cells), it is possible to use the 
human version as an activating enzyme in 
ADEPT, avoiding potential immunogenicity 
problems (404). Work with this enzyme has 
tended to focus on anthracycline effectors 
(405). The epirubicin 0-glucuronide prodrug 

(96) was 100- to 1000-fold less cytotoxic than 
epirubicin itself in vitro (4061, but pretreat- 
ment of antigen-positive cells with an 323lA3- 
GUS-E. coli immunoconjugate gave equiva- 
lent cytotoxicity to that of the free drug. The 
doxorubicin prodrug (97) used an immolative 
spacer unit (405), and although only 10-fold 
less cytotoxic than free doxorubicin, was a bet- 
ter substrate for the enzyme (407). The doxo- 
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rubicin prodrug DOX-GA3 (98) was 12-fold into the genome of the tumor cells, followed by 
less toxic than doxorubicin in cells of the hu- administration of the prodrug. A small but 
man ovarian cancer cell line FMa and was growing proportion of the large number of 
somewhat superior to doxorubicin against "gene therapy" trials now in progress is for 
FMa xenografts in mice in conjunction with gene-directed enzyme-prodrug therapy, or 
323-A3Ihuman P-glucuronidase conjugate "suicide gene therapy," although problems 
(408). However, the use of such tightly DNA with systemic gene delivery remain (409). 
binding, cell cycle-specific (topo I1 inhibitor) This concept theoretically retains the advan- 
effectors is not yet known. tages of ADEPT in terms of selective and suf- 

ficient access of the activated drug to tumor 
cells and expands the class of available en- 
zymes to those that require endogenous cofac- 

CH20H tors. However one approach to design in selec- 
tivity between prodrug and toxin is lost 
compared with ADEPT, because the prodrugs 
must be able to enter cells freely. 

5.5.2 Mechanism and SAR. As with ADEPT 
prodrugs, the specific mechanism of action de- 
pends on the type of enzyme used to activate 
the prodrug. GDEPT offers a wider choice of 
enzymes, because those with cofactors not 

(96) readily available outside cells can also be used. 
The protocol is also generally less immuno- 
genic than ADEPT. 

5.5.2.1 Prodrugs for Kinase Enzymes. The 
CH3 most widely used prodrug in GDEPT protocols 

is the antifungal agent ganciclovir (99), which 
is activated by the thymidine kinase enzyme 
from Herpes simplex virus, converting i t  into 
the monophosphate (100). This can then be 
converted by cellular enzymes into the toxic 
triphosphate, which acts as an antimetabolite. 
This combination has been evaluated in nu- 
merous clinical trials, primarily in gliomas by 
intratumoral injection (410). A limitation of 
the approach is the poor bystander properties 
of the active drug, which cannot enter cells by 
passive diffusion, but instead uses gap junc- 

(97) 
tion connections (411) that are not well devel- 
oped in many types of tumors (412). 

5.5.2.2 Prodrugs for Cytosine Deaminase. 
5.5 Prodrugs for CDEPT The yeast enzyme cytosine deaminase (413) 

has also been widely studied as a GDEPT sys- 
5.5.1 History. The ADEPT approach is tem in conjunction with 5-fluorocytosine 

generally limited to the use of enzymes that do (101), which it converts to the thymidylate 
not require energy-producing cofactors, and it synthetase inhibitor 5-fluorouracil (73). This 
also has the likelihood of generating immune has good diffusion properties and shows better 
responses to the foreign proteins used. In bystander effects (414). Experimental studies 
gene-directed enzyme prodrug therapy have focused mainly on colon cancer models 
(GDEPT), the enzyme is targeted to tumor for the use of this combination, because clini- 
cells by integrating the gene that produces it cally 5-fluorouracil is one of the most effective 
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drugs for colon cancer. Possible drawbacks in- 
clude the relatively low potency of 73, coupled 
with its pronounced cell cycle selectivity (4151, 
and no clinical trials of the protocol have yet 
been reported. 

5.5.2.3 Prodrugs for Oxidative Enzymes. 
The cytochrome P450 enzymes that non-spe- 
cifically activate the clinical agent cycloph~s- 
phamide (4) in the liver to the active species 
phosphoramide mustard (see Section 2.3.2 
and Fig. 2.2) have also been employed in a 
GDEPT protocol with cyclophosphamide. 
Treatment of sc 9L gliosarcoma tumors trans- 
duced with various isozymes, especially 
CYP2B6 or CYP2C18-Met, with (4) gave large 
enhancements over the normal liver P450-de- 
pendent antitumor effect seen with control 9L 
tumors (growth delays of 25-50 days com- 
pared with 5-6 days), with no apparent in- 
crease in host toxicity (416). 

5.5.2.4 Prodrugs for Reductase Enzymes. 
The dinitrophenylaziridine (102102; CB 
1954) is activated by the aerobic nitroreduc- 
tase (NTR) from E. coli (417), in conjunction 
with NADH or NADPH, to a mixture of hy- 
droxylamines (Fig. 2.14). The 4-hydroxyl- 
amine (103) is then further metabolized by 
cellular enzymes to DNA cross-linking spe- 
cies. CB 1954 shows high selectivity (up to 
1000-fold) for a variety of cell lines transduced 



Figure 2.14. Metabolism of N 
CB 1954 by E. coli NTR. (102) /\ 

with the enzyme over the corresponding wild- 
type cell lines (418). It is now in clinical trial in 
conjunction with NTR, using a GDEPT proto- 
col (419). 

5.6 Antibody-Toxin Conjugates 

5.6.1 History. This is a direct development 
of the "immunotoxin" approach, again ex- 
ploiting the fact that many types of tumor cells 
present characteristic tumor-associated anti- 
gens on their surface (391). Despite much 
work, this approach has not been particularly 
successful until recently, with a combination 
of the availability of more resurgence of inter- 
est. The hypothesis is that conjugation of toxic 
drugs to the antibodies deactivate the drug (by 
limiting diffusional access to cells) without 
changing the selectivity of binding of the anti- 
body. This allows it to locate on (antigen-bear- 
ing) tumor cells, internalize, and release the 
toxin (often through an acid-labile linker) 
when it is taken up into acidic endosomes (Fig. 
2.15). 

5.6.2 Mechanism and SAR. A wide variety 
of antibodies, linkers, and toxins are currently 
being explored in this approach. Doxorubicin 
continues to be widely used as a toxin because 
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Figure 2.15. Schematic of toxin-armed antibody. 
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it is so well characterized, although it is not 
exceptionally potent. The most advanced 
doxorubicin-containing conjugate is SGN-15 
(104), in which an average of eight molecules 
of doxorubicin are linked through an acid-la- 
bile hydrazone link, through the C-14 car- 
bonyl, to the chimeric mAb BR96, which binds 
to a modified LeY antigen on tumor cells. The 
major route of breakdown of (104) in vitro has 
been shown to be acid-catalyzed hydrazone 
hydrolysis, as designed (420). SGN-15 induced 
cures of established subcutaneous human co- 
lon carcinomas in athymic mice and rats (421), 
where free doxorubicin at its maximum-toler- 
ated doses were ineffective. A recent phase I 
clinical trial of SGN-15 in patients with meta- 
static colon and breast cancers expressing the 
LeY antigen determined the optimal dose to be 
700 mg/m2 (equivalent to 19 mg/m2 of doxoru- 
bicin), with only mild toxicity (422). 

Conjugates of the extremely potent cali- 
cheamicin-type DNA cleaving agents have 
been under development for some time (423, 
424). The conjugate (105) (gemtuzumab ozo- 
gamicin; mylotarg) was the first antibody 
armed with a small-molecule cytotoxin to 
reach clinical trial. Mylotarg has an average of 
four to five calicheamicin molecules linked 
through an acid-labile hydrazone linker, 
through a sterically-hindered disulfide, to a 
humanized hP67.6 IG1-based antibody that 
recognizes the CD33 antigen on normal and 
leukemic myeloid progenitor cells (425). 
Cleavage of the linker in the low pH endo- 
somic environment in cells is followed by in- 
tramolecular cyclization to generate the tran- 
sient benzenoid diradical that results in DNA 
double-strand cleavage (426). In phase I1 stud- 
ies in relapsed AML patients, an overall 30% 
response rate was seen (4271, with delayed 
hepatotoxicity as a possible side effect (428). 
Conjugate (105) has also been reported to be 
active clinically in brc/abl-positive CML (429). 
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The conjugate SB 408075 (106) employs 
the very potent synthetic maytansinoid-type 
tubulin inhibitor DM1 (430), with an average 
of four molecules of the toxin attached by a 
disulfide link to hC242, an antibody to a mu- 
cin-like glycoprotein on colorectal cancer cells. 
This conjugate affected cures in mice bearing 
large COL0205 human colon tumor xeno- 
grafts (431) and is reported to be in phase I1 
clinical trials. 

Finally, members of the class 6 f very cyto- 
toxic DNA minor groove alkylators exempli- 
fied by the natural products CC-1065 and duo- 
carmycin (83) have also been used to wm 
antibodies. As discussed in ~ect i86Z5,  these 
DNA minor groove alkylators were also evalu- 
ated clinically in their own right, but proved 
too toxic. Conjugate (107) (KM231-DU257) 
contains an average of two molecules of the 
duocarmycin analog DU257, linked through a 
PEGylated dipeptide (H0,C-Val-Ala-NH,) to 
an M231 antibody that targets the sLea anti- 
gen (432). The PEGylated linker prolongs 
plasma half-life, and the Val-Ala link is 
cleaved by tumor proteases to primarily re- 
lease the DU257-Val conjugate, which has 
similar potency to DU257 itself. 
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1 Introduction 

Cancer is now believed to be the number one 
cause of premature death in industrialized na- 
tions. The market for anticancer agents was 
estimated at about US$10 billion in 1997 and 
continues to escalate. Because of the need and 
the value of these drugs, many laboratories 
are intensively investigating the chemistry 
and biology of novel anticancer agents. Major 
advances have been made in understanding 
the nature and vulnerability of cancerous 
cells, resulting in development of novel 
screens and approaches. For the present, how- 
ever, cytotoxic agents, many of natural origin, 
are the mainstays of anticancer chemother- 
apy. 

A wide array of complex terrestrial and 
marine natural products possesses antitu- 
mor activity (1-5). A few of these were in 
folkloric use in fairly ancient times, whereas 
many have been discovered very recently as 
the result of directed screening programs. In 
earlier times screening was principally car- 
ried out against P388 and L1210 (murine 
leukemia models), but now there is greater 
emphasis on slower growing solid tumors. 
Antitumor natural products possess some of 
the most intricate structures of any com- " 

pounds finding medicinal use today, and 
most are so toxic that each patient must be 
carefully titrated with them. Even with this 
care. ~a t i en t s  still find the side effects atten- , . 
dant on their use hard to bear. 

The question of why these substances occur 
in nature is endlessly debated. Many believe 
that thev are defensive secretions that allow " 

the organisms that produce them to survive in 
a hostile world. Others believe that they rep- 
resent growth regulators that allow organized 
and controlled growth of cells and that they 
are not particularly toxic in the quantities nor- 
mally found in the producing cells. I t  is not 
easy to resolve such arguments, but the point 
remains beyond dispute that such compounds 
are widespread, are easily detected, and that 
individual plants or animals have evolved 

, widely disparate structural solutions to what- 
ever needs these compounds actually fulfill. 

These agents are collectively the most com- 
plex nonpolymeric organic medicinal agents in 
present use. At the time of their discovery, 

elucidation of their chemical structures fre- 
quently pushed the limits of chemical science. 
Unraveling their molecular modes of action in 
many cases revealed previously unsuspected 
complexities in cellular growth regulation and 
biochemistry. Successful synthesis of these 
and related compounds has greatly enriched 
our synthetic capabilities and a number of 
these syntheses have become classics of the 
art. Learning how to administer them safely to 
patients required the highest level of clinical 
expertise. 

It is also interesting to contemplate their 
structural diversity from a biosynthetic stand- 
point. Starting with fairly ordinary mono- 
meric units, complex enzymic pathways ulti- 
mately produced these cytostatic/cytotoxic 
agents without at the same time poisoning the 
microorganism or plant producing them. It is 
not credible to suppose that the organisms 
produced these substances as a gift to human- 
ity. Each of these products represents such a 
finely crafted idiosyncratic design that one 
wonders why so many different organisms 
came up with such different solutions, given 
that the starting materials are basically simi- 
lar. One might have guessed that fewer gen- 
eral solutions would have developed over bio- 
logical time if one wishes to believe that they 
serve a role in regulating the growth of .the 
producing organisms. In any event, mankind 
is fortunate that their activity spectrum is 
broad enough for us to use. 

The toxicity of these agents is not particu- 
larly surprising, in that the screens employed in 
their discovery have historically depended on le- 
thality to cells as an endpoint (6-8). It has his- 
torically been considered that rapidly growing 
cells, including cancer cells in particular, have a 
greater appetite for nutrients than more quies- 
cent cells and so are selectively intoxicated on a 
kinetic basis. Thus the safety margin toward un- 
transformed cells is not great. Furthermore, 
comparatively slow growing tumors are particu- 
larly hard to treat with such agents. Host cells 
that have a high growth fraction are also killed. 
Thus the usual constellation of side affects [all- 
opecia, gastrointestinal (GI) ulceration, fertility 
impairment, immune suppression, blood dys- 
crasias, etc.] is relatively unavoidable. Very re- 
cently, synthetic agents able to interfere with 
aberrant cytokine-mediated growth signals 



Figure 3.1. Synopsis of mo- 
lecular modes of action of 
various prominent antitu- 
mor natural products. 

have begun to appear on the market. Gleevec is 
the first commercial success embodying this ap- 
proach and its antitumor application is compar- 
atively nontoxic. It seems likely that natural 
products can be found sharing these character- 
istics. If so, a new era of natural product chemo- 
therapeutic agents with minimal toxicity to nor- 
mal cells will dawn. 

The results of one of the principal screening 
methods in present use is collected in the Na- 
tional Cancer Institute database that was estab- 
lished in 1990 (6). This is based on comparative 
potency against 60 different human cancer cell 
lines grown in tissue culture. More than 70,000 
compounds have been put through this screen 
and the data for each are presented in graphical 
form. From this, insights into mechanism of ac- 
tion and mode of resistance can be drawn (9). 
Many other tests are in present use, including 
screens for signal transduction inhibitors, anti- 
angiogenesis, cell-cycle inhibition, exploitation 
of functional genomics, immunotherapeutics, 
vaccines, and chemoprevention. Much inventive 
biology is coming forward and exciting days ap- 
pear to lie ahead. 

The natural agents presently in use can be 
conveniently classified according to their mo- 
lecular modes of action as follows: 

1. Drugs attacking DNA 
Dactinomycin 
Bleomycin 
Mitomycin 
Plicamycin (mithramycin) 
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Topoisomerase I I  inhibitors 
Anthracyclines 
lsopodophyllotoxins 

Topoisomerase I inhibitors 
Camptothecins 

DNA strand breakers 
Bleomycins 

DNA groove binders 
Actinomycins 

DNA intercalators 
Anthracyclines 
Bleomycins 

DNA alkylating agents 
Mitomycins 

2. Drugs inhibiting enzymes that process 
DNA 

r Anthracyclines (daunorubicin, doxorubi- 
cin, epirubicin, idarubicin, valrubicin) 

r Camptothecins (topotecan, irinotecan) 
r Isopodophyllotoxins (etoposide, tenipo- 

cide) 

3. Drugs interfering with tubulin polymeriza- 
tion/depolymerization 

r Taxus diterpenes (docetaxel, paclitaxeV 
taxol) 

0 Vinca dimeric alkaloids (vinblastine, vin- 
cristine, vinorelbine) 

Figure 3.1 illustrates in summary form 
the various points of attack of prominent 
natural antitumor agents on growing cells. 
One notes that DNA or tubulin in one way or 
another (either by direct attack or by inter- 
ference with enzymes processing these im- 
portant cellular macromolecules) is the pri- 
mary target of all of these agents and that 
most phases of the cell cycle are involved, 
especially when mixtures ("cocktails") are 
employed. 

Therapeutics (11). 
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2 Drugs Attacking DNA 

2 DRUGS ATTACKING DNA 

2.1 Dactinomycin (Cosmegen) 

2.1 .I Introduction. The actinomycins are 
a family of yellow-red peptide-containing anti- 
tumor antibiotics produced by fermentation of 
various Streptomyces and Micromonospora 
species. The first members of the actinomycin 
family were discovered in the early 1940s in 
the hopes of finding nontoxic antibacterial an- 
tibiotics in fermentations of soil microorgan- 
isms (12), although in the actinomycin case 
this ambition was dashed by their high toxic- 
ity. Somewhat later (since about 1958) this 
was compensated for by the discovery that the 
toxicity to rapidly growing cells could be useful 
in cancer chemotherapy. One should note, 
however, that later discoveries demonstrated 
that the potencies against microbes and 
against tumors do not parallel well. At the 
present time about seven different complexes 
of actinomycins have been identified, each dif- 
fering from the others primarily by the vari- 
ous amino acids constituting the two cyclic 
depsipentapeptide side chains pendant from 
the common phenoxazinone chromophore 
[called actinocin (I)]. When the two cyclic pep- 

CONHR CONHR] 
I I 

tide side chains are identical, these agents are 
referred to as isoactinomycins (R = R'). When 
they are different from each other, they are 
known as anisoactinomycins (R # R'). Of the 
20 or so natural actinomycins and a much 
larger number of synthetic and biosynthetic 
analogs, actinomycin D [(2), from which the 
generic name dactinomycin is derived] is the 
most prominent medicinally. A useful trivial 
nomenclatural system has also grown up. In 
this system, dactinomycin is referred to as 
Val-2-AM and other analogs are named by the 

position and identity of the amino acids that 
are exchanged. Actinomycin C (cactinomy- 
cin-3) is thus known as Ile-2-AM. 

2.1.2 Medicinal Uses. As noted in the 
summarizing table, dactinomycin is used me- 
dicinally by intravenous (i.v.) injection for the 
treatment of Wilm's tumor, rhabdomyosar- 
coma, metastatic and nonmetastatic chorio- 
carcinoma, nonseminomatous testicular car- 
cinoma, Ewing's sarcoma, nonmetastatic 
Ewing's sarcoma, and sarcoma botryoides. 
The usual dose is 10-15 pg/kgi.v. for 5 days. If 
no serious symptoms develop from this, addi- 
tional treatments are given at 2- to Cweek 
intervals. Other treatment schedules have 
also been used. The drug is often combined 
with vincristine and cyclophosphamide in a 
cocktail to enhance the cure rate (13). 

2.1.3 Contraindications and Side Effects. 
Dactinomycin is contraindicated in the pres- 
ence of chicken pox or herpes zoster, wherein 
administration may result in severe exacerba- 
tion, occasionally including death. The drug is 
extremely corrosive in soft tissues, so extrav- 
asation can lead to severe tissue damage (14). 
To avoid this the drug is usually injected into 
infusion tubing rather than being injected di- 
rectly into veins. When combined with radia- 
tion therapy, exaggerated skin reactions can 
occur as can an increase in GI toxicity and 
bone marrow problems. Secondary tumors can 
be observed in some cases that can be attrib- 
uted to the drug. Dactinomycin is carcinogenic 
and mutagenic in animal studies and malfor- 
mations in animal fetuses have also been ob- 
served. Nausea and vomiting are common 
along with renal, hepatic, and bone marrow 
function abnormalities. The usual alopecia, 
skin eruptions, GI ulcerations, proctitis, ane- 
mia, and other blood dyscrasias, esophagitis, 
anorexia, malaise, fatigue, and fever, for ex- 
ample, are also observed. Clearly this is a very 
toxic drug. 

2.1.4 Pharmacokinetic Features. Dactino- 
mycin is not very available after oral adminis- 
tration, so it is primarily administered by in- 
jection. About 2 h after i.v. administration 
very little circulating dactinomycin can be de- 
tected in blood. It is primarily excreted in the 
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bile and the urine. It does not pass the blood- 
brain barrier. Dactinomycin is only slightly 
metabolized. Despite these factors it has a 
half-life of about 36 h. Persistence is largely 
accounted for by tight binding of the drug to 
DNA in nucleated cells (15-17). 

2.1.5 Medicinal Chemical Transformations. 
Total synthesis of dactinomycin has been ac- 
complished but this has not proved as yet to be 
of practical value (see Fig. 3.2). Analogs can be 
assembled from appropriately substituted 
benzenoid analogs. The overall strategy com- 
monly involves construction of the external 
aromatic rings, attachment of the depsipep- 
tide side-chain precursors, oxidative genera- 
tion of the actinocin ring system, and func- 
tional group transformations to complete the 
synthesis (18-26). 

Semisynthetic side-chain analogs of the ac- 
tinomycins are prepared by removal of the 
depsipentapeptide side chains and their re- 
placement by synthetic moieties. Analogs with 
altered peptide side chains are also prepared 
by directed biosynthetic manipulation of the 
fermentations. The synthetic replacement has 
been done in a combinatorial mode as well 
(27). Replacement of the normal side chains by 
simple amines leads to inactive products. Most 
of the other side-chain variations have led to 
compounds with reduced in uiuo potency. 
None of those few analogs where this is not 
true has been commercialized. 

Some chemical alterations in the chro- 
mophoric phenoxazinone moiety have also 
been accomplished. After considerable work it 
has emerged that the C-2 and the C-7 positions 
can be substituted with retention of signifi- 

QNH2 I H2 . @:g 0 H2 ClC02Et base - Dactinomycin 

OBzl 2 K3Fe(CN)6 

Figure 3.2. Synthesis of dactinomycin. 
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2 Drugs Attacking DNA 

cant activity. Among some of the useful reac- 
tions leading to testable analogs are a series of 
addition/elimination reactions, starting with 
careful alkali hydrolysis to produce the C-2 
OH analog. This can be converted by thionyl 
chloride treatment to the C-2 C1 analog. This 
in turn can be reacted with a variety of mines  
to produce alkylated C-2 amino substances 
(28). Catalytic reduction of the 2-C1 analog re- 
sults in the protio analog, which is inactive. 
The C-2 chloro analog can be halogenated with 
chlorine or bromine to produce the C-2 
chloro-C7 chloro or bromo analogs. These in 
turn can be solvolyzed to the C-2 amino-C7 
halo analogs (29-32). Nitration and hydroxy- 
lation at the C-7 position can be accomplished 
but require prior protection with pyruvate. Af- 
ter nitration or oxidation to the quinone 
imine- and reduction, careful alkaline hydro- 
lysis of the blocking pyruvate moiety leads to 
the desired analogs (28, 29, 33). The C-7 OH 
analog can be converted to the ally1 ether and 
this can be epoxidized to produce an analog 
that not only can intercalate by virtue of its 
aromatic rings but can also alkylate DNA. The 
nitrogen analog of the epoxide (aziridinyl- 
methylene) can be prepared by a somewhat 
different route. Hydrogenation of this last 
opens the aziridine ring to produce the pri- 
mary amine (34-36). (See Fig. 3.3.) 

The central chromophoric ring can also be 
modified to, for example, the phenazine (37, 
38) analogs and to oxazinone and oxazole ring 
analogs (39, 40). These products have not be- 
come important (41). 

In sum, these studies demonstrate that the 
side-chains are important determinants of activ- 
ity as is the basic chromophoric three-ring sys- 
tem. Peripheral adornments are tolerated but 
not superior (42-48). Considering the putative 
molecular mode of action described below, this 
definition of the pharmacophore is not surpris- 
ing. This definition of the pharmacophore is 
schematically represented in Fig. 3.4, where the 
pharmacologically successful transformations 
that take place are represented by the boxes. 

2.1.6 Molecular Mode of Action. The flat 
three-ring fused aromatic portion of dactino- 
mycin intercalates into double-helical DNA 
between the stacked bases (preferring gua- 
nine-cytosine pairs), whereas the attached cy- 

clic peptide side chains of the drug bind into 
the minor grooves, thus further anchoring the 
complex (49-58). These combined interac- 
tions produce a tight and long-lasting binding. 
This model is supported by extensive X-ray 
studies with model nucleotides. As with other 
intercalating drugs, this interaction stretches 
the DNA and interferes with DNA transcrip- 
tion into RNA by RNA polymerase. The inter- 
ference with the functioning of DNA-depen- 
dent RNA polymerase by dactinomycin is 
much stronger than the interference with 
DNA polymerases themselves. The conse- 
quences of intercalation are believed to be re- 
sponsible for the antitumor action and most of 
the toxicity of dactinomycin. Some strand 
breaks are also reported. These broken prod- 
ucts are believed to result from redox reac- 
tions of the quinonelike central chromophoric 
ring (57). Although relatively non-cell-cycle 
specific, dactinomycin's action is particularly 
prominent in the G-1 phase. The cytotoxic ac- 
tion of dactinomycin on rapidly proliferating 
cells is pronounced, resulting not only in anti- 
tumor activity but also in severe toxicities to 
certain host organs. Figure 3.5 illustrates the 
intercalation and minor-groove binding of 
dactinomycins. 

Resistance to dactinomycin is primarily at- 
tributable to drug export through overexpres- 
sion of P-glycoprotein and to alterations in tu- 
mor cell differentiation mechanisms (58 - 63). 

2.1.7 Biosynthesis. The actinomycins are 
biosynthesized starting with tryptamine (see 
Fig. 3.6). This passes through kynurenine to 
3-hydroxyanthranilic acid then to 4-methyl-3- 
hydroxyanthranilic acid. To this last the pep- 
tide side chains are added. Oxidative dimeriza- 
tion then results in completion of the 
phenoxazinone ring chromophore. This pro- 
cess is rather similar to that used in total 
chemical synthesis of dactinomycin. The un- 
usual amino acids in the side chains provide 
strong evidence for very significant post- 
translational modifications. The various 
D-amino acids are converted from the L-stereo- 
isomers and, in the case of dactinomycin, sar- 
cosine is N-methylated (64). By varying the 
amino acid composition of the medium, a vari- 
ety of actinomycin analogs can be made by di- 
rected fermentation (65, 66). 
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Oxazinone 
X X 

I I 

Y = OH, NH2 Y=O,N 
Y 

X . ~ X 

Figure 3.3. Synthesis of dactinomycin analogs. 
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The "boxed" functional groups can be changed with 
retention of significant biological activity. Not all 
such changes, however, are successful. 

Figure 3.4. Synopsis of pharmacologically success- 
ful transformations of actinomycins. 

The chemistry of actinomycins has been 
the subject of a number of detailed reviews 
(67-71). 

2.2 Bleomycin (Blenoxane) 

2.2.1 Introduction. Bleomycin sulfate is a 
mixture of cytotoxic water-soluble basic glyco- 
peptide antibiotics isolated by the Umezawa 
group from fermentation broths of Streptomy- 
ces verticillus. The commercial form consists 
of cuprous chelates primarily of bleomycins 
A-2 (3) and B-2 (4). Subsequently, many ana- 
logs have been isolated by various groups and 
been given various names. Among these are 
the pepleomycins (5),  phleomycins, (11) cleo- 
mycins, (12) tallysomycins, (13), and zorba- 
mycins (14). 

2.2.2 Medicinal Uses. Bleomycin is used 
intramuscularly (i.m.1, subcutaneously (s.c.), 

etc. i; - Minor Groove LL atp 

dR 

etc. ‘p .inor ~roove H ; e t c .  

i.v., or intrapleurally, often in combination 
with other antibiotics, for the clinical treat- 
ment of squamous cell carcinomas, Hodgkin's 
disease, testicular and ovarian carcinoma, and 
malignant pleural effusion. It is also instilled 
into the bladder for bladder cancer so that less 
generalized side effects are obtained. It is of- 
ten coadministered with a variety of other an- 
titumor agents to enhance its antitumor effi- 
cacy. One advantage that bleomycin has in 
such combinations is that it possesses little 
bone marrow toxicity and is not very immune 
suppressant, so it is compatible therapeuti- 
cally with other agents (72-75). 

2.2.3 Contraindications and Side Effects. 
Bleomycin is contraindicated when idiosyn- 
cratic or hypersensitive reactions are ob- 
served. Immediate or delayed reactions resem- 
bling anaphylaxis occur in about 1% of 
lymphoma patients. Because of the possibility 
of anaphylaxis, it is wise to treat lymphoma 
patients with 2 units or less for the first two 
doses. If no acute reaction occurs, then the 
normal administration schedule can be 
followed. 

The most severe toxicity of bleomycin is 
pulmonary fibrosis and is more common with 
higher doses. This toxicity is observed in about 
10% of patients and is difficult to anticipate, 
hard to detect in its early stages, and in about 
10% of those affected it progresses to fatal 
lung compromise (76-78). Renal damage oc- 
curs occasionally and further decreases the 
rate of excretion of the drug. In rats, bleomy- 
cin has been observed to be tumorigenic. In 
pregnant females, fetal damage can result. 

I = DNA base 

0 = DM ring 

Figure 3.5. Cartoon of 
dR = Deoxyribose 

phosphate back intercalation and minor 

bone groove binding of dactino- 
mycins. 
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Figure 3.6. Biosynthesis of dactinomycin. 

Skin and mucous membrane damage, hair 
loss, rash, and itching, for example, are not 
uncommon and may require discontinuation 
of the drug. In addition, the common constel- 
lation of fever, nausea, chills, vomiting, an- 
orexia, weight loss, pain at the tumor site, and 
phlebitis are seen. 

Coadministration with digoxin and phenyt- 
oin may lead to a decrease in blood levels. 

The side effects of bleomycin generally do not 
reinforce the toxicities of other antitumor 
agents, so it is often used in anticancer cocktails. 

2.2.4 Pharmacokinetic Features. When in- 
jected i.v., bleomycin is rapidly distributed and 
has a half-life of 10-20 min. Intramuscular in- 
jections peak in 30-60 min, although the peak 
levels are less than about one-third those ob- 
tained i . ~ .  The overall half-life of bleomycin is 
about 3 h. Skin and lungs accumulate particu- 
larly high concentrations of the drug, in part 
because these are apparently the only tissues 
that do not rapidly deactivate it by enzymatic 
hydrolysis. It does not cross the blood-brain bar- 
rier efficiently because of its size and polarity. 
About 60-70% of the administered dose is recov- 
erable as active bleomycin in the urine. Excre- 
tion is progressively delayed when the kidneys 
are damaged, so the doses are reduced by refer- 
ence to creatinine levels (79). 

2.2.5 Medicinal Chemistry. The essential 
central core of bleomycin provides a chelating 
environment for transition metals, especially 

Cu(1) and Fe(I1) (3). The branched glycopep- 
tide side chain is less essential for activity and 
appears to serve in facilitating passage across 
cell membranes and to assist in oxygen bind- 
ing. Removal of the sugars and the oxygen to 
which they are attached produces molecules 
that are fully active but distinct from bleomy- 
cin itself. The dipeptide unit is a linker arm 
but contributes key hydrogen bonding and 
perhaps other binding interactions that inten- 
sify activity and produce degrees of base spec- 
ificity to the cleavages. The bithiazole unit p d  
its pendant terminal cation are important in 
DNA targeting of the drug. These contribu- 
tions were uncovered by the chemical synthe- 
sis of analogs that could not readily have been 
prepared by degradation of bleomycin itself or 
by directed biosynthesis. 

Partial chemical synthesis, with or without 
the aid of enzymes, has also produced a variety 
of analogs through modifications of this periph- 
eral side-chain array (80-91). Bleomycin is a 
conglomerate molecule built up from a collec- 
tion of unusual subunits. Most of these were pre- 
pared independently by synthesis, in prepara- 
tion for ultimate assembly into bleomycin itself 
or its analogs. The terminal bithiazole and its 
pendant amides are the portion of the molecule 
that binds to DNA. For the purpose of making 
analogs, the charged dirnethylsulfonium group 
is monodemethylated through the agency of 
heat. The resulting compound is then cleaved to 
bleomycinic acid (6) by use of cyanogen bromide 
followed by mild alkaline treatment. Some soil 
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(11) A = as  in (5; B = (44,45) Dihydrothiazole 

(12) A = as  in (3); C = 5-NH 

microorganisms possess acylagmatine amidohy- 
drolase capable of converting bleomycin to bleo- 
mycinic acid. Bleomycinic acid is then converted 
to the desired amides by use of water-soluble 
carbodimide chemistry. Whereas the chemical 
method is capable of producing greater struc- 
tural variation, in practice the semisynthetic 
method has proved more convenient. 

Although bleomycin and its analogs have 
also been totally synthesized in various labo- 
ratories, the processes are too complex to be of 
commercial value (92-95). 

The phleomycins (11) are related in that 
one of the thiazole rings has been reduced to 
its C-44,45-dihydro analog. The phleomycins 
have substantial antitumor activity but are 
too nephrotoxic for clinical use. The cliomy- 
cins (121, tallysomycins (13), zorbamycins 
(14), zorbonamycins, platomycins, and victo- 
mycins are also structurally related to the 
bleomycins. None of these various alternative 
substances has displaced the bleomycin com- 
plex from the market, even though many pos- 
sess significant antitumor properties. The 
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Figure 3.7. Generation of reactive oxygen species by transition metal chelates of bleomycins. 

specific potencies and toxicities vary widely 
with structural variations. 

In the presence of a mild base, metal-free 
bleomycin isomerizes to isobleomycin through 
an 0-to-0 acyl migration of the carbamoyl 
moiety from position 22 to 23 of the mannosyl 
group. Copper (11) bleomycin, under the same 
conditions, slowly isomerizes at its masked as- 
partamine moiety attached to the pyrimidine 
substituent (at C-6). This isomer is substan- 
tially less active than bleomycin itself. 

Bleomycin chelates with various transition 
metals, the most relevant of which are iron (11) 
and copper (I), to form the corresponding com- 
plexes. The iron complex binds oxygen and be- 
comes oxidized, producing the hydroql radical 
and the hydroperoxyl radical. This is schemati- 
cally illustrated in Fig. 3.7. The bithiazole moi- 
ety intercalates into DNA and the complex is 
stabilized by electrostatic attractions between 
the sulfonium or ammonium side chains with 
the phosphate backbone of DNA This fixes the 
drug at DNA, whereupon the reactive oxygen 
species generated by its transition-metal com- 
plex breaks the DNAmolecule at the sugar back- 
bone, thus releasing purine and pyrimidine 
bases. This important reaction is illustrated in 
Fig. 3.8. Specific details of this complex interac- 
tion are still emerging. 

Given that the biological action of bleomy- 
cin depends collectively on its ability to inter- 
calate, to stabilize the intercalation complex 
by electrostatic forces, and to complex transi- 
tion metals capable of generating oxygen 
radicals, the pharmacophore is distributed 
through the molecule. Acceptable variations 
involve substitution of various groups onto 
bleomycinic acid and a variety of other com- 
paratively trivial changes such as partial re- 
duction of the thiazole moieties and alter- 
ations of the amino acids near the bleomycinic 
acid carboxyl group. 

Recently, efforts have been directed to the 
synthesis of various macromolecular conju- 

gates of bleomycin, in an attempt to produce 
tissue selectivity and, perhaps, reduce lung 
toxicity. Some of these agents retain very sig- 
nificant nucleic acid clastogenicity in vitro 
(96). 

2.2.6 Biosynthesis. Many analogs of bleo- 
mycin have been prepared by directed biosyn- 
thesis through appropriate media supplemen- 
tation (97-100). Approximately 10 naturally 
occurring bleomycins have been reported 
(3-4, 7-10, etc.). These differ from one an- 
other by possessing a variety of different di- 
amino analogs in place of the sulfoniumamino 
side chain attached to C-49 of bleomycinic acid 
(6). In addition, directed biosynthetic methods 
involving media supplementation with suit- 
able precursors have produced approximately 
21 others, which also consist of a variety of 
diamino analogs in which the C-49 moiety has 
been replaced. Thus the biosynthesis of bleo- 
mycinic acid is relatively tightly controlled, al- 
though the amide synthase that puts on the 
various side chains is not very specific in its 
substrate tastes. 

2.2.7 Molecular Mode of Action and Resis- 
tance. The ~recise molecular mode of action of 
bleomycin is incompletely understood because 
it has numerous actions in test systems. The 
bleomycins are known to bind preferentially 
to the minor groove of DNA, although the spe- 
cific details of this host-guest interaction are 
still elusive. The cytotoxicity of the bleomy- 
cins is enhanced when a DNA-binding region 
is present and the specific nature of the DNA- 
binding moiety can convey sequence specific- 
ity. The nucleic acid-cleaving capacity is metal 
ion and oxygen dependent and it is believed 
that the complexes generate reactive oxygen 
species that are responsible for the single- and 
double-strand nucleic acid cleavages observed 
(see Fig. 3.8). This DNA destruction is gener- 
ally believed to account for its cytotoxicity 
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(101-104). Interestingly, in the absence of 
DNA, bleomycin is also capable of destroying 
itself instead, presumably through the action 
of the same reactive oxygen species (105). A 
number of artificial analogs have been pre- 
pared to explore the contribution of various 
molecular features of these drugs and to ex- 
ploit these features. Some of these products 
include agents that are inert by themselves 
but that enhance the cytotoxicity of bleomycin 
fragments when attached craftily to them. 
These agents usually contain aromatic moi- 
eties and have the capacity to have a cationic 
moiety as well. Bleomycin is known to gener- 

ate oxygen-based free radicals when chelated 
to certain metal ions, notably ferrous iron and 
copper. When chelated to ferric iron, a reducing 
agent adds an electron to convert the complex to 
ferrous iron. This, in turn, transfers an electron 
to oxygen, producing either the superoxide rad- 
ical or the hydroxide radical (see Fig. 3.7). These 
radicals attack ribosyl moieties in DNA and 
RNA, leading to nucleic acid fragmentation and 
subsequent interference with their biosynthe- 
sis. This action is believed to be primary in the 
cytotoxic action of bleomycin. Bleomycin's ac- 
tion is cell cycle specific, causing major damage 
in the G-2 and less in the M phase. 
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Resistance to bleomycin occurs primarily 
through the action of bleomycin hydrolase, 
which attacks metal-free bleomycin at the C-4 
carboxamide moiety to produce deamidobleo- 
mycin (106). This last produces radicals at a 
much lower frequency than that of bleomycin 
itself. This causes a much lower cleavage of 
DNA and removes the majority of the antitu- 
mor action of bleomycin. In support of this 
idea, resistant cells usually possess a higher 
concentration of bleomycin hydrolase than do 
sensitive cells. The hydrolase is present in nor- 
mal tissues, particularly in the liver. Interest- 
ingly, recent evidence implicates this enzyme 
in the formation of amyloid precursor protein 
characteristic of Alzheimer's disease (107). 
Other experts implicate enhanced DNA repair 
capacity or decreased cellular uptake as con- 
tributory to resistance. 

2.2.8 Recent Developments and Things to 
Come. Considering bleomycin's particular 
ability to destroy DNA and RNA molecules, 
there is comparatively little likelihood that 
molecular manipulation of bleomycin will 
soon produce a nontoxic version of the drug. 

The chemical properties of the bleomycins 
have been reviewed recently (104,108-113). 

2.3 Mitomycin (Mutamycin) 

2.3.1 Introduction. Mitomycin C (15) was 
discovered initially at the Kitasato Institute 
(114) and at the Kyowa Hakko Kogyo labora- 

tories in Japan, as a metabolite of Streptomy- 
ces caespitosus (115), and elsewhere (116). A 
number of analogs have been discovered at 
several other places. These drugs are a group 
of blue aziridine-containing quinones, of 
which mitomycin C is the most important 
from a clinical perspective. Mitomycin A and 

porphiromycin also belong to this group but 
have not been marketed. Mitomycins appar- 
ently were the first of the useful bioreductively 
activated DNA alkylating agents to be discov- 
ered. Literally thousands of alkylating agents, 
notably the a$-unsaturated sesquiterpene 
lactones of the Compositae, have been found 
in nature, and an enormous effort has been 
expended in their synthesis and evaluation 
without notable success. The contrasting suc- 
cess of the mitomycins seems to derive from 
the finding that they are relatively inert until 
bioreductively activated, so they show greater 
biological selectivity compared with that of 
many other naturally occurring alkylating 
agents. 

2.3.2 Clinical Use. Mitomycin is adminis- 
tered i.v. in combinations of antitumor agents 
for treatment of disseminated adenocarci- 
noma of the stomach, colon, or pancreas, or for 
treatment of other tumors where other drugs 
have failed (117-120). 

2.3.3 Contraindications and Side Effects. It 
is contraindicated in cases of hypersensitivity 
or idiosyncratic responses to the drug or 
where there are preexisting blood dyscrasias. 
The drug can cause a serious cumulative bone 
marrow suppression, notably thrombocytbpe- 
nia and leukopenia (121, 122), that can con- 
tribute to the development of overwhelming 
infectious disease. This requires reducing dos- 
ages. Irreversible renal failure as a conse- 
quence of hemolytic uremic syndrome is also 
possible (121). Occasionally adult respiratory 
distress syndrome has also been seen. When 
extravasation is seen during administration, 
cellulitis, ulceration, and sloughing of tissue 
may be the consequence (123,124). The drug 
is known to be tumorigenic in rodents. Its 
safety in pregnancy is unclear and teratoge- 
nicity is seen in rodent studies. Other side ef- 
fects include fever, anorexia, nausea, vomit- 
ing, headache, blurred vision, confusion, 
drowsiness, syncope, fatigue, edema, throm- 
bophlebitis, hematemesis, diarrhea, and pain. 
It is not clear that all of these are related to the 
use of mitomycin or whether they are at least 
partly the consequence of other agents in an- 
titumor cocktails. 
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2.3.4 Pharmacokinetics. Mitomvcin is " 

poorly absorbed orally and is rapidly cleared 
when injected i.v., with a serum half-life of 
about 30-90 min after a bolus dose of 30 mg. 
Metabolism takes place primarily in the liver 
and is saturable. As a consequence of the satu- 
rability, the amount of free drug in the urine 
increases with increasing doses. Only about 
10% of an average administered dose is ex- 
creted unchanged in the urine and the bile 
because extensive metabolism takes place. 
The drug is distributed widely in the tissues, 
with the exception of the brain, where very 
little penetrates (125-128). 

Because mitomycin C is activated as an 
antitumor agent by reduction, significant ef- 
fort has been expended on trying to decide 
whether DT-diaphorase activity correlates 
well with antitumor activity in vivo. This is as 
yet imperfectly resolved but the correlation 
appears to be poor. Other studies suggest that 
NADPH:cytochrome P450 reductase (a qui- 
none reductase) contributes strongly under 
some circumstances. 

Inactivation and activation occur by me- - 
tabolism andlor by conjugation, and a number 
of metabolites, principally 2,7-diaminomito- 
sene, have been identified (129-131). The ra- 
tio between inactivation and activation is par- 
tially a function of whether DNA intercepts 
the reduced species before it is quenched by 
some other molecular species. 

2.3.5 Medicinal Chemistry. Much explora- 
tion of the chemistry of the mitomycins has been 
carried out accompanied by excellent reviews in 
the literature (132-134). Total chemical synthe- 
ses of mitomycins A and C have been achieved, 
but these are not practical for production pur- 
poses (135-137). More than a thousand analogs 
have been prepared by semisynthesis but none 
of these agents has succeeded in replacing mito- 
mycin C itself. Generally, it has been found that 
mitomycin C analogs are less toxic than mitomy- 
cin A derivatives. Most modifications have been 
achieved at the N-la, C-7, C-6, and C-10 posi- 
tions. The C-7 position is particularly conve- 
niently altered through additioldelimination se- 
quences, and some of these agents have 
received extensive evaluation. It is noted that 
the C-6 and C-7 positions play only an indirect 
role in the activation of the ring system, so 

substitutions there might be regarded as pri- 
marily significant in altering the pharmacoki- 
netic properties of the mitomycins. It has been 
found quite recently, however, that the partic- 
ipation of the C-7 substituent in activation by 
thiols differs significantly when C-7 bears a 
methoxyl group (the mitomycin A series) com- 
pared to the activation when C-7 bears an 
amino group (the mitomycin C series). Indeed, 
thiols activate the methoxy analogs but not 
the amino analogs. Mechanistically, both se- 
ries arrive at the same bisalkylating species in 
vivo but through different routes. This may 
help rationalize why mitomycin A is both 
more potent and more cardiotoxic than mito- 
mycin C (138). The results of a comparison of 
physicochemical properties and biological ac- 
tivity of the mitomycins led to the conclusion 
that potency correlates with uptake, as influ- 
enced primarily by log P, and also with the 
redox potential (Ell21 (139). 

The metabolism of mitomycin C in vivo pri- 
marily leads through reduction and loss of 
methanol to a dihydromitosene end product. 
Interception by DNA, on the other hand, leads 
to alkylation of the latter instead (138, 139). 

2.3.6 Molecular Mode of Action and Resis- 
tance. Mitomycin C undergoes enzymatic re- 
ductive activation to produce reactive spec?es 
capable of bisalkylation and crosslinking of 
DNA, resulting in inhibition of DNA biosyn- 
thesis (140-142). This effect is particularly 
prominent at guanine-cytosine pairs. The re- 
ductive activation of mitomycin C makes it 
particularly useful in anaerobic portions of tu- 
mor masses that have a generally reducing en- 
vironment. Mitomycin is also capable of caus- 
ing single-strand breaks in DNA molecules. 

The apparent chemical mechanism by 
which mitomycin is reductively alkylated to a 
bisalkylating agent is illustrated in Fig. 3.9. 
The process is initiated by a quinone reduction 
followed by elimination of methanol, opening 
of the aziridine ring, conjugate addition of 
DNA, ejection of the carbamate function, and 
further addition of DNA. 

The bisalkylation of DNA can be either in- 
trastrand or interstrand, as illustrated in Fig. 
3.10. 

Resistance is attributed to failure of reduc- 
tion (143), to premature reoxidation (143, 
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Figure 3.9. Reductive activation and bisalkylation of DNA by mitomycin C. 

144), binding to a drug-intercepting protein 
that also has oxidase activity (145), and to P- 
glycoprotein-mediated efflux from cancer 
cells (146, 147). 

2.3.7 Medicinal Chemistry. The pharma- MM 
cologically successful chemical transforma- 
tions of mitomycin are schematically summa- 
rized in Fig. 3.11. lntrastrand alkylation 

The chemistry and pharmacological ac- or tions of the mitomycins have been reviewed .r' % 

2.4 Plicamycin (Formerly Mithramycin; 
Mithracin) 

lnterstrand alkylation 
2.4.1 introduction. Plicamycin (161, pro- 

duced by fermentation of Streptomyces plica- - = DNA base 
tus and S. argillaceus, was isolated in 1953 dR = Deoxvribose back bone 
(149). It is a member of the aureolic acid fam- MM = Mitomycin C 
ily of glycosylated polyketides, which also in- 
cludes chromomycins, chromocyclomycins, Figure 3.10. Interstrand and intrastrand alkylation 
olivomycins, and UCH9. It was subsequently of DNA by bioreductively activated mitomycin C. 
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weakness, lethargy, malaise, headache, de- 
pression phlebitis, facial flushing, skin rash, 
hepatotoxicity, and electrolyte disturbances 
(decrease in serum calcium, potassium, and 
phosphate levels) are also encountered. 

Plicamycin is contraindicated with coagu- 
lation disorders, thrombocytopenia, thrombo- 

"boxed" functional groups can be changed with cytopathy, impairment of bone marrow func- 
ention of significant biological activity. Not all tion, and in pregnancy. such changes, however, are successful. The toxic reactions of plicamycin are much 

gure 3.11. Pharmacologically successful modifi- less severe and frequent in the lower dosages 
ons of mitomycin C. employed to lower calcium ion levels. 

2.4.4 Pharmacokinetics. Plicamycin is 

tern ensues, with a half-life of approximately 
11 h having been reported (160). 

2.4.2 Clinical Uses. Plicamycin is highly 
2.4.5 Mode of Action and Resistance. The 

ment of testicular tumors (150-153). In exact mechanism of action of plicamycin is elu- 

ne disease (154-157). 

2.4.3 Contraindications and Side Ef- enhanced in the presence of divalent metal 

ility are also known to occur with the use cin also acts on osteoclasts and blocks the 

hea and stomatitis, fever, drowsiness, Resistance to plicamycin involves eMiux 

OH 

(16) 



through the action of P-glycoprotein (1671, al- 
though recent publications suggest that plica- 
mycin has the capacity to suppress MDR 1 
gene expression in vitro, thereby modulating 
multidrug resistance (168). 

2.4.6 Medicinal Chemistry. The chemistry 
of plicamycin and its analogs has been re- 
viewed (169). For a long time there was con- 
siderable confusion about the precise chemical 
structure of plicamycin (mostly with respect 
to the number and arrangement of the sugars) 
but this has now apparently been resolved by 
careful NMR studies (170). 

The sugars must be present in plicamycin 
for successful DNA binding and magnesium 
ion also promotes the interaction. 

2.4.7 Biosynthesis. Biosynthesis of the au- 
reolic acid group of antitumor antibiotics be- 
gins with condensation of 10 acetyl units to 
produce a formal polyketide that, on conden- 
sation, produces a tetracyclic intermediate 
whose structure and that of the subsequent 
intermediates is reminiscent of those involved 
in tetracycline biosynthesis (171). After the 
formation of premithramycinone, a rather 
complex sequence of reactions ensues, as illus- 
trated in Fig. 3.12. A sequence of methylations 
and glycosylations lead to premithramycin A3. 
Of particular interest in the remaining se- 
quence is an oxidative ring scission and decar- 
boxylation, which leads to the final tricyclic 
ring system. This is followed by oxidation level 
adjustment, producing plicamycin itself, or to 
one of the other members of this class, depend- 
ing on the specifics of the biosynthetic inter- 
mediates (172, 173). Omission of the key C-7 
methylation step leads, for example, through a 
parallel pathway to the formation of 7-de- 
methylmithramycin (174). 

3 DRUGS INHIBITING ENZYMES THAT 
PROCESS DNA 

3.1 Anthracyclines 

The anthracyclines are an important class of 
streptomycete-derived tetracyclic glycosidic 
and intercalating red quinone-based drugs. 
None of the first generation of this widespread 
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class of natural products became clinically 
prominent. The structures of some of these 
chemically interesting compounds, generally 
named as rhodomycins, including pyrromycin, 
musettamycin, and marcellomycin (whose 
names will please opera buffs), are given in 
Fig. 3.13. Those anthracyclines of clinical 
value were discovered initially in the Pharmi- 
talia Laboratories in Italy and subsequently in 
a number of other places (175, 176). The first 
of the clinically useful group was the Strepto- 
myces peucetius metabolite, daunorubicin 
(18). This was followed by its hydroxylated an- 
alog doxorubicin (171, a metabolite of S. peu- 
ceteus var. caesius. Many synthetic anthracy- 
clines resulted from intense study in many 
laboratories. These synthetic methods led to a 
number of marketed products, including 
daunomycin's desmethoxy analog idarubicin 
(20) and doxorubicin's diastereomer epirubi- 
cin (19) (177, 178), and the bisacylated prod- 
uct of doxorubicin, valrubicin (21). Daunomy- 
cin and idarubicin are primarily used for the 
treatment of acute leukemia, and epirubicin is 
used for solid tumors, but doxorubicin is used 
for a much wider range of cancers. 

Compd. R R1 R2 R3 R4 I 
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R = H = Pyrromycin 
R = A = Musettamycin 
R = B = Marcellornycin 

Figure 3.13. Structures of some unmarketed anthracyclines. 

3.1.1 Daunorubicin (Daunomycin; Cerubi- 
dine, Rubidomycin; 18) 

3.1.1. 1 Therapeutic Uses. Daunorubicin is 
used in combination with other agents by i.v. 
infusion for treatment of acute myelogenous 
and lymphocytic leukemias (179-181). 

3.1.1.2 Side Effects and Contraindications. 
It is not generally used i.m. or s.c. because of 
the severe tissue damage that may accompany 
extravasation (182). It is contraindicated 
when hypersensitivity reactions are present. 
Among the side effects that are encountered 
are severe cumulative myocardial toxicity that 
can include acute congestive heart failure af- 
ter cumulative doses above 400-550 mg/m2 of 
body surface in adults and less in infants 
(183), severe myelosuppression (hemorrhage, 
superinfections), bone marrow suppression, 
secondary leukemia, renamepatic failure, 
carcinogenesis, mutagenesis, teratogenicity, 
and fertility impairment. The cardiomyopathy 
is characteristic of the anthracycline class and 
can occur long after therapy is concluded (184, 
185). The highly colored nature of the drug 
can lead to urine discoloration that alarms the 
patient because of drug excretion. In addition, 

alopecia, rash, contact dermatitis, urticaria, 
nausea, vomiting, mucositis, diarrhea, abdom- 
inal pain, fever, chills, and (occasionally) ana- 
phylaxis are observable. When given along 
with cyclophosphamide, its cardiotoxicity is 
enhanced and enhanced toxicity is seen when 
given concurrently with methotrexate. 

3.1.1.3 Pharmacokinetics. On i.v. admin- 
istration the drug is rapidly distributed into 
tissues but does not enter the central nervous 
system. Rapid liver reduction to daunomyci- 
no1 is seen followed by hydrolytic or reductive 
loss of the sugar along with the oxygen atom 
with which it is attached to the ring system. 
These two reactions also can take place before 
reduction. Demethylation of the 0-methyl 
ether moiety also occurs followed by sulfation 
or glucuronidation of the resulting phenolic 
OH. These and other transformation products 
have lesser bioactivity (186). Patients with de- 
creased liver function should receive smaller 
doses because they are not able to detoxify the 
drug effectively. The half-life is about 8.5 h 
and about 25% of the active drug is found in 
the urine along with about 40% in the bile 
(187). Liposomally encased daunorubicin ci- 
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e shows greater selectivity for solid tumors 
is translocated in the lymph (180). Nu- 
binding of anthracyclines is sufficiently 

ngto complicate the excretion pattern and 
determine the tissue distribution of these 

ts (188). Different tissues bind doxorubi- 
.m direct proportion to their DNA content. 
e metabolism of daunorubicin is illustrated 

, 3.1.1.4 Mechanism of Action and Resis- 
ce. The mode of action of daunorubicin 
d the other clinically useful anthracyclines 

Figure 3.14. Metabolism of daunorubicin. 

is multiple. Authorities differ with respect to 
which is the most significant but most at- 
tribute this to inhibition of the mammalian 
topoisomerase 11, essential for shaping DNA, 
so that it can function and be processed (189). 
The drug also intercalates into DNA, inhibits 
DNA and RNA polymerases, and also causes 
free-radical single- and double-strand damage 
to DNA (190). These drugs are, therefore, also 
mutagenic and carcinogenic. Free-radical (re- 
active oxygen species) generation is promoted 
by the interaction of these drugs with P450 
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(191) and with iron, which they chelate (192). 
The reactive oxygen species that they can gen- 
erate also cause severe damage to membranes 
and this may contribute not only to their an- 
titumor efficacy but also to the cardiomyopa- 
thy that they cause (193). 

Resistance to daunorubicin and the other 
anthracyclines is attributed to efflux mediated 
by P-glycoprotein, whose expression is ampli- 
fied in response to their use (187, 194-196). A 
number of other mechanisms have been ad- 
vanced as contributory such as use of other 
export mechanisms, increased endogenous an- 
tioxidant mechanisms, and decreased action 
of mammalian topoisomerase I1 (197). 

3.1.2 Doxorubicin. Doxorubicin [adria- 
mycin, rubex; (1711 is a hydroxylated analog of 
daunorubicin but finds much wider anticancer 
use. 

3.1.2.1 Therapeutic Uses. Doxorubicin is 
given i.v. by rapid infusion for the treatment 
of disseminated neoplastic conditions such as 
acute lymphoblastic leukemia, acute myelo- 
blastic leukemia, Wilms' tumor, neuroblas- 
toma, soft tissue and bone sarcomas, breast 
carcinoma, ovarian carcinoma, transitional 
cell bladder carcinoma, thyroid carcinoma, 
Hodgkin's and non-Hodgkin's lymphomas, 
bronchogenic carcinoma, and gastric carci- 
noma. 

3.1.2.2 Side Effects and Contraindica- 
tions. Doxorubicin is contraindicated in pa- 
tients with preexisting severe myelosuppres- 
sion consequent either to other antitumor 
treatments or to radiotherapy. It is also con- 
traindicated when hypersensitivity to anthra- 
cyclines is present or when significant previ- 
ous doses of other anthracyclines have been 
administered, given that their doses coaccu- 
mulate toward congestive heart failure. 

Side effects are generally similar to those 
seen with daunorubicin (which see), with par- 
ticular reference to cumulative drug-related 
congestive heart failure, extravasation prob- 
lems, myelosuppression, and hepatic damage. 

3.1.2.3 Pharmacokinetics. As with dauno- 
rubicin, the tissue distribution of doxorubicin 
is strongly influenced by the cellular content 
of DNA in various parts of the body (188). Me- 
tabolites of doxorubicin are its aglycone, its 
deoxyaglycone, doxorubicinol and its deoxyag- 

lycone, and demethyldeoxyadriamycinol agly- 
cone as its 4-0-P-glucuronide and 0-sulfides. 
Thus carbonyl reduction is the main metabolic 
reaction and this is followed by various hydro- 
lytic and reductive losses of the sugar, O-de- 
methylation, and various conjugative reac- 
tions (198). These reactions quite parallel the 
findings with those of doxorubicin. 

3.1.2.4 Molecular Mode of Action and Re- 
sistance. The manifold cytotoxic actions of 
doxorubicin on cells are qualitatively the same 
as those of daunorubicin. Likewise, the resis- 
tance mechanisms, especially those involving 
P-glycoprotein expulsion, are closely similar. 
Interestingly, expulsion is significantly less- 
ened by liposome encapsulation (199). 

3.1.3 Epirubicin. Epirubicin (Ellence, (19) 
is a C-4'-diastereoisomer of doxorubicin given 
by i.v. infusion as an adjunct to the use of 
other agents for the treatment of breast can- 
cer, when axillary node tumor involvement is 
seen after breast removal surgery (200). The 
toxicities of epirubicin are analogous to those 
described above for daunorubicin and doxoru- 
bicin (which see). Particular note should be 
paid to drug-related cumulative congestive 
heart failure, extravasation problems, myelo- 
suppression, and hepatic damage. 

3.1.4 Valrubicin. Valrubicin (21) and ida- 
rubicin (20) are also anthracyclines that have 
seen significant clinical use (201). Idarubicin 
differs from doxorubicin in lacking the me- 
thoxy group in the chromophore and has an 
epimeric hydroxyl group in the sugar (202). 
This molecule is comparatively lipophilic, re- 
sulting in increased cellular uptake (the cellu- 
lar concentrations exceed 100 times those 
achieved in plasma) (203) and strong serum 
protein binding (204). Extensive extrahepatic 
metabolism to the 13-dihydro analog occurs 
(205). 

Valrubicin is the valeric ester trifluoroace- 
tic amide of doxorubicin (206-208). It is in- 
stilled into the bladder through a urethral 
catheter after bladder drainage and is voided 
after 2 h (209). It is highly toxic on contact 
with tissues but its means of administration 
limits systemic exposure. Its local adverse re- 
actions are usually comparatively mild and re- 
solve in about 24 h. Evidence indicates that 
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moiety is removed enzymi- 
in vivo before exerting its cytotoxic effect 

3.1.4.1 Biosynthesis. The anthracyclines 
polyketides, as can be readily discerned 

m their structures. Doxorubicin is pro- 
ced from daunorubicin by a late hydroxyla- 

genetically unstable. As a 
ently produced com- 

nt chemical transforma- 
fermentation (212). 

3.1 A.2 Medicinal Chemistry, Many hun- 
ave been prepared either by 

ation of the natural prod- 
total synthesis. As a 
derstanding of their 

elationships is at hand 

The impressive anticancer activity and 
cal potential of the anthracyclines re- 

esearch toward total syn- 
structural modification studies of 
ounds (175,176,219,220). From a 

cture-activity relationship (SARI view- 
int, the anthracycline structural core can be 
vided into three major components: (1) Ring 

lic moiety bearing the two-carbon 
oup and the tertiary hydroxy 

mitantly having a chiral 
oxy group at C-7, which in turn 

connected to the aminosugar unit; (2) the 
osugar residue, attached to the C-7 hy- 

xy group through an a-glycosidic linkage; 
the anthraquinone chromophore, consist- 

e and a hydroquinone moiety 
adjacent rings. The C-13 and C-14 positions 
the various anthracyclines are obvious func- 

derivatization. Thus, the 13- 
to functionality has been subjected to reduc- 

ion, hydrazide formation, and 
forth, without adversely affecting the bioac- 

incorporation of various es- 
ctionalities at C-14, through 

ion and subsequent dis- 
halogen with nucleophiles, 

found to be a useful approach in modulat- 
g the activity of the parent anthracyclines. 

gation of the C-9 alkyl chain 
introduction of amine functionalities at 

14 is detrimental to activity. Additionally, 
rmation of 9,lO-anhydro or the 9-deoxy an- 
ogs results in decreased activity. Interest- 

ingly, the natural stereochemical configura- 
tions at C-7 and C-9 were found to be an 
important contributor to bioactivity, wherein 
it has been proposed that H-bonding between 
the two cis-oxygen functionalities at these po- 
sitions stabilizes the preferred half-chair con- 
formation of the D-ring. 

The amino sugar residue of the various an- 
thracyclines is an essential requirement for 
bioactivity. Among the various SAR studies in- 
volving the carbohydrate core, it has been seen 
that attachment of this moiety to the anthra- 
cycline nucleus through an a-anomeric bond is 
necessary for optimum activity. Conversion of 
the C-3' amine group to the corresponding 
dimethylamino or morpholino functionalities 
confers improved activity; however, acylation 
of the amine (the exception being trifluoro- 
acetyl) or its replacement with a hydroxy 
group results in loss of activity. Interestingly, 
conversion of the C-4' hydroxy group to its 
corresponding methyl ether, C-4' epimeriza- 
tion, or deoxygenation has a negligible effect 
on bioactivity. In more recent studies, novel 
disaccharide analogs of doxorubicin and idaru- 
bicin have been found to exhibit impressive 
antitumor activity (221). 

The anthraquinone chromophore is an im- 
portant structural feature of the anthracy- 
clines. The various oxygenated functionalities 
present in this fragment have been the focus 
of considerable synthetic activity in search of 
analogs with improved activity. Thus, the phe- 
nolic hydroxy groups present in this core were 
found to undergo ready acylation and alkyla- 
tion under standard reaction conditions. It 
has been shown that, 0-methylation of the C-6 
or C-11 phenolic groups results in analogs 
with markedly reduced activity, whereas C-4 
modifications such as demethylation and de- 
oxygenation do not affect bioactivity. Interest- 
ingly, a serendipitous transformation of the 
C-5 carbonyl to the corresponding imino func- 
tionality resulted in an analog that retained 
activity and was found to be significantly less 
cardiotoxic than the parent compound. 

3.1.4.3 Biosynthesis. The proposed bio- 
genesis of the anthracyclines invokes the in- 
volvement of a polyketide synthon. In studies 
involving various blocked mutants of anthra- 
cycline-producing Streptomyces and utiliza- 
tion of 14C-labeled acetate and propionate pre- 
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(1 propionyl + 9 acetyl units) 

Aklavinone 
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Figure 3.15. Proposed biosynthetic pathway lead- 
ing to anthracyclines. 

cursors, it has been shown that there are two 
biosynthetic pathways responsible for the for- 
mation of the polyketide fragment. Daunomy- 
cinone, pyrromycinone, and related aglycones 
are derived from a polyketide synthon having 
one propionate and nine acetate units, 
whereas deviant members such as steffimyci- 
none and nogalanol are obtained from a 10- 
acetate polyketide unit. Thus, a "head-to-tail" 
condensation of the decaketide chain forms 
the parent tetracyclic core and the C-9 quater- 
nary center of the anthracyclines. A sequence 
of biotransformations involving C-2 and C-7 
carbonyl reduction, dehydration (C-2/C-3), 
enolization/aromatization, and B-ring oxida- 
tion leads to aklavinone. Further oxidation, 
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decarboxylation (for some class of com- 
pounds), and glycosidation finally result in the 
corresponding bioactive glycosides. See Fig. 
3.15 for a schematic illustration of the pro- 
posed biosynthetic pathway leading to anthra- 
cyclines. 

3.1.4.4 Recent Developments and Things to 
Come. Reviews of this topic are available 
(203,210, 222). 

3.2 Camptothecins 

Camptothecin (22) was discovered almost at 
the same time (1966) as was tax01 and by the 
same research group (223). It is present in the 
extractives of the Chinese tree Camptotheca 
acuminata (growing in California) and has 
subsequently been found to be abundant in 
the extractives of Mappia foetida, a weed that 
grows prolifically in the Western Ghats of In- 
dia. Despite its early promise in laboratory 
and rodent studies, it was disappointing in 
clinical studies because of severe toxicity and 
so it has not found clinical use by itself, but 
serves as the inspiration for the preparation of 
its clinical descendants prepared both by par- 
tial and total chemical synthesis methods. 
Camptothecin itself is very insoluble. This 
made early evaluation difficult. Tests were 
performed on its sodium salt (prepared by hy- 
drolysis of the lactone ring) but clinical trials 
of this salt had to be discontinued because of 
severe, unpredictable hemorrhagic cystitis, 
even though some patients with gastric and 
colon cancers were responding to the drug. A 
quiet period followed. Much later came a re- 
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Figure 3.16. Hydrolysis of camptothecin analogs. 

surgence of interest because of the discovery 
that the drug works by inhibiting nuclear 
mammalian topoisomerase I, a novel mecha- 
nism of action among contemporary antitu- 
mor agents (224). Topoisomerase I is a ubiqui- 
tous enzyme essential for changing the 
twisting number of DNA molecules (relaxing 
supercoils) so that they can be transcribed and 
repaired. The levels of topoisomerase I are of- 
ten raised in tumor cells. Topoisomerase I ex- 
erts its action by making transient single- 
strand breaks in duplex DNA, rotating the 
molecule, and resealing again. Camptothecin 
and its analogs form a ternary complex with 
the cut DNA and topoisomerase I, which pre- 
vents progression or regression. The cut DNA 
is unavailable to the cell, so that it is stranded 
in the S-phase of the cell cycle and the DNA is 
degraded, thus leading to cell death. 

Camptothecin itself is very water insolu- 
ble, thus impeding its use by injection. Fur- 
thermore, it is quite unstable in the body 
because of ease of hydrolysis of the lactone 
ring under physiological conditions, to pro- 
duce the highly toxic acid analog (Fig. 3.16). 
The ring-opened form is also highly serum 

I '  protein bound, helping to account for its 
comparatively poor activity in vivo. This 
high level of binding also displaces the equi- I 

i librium further in the direction of the unde- 
sirable ring-opened acid form. These factors 
apparently are less limiting in mice, produc- 
ing a significant species difference in behav- 
ior. This raised the level of disappointment 
when, despite favorable animal studies, the 
drug performed poorly in the clinic. Many 
analogs were subsequently prepared by total 

synthesis and by conversions of camptoth- 
ecin itself. The more promising of these 
newer analogs are much more soluble in wa- 
ter and less serum protein bound, helping 
them to overcome some of the defects of 
camptothecin itself. 

Metabolism. Hydrolysis to the less-active 
and toxic ring-opened lactone occurs readily in 
vivo under physiological conditions (Fig. 3.16). 
Further, the lactone binds to serum proteins 
approximately 200 times more than does 
camptothecin itself. By mass action, this shifts 
the equilibrium toward ring opening. The lac- 
tone-opened analogs are significantly more 
water soluble than the lactone forms but are 
generally rather less active. 

3.2.1 Irinotecan (CPT-11) 
3.2.1.1 Clinical Uses. Irinotecan (24) is an 

analog hydroxylated in the quinoline ring and 
further converted to an amine-bearing pro- 
drug carbamate linker. It is given by i.v. infu- 
sion, often in combination with 5-FU and leu- 
covorin (which combination is particularly 
toxic) for the treatment of metastatic carci- 
noma of the colon or rectum (225). Irinotecan 
and its metabolites are much less serum pro- 
tein bound than topotecan and have a some- 
what longer half-life in serum. Irinotecan, 
however, is poorly orally bioavailable and is 
also subject to a significant first-pass metabo- 
lism. 

3.2.2 Topotecan 
3.2.2.1 Clinical Uses. Topotecan (23) is 

used for ovarian (226,227) and small-cell lung 
cancers (228-235). Topotecan is rapidly me- 
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tabolized by hydrolysis and the majority of the 
drug (75430%) is hydrolyzed in the plasma, 
with a half-life of a couple of hours. N-De- 
methyltopotecan and its glucuronide are 
found to a lesser extent. 

3.2.2.2 Contraindications and Side Effects. 
Extravasation of the camptothecin-derived 
drugs leads to tissue damage, and the drugs 
are strongly emetic and neutropenia is com- 
mon. Hypersensitivity to irinotecan is ob- 
served and is a contraindication. Diarrhea oc- 
curs by various mechanisms. Prior exposure 
to pelviclabdominal irradiation enhances the 
risk of severe myelosuppression and deaths 
have been observed attributed to consequent 
infections (236). Orthostatic hypertension, va- 
sodilation, insomnia, dizziness, alopecia, rash, 
anorexia, constipation, dyspepsia, anemia, 
weight loss, dehydration, colitis/ileus, renal 
function, and fertility impairment are also 
seen with irinotecan but are generally consid- 
ered to be mild (237). 

3.2.2.3 Pharmacokinetic Features. The 
pharmacokinetic features of topotecan are 
very complex. The drug is subject to alteration 
by esterases and the products are variously 
glucuronidated as well as oxidized by CYP 
3A4, so is subject to a number of possible drug- 
drug interactions (238). After oral administra- 
tion, about 30-40% of the drug is bioavailable 
(239-241). After i.v. dosage of prodrug irino- 
tecan, rapid metabolic conversion by hydroly- 
sis of the carbamoyl moiety to an active phe- 
nolic metabolite (SN-38) occurs as a result of 
the action of liver carboxvlesterase: this is fol- 
lowed by glucuronidatioi to a metabolite that 
is much less potent. Metabolite SN-38 is about 

1000-fold more active than irinotecan itself 
and accounts for the bulk of the antitumor 
activity of the drug. Fortunately, SN-38 has 
much less affinity toward serum proteins and 
this shifts the equilibrium toward retention of 
the active lactone form. Irinotecan is also con- 
verted in part to a metabolite in which the 
piperazine ring is oxidatively opened to pro- 
duce an acid analog (presumably through its 
lactam) (242). About 11-20% of active irinote- 
can is excreted in the urine but the majority of 
the drug and its metabolites are excreted in 
the bile. There appears to be a significant pa- 
tient-to-patient variation in ability to metabo- 
lize irinotecan (236). 

3.2.2.4 Molecular Mode of Action and Re- 
sistance. The camptothecins are inhibitors of 
the action of mammalian topoisomerase I. The 
normal function of this essential enzyme is to 
produce temporary single-strand breaks by 
which the topography of DNA can be altered, 
so that the molecule can be processed. In the 
presence of camptothecin and its analogs a 
ternary complex forms (camptothecin analogs 
+ DNA + enzyme) that results in single- 
strand breaks that cannot be resealed and this 
leads to defective DNA. In particular, when 
the replicating fork of DNA reaches the cleav- 
able complex generated by camptothecin de- 
rivatives, irreversible strand breaks result, 
causing a failure in DNA processing, thus 
causing the cells to die. The camptothecins are 
thus S-phase poisons (Fig. 3.17). The specific 
molecular details are still obscure, however 
(237). 

Resistance to the camptothecins is believed 
to result in part from excretion mediated by 
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RP-3 (multidrug resis- 
-associated protein) mechanisms (237, 

of other biological 
itro studies (244-247). 

eir meaning in clinical cases is as yet un- 
cells, reduced levels of 

drolases capable of cleaving irinotecan to 
-38 seem to contribute. Another mode of 

reases in content and 
tency of topoisomerase I (237, 248,249). 
3.2.2.5 Medicinal Chemistry. Several pa- 

various total synthesis 
camptothecin and re- 

d molecules have been published (250- 

The objectives of much of this work are 
clear. Drawbacks of camptothecin that have to 
be overcome are its poor water solubility, ease 
of hydrolytic lactone opening to the undesir- 
able acid form, high serum protein binding, 
and the reversibility of its drug-target interac- 
tion. The solubility problem has been ap- 
proached, interestingly, in quite opposite di- 

ions. Some groups have sought to increase 
er solubility and others to make the mole- 
es even more lipophilic. Each approach has 

orked significantly. 
After considerable effort it was discovered 

ts at the C-9 and C-11 
sitions considerably decreased serum pro- 

th the lactone-ring 
this did not interfere 

antitumor activity. Among the analogs 
have received clinical examination but 

eted are lurotecan 
camptothecin (255), 

and DX-8951f (256). A number of other ana- 
logs stand out from the many that have been 
made. Among these are the hexacyclic 1,4-ox- 

azines (257), Ring E homocamptothecins, 
7-cyanocamptothecins (258), and the silate- 
cans (25) (259). The latter are structurally un- 
usual, in that very few candidate dmgs con- 
tain silicon atoms. Furthermore, the best 
analogs are quite lipid soluble and, despite 
this, display superior stability in human blood 
and decreased albumin binding combined 
with significant potency. A summary of camp- 
tothecin SARs is illustrated in Fig. 3.18. 

Much effort has been ex~ended also to en- - 
hance the water solubility of the camptoth- 
ecins by inventive formulations. A number of 
prodrugs have also been made in attempts to 
enhance stability and water solubility. Among 
these are the C-16 esters, such as the bu- 
tyrates and propionates, some sugar-contain- 
ing molecules, and the C-11 carbamates, of 
which irinotecan is the most successful to 
date. 

Topotecan is likewise hydroxylated in the 
quinoline ring but with a dimethylamino- 

The "boxed" functional groups can be changed 
with retention of significant biological activity. 
Not all such changes, however, are successful 

Figure 3.18. Summary of camptothecin structure- 
activity relationships. 
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methylene moiety adjacent. It is administered 
i.v. for the treatment of ovarian and small-cell 
lung cancer. As with the other camptothecins, 
topotecan undergoes a reversible pH-depen- 
dent hydrolysis of its lactone moiety. It is the 
lactone form that is pharmacologically active. 
The drug has a complex excretion pattern, 
with a terminal half-life of about 2-3 h, and 
about 30% of the drug appears in the urine. 
Kidney damage decreases the excretion of the 
drug. Binding of topotecan to serum proteins 
is about 35%. The clinical side effects of topo- 
tecan are similar to those of irinotecan. 

The chiral center of the carnptothecins is S;  
the R-enantiomers are much less (10- to 100- 
fold) potent. 

3.2.2.6 Quantitative Structure-Activity Re- 
lationships (QSARs). Many synthetic campto- 
thecin analogs have been prepared in at- 
tempts to stabilize the active lactone form and 
to enhance water solubility. A QSAR correla- 
tion has been published based on the NCI da- 
tabase information for 167 camptothecin ana- 
logs. The key functions that emerged from this 
are the presence and comparative positions of 
the E-ring hydroxyl and lactone carbonyl and 
the D-ring carbonyl(260). 

3.2.2.7 Recent Developments and Things to 
Come. Topoisomerase I inhibition is a popu- 
lar area of contemporary research and a num- 
ber of analogs are in various stages of preclin- 
ical and clinical workup. It seems likely that 
the immediate future will see the emergence 
of additional agents in this class (261-264). 

3.3 lsopodophyllotoxins 

The lignan podophyllotoxin (27) is an ancient 
folk remedy (classically used for treatment of 
gout) found in the May apple, Podophyllum 
peltatum (265,266). Interestingly podophyllo- 
toxin binds to tubulin at a site distinct from 
that occupied by tax01 and the vinca bases, 
although its molecular mode of action does 
not involve this in any obvious way, and 
modern clinical interest lies in its isomers 
instead. The isopodophyllotoxins are semi- 
synthetic analogs resulting from acid-cata- 
lyzed reaction with suitably protected sug- 
ars followed by additional transformations. 
This results in attachment of the sugars to 
the ring system, with opposite stereochem- 
istry to podophyllotoxin itself. Etoposide 

(28) and teniposide (29) are the most prom- 
inent analogs so produced and these possess 
a different mode of action than that of podo- 
phyllotoxin (267)! Another diastereoisomer, 
picropodophyllotoxin (30), is produced by 
epimerization of podophyllotoxin at the lac- 
tone ring but it has not led to interesting 
analogs. 

3.3.1 Etoposide 
3.3.1.1 Therapeutic Uses. Etoposide is in- 

jected for the treatment of refractory testicu- 
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3.3.1.2 Side Effects and Contraindications. 
ersensitivity to etoposide or to the cremo- 
r EL vehicle are contraindications (272, 
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mbocytopenia are among 

. In a small number of pa- 
h etoposide, a therapy-re- 

ed leukemia results (274,275). 
3.3.1.3 Pharmacokinetics. The drug is 

sion and also can be 
alf of the administered 

le and follows a biphasic 
nation kinetic profile after infusion 
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78). About half of the administered dose is 
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ds 76-96% to serum proteins and is dis- 
ced therefrom by bilirubin, so liver damage 
require reduction in dosage (279, 280). 

effectively pass the blood- 
The drug distributes best 

to small bowel, prostate, thyroid, bladder, 
en, and testicle but does not stay in the 

for extended times after cessation of 

.1.4 Mode of Action and Resistance. 
ration causes DNA single- 

double-strand breaks and DNA-protein 
. This effect appears to be based on inhi- 

ase I1 (283,284). Further- 
e, it is not an intercalator nor does it bind 
ctly to DNA in the absence of the enzyme. 
action is most prominent in the late S or 
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- 

Figure 3.19. Illustration of the formation of a 
ternary complex between DNA, DNA topo- 

arY isomerase 11, and an isopodophyllotoxin glyco- 
side. 

early G-2 cell-cycle phases; thus cells do not 
enter the M-phase. The details of the interac- 
tion between topoisomerase 11, DNA, and 
the isopodophyllotoxins are still emerging. 
Human toposiomerase I1 is a homodimeric en- 
zyme responsible for manipulating DNA su- 
percoiling, chromosomal condensation/decon- 
densation, and unlinking of intertwined 
daughter chromosomes. These steps require 
energy gained by hydrolysis of ATP. Etoposide 
(and teniposide) act by stabilizing the covalent 
topoisomerase 11-DNA intermediate and this 
stabilized ternary complex containing en- 
zyme-cleaved DNA acts as a cellular poison. 
Figure 3.19 illustrates the formation of a ter- 
nary complex between DNA, DNA topoisom- 
erase 11, and an epipodophyllotoxin glycoside. 
During one topoisomerase I1 catalytic cycle, 
two ATP atoms are hydrolyzed. Etoposide and 
teniposide inhibit release of the ADP resulting 
from hydrolysis of the first ATP in a manner 
yet to be determined precisely, although the 
net result is that the ATPase activity of the 
enzyme is inhibited and resealing is prevented 
(285). Resistance takes the form of P-glyco- 
protein-related efflux (286), decreased expres- 
sion and biosynthesis of topoisomerase I1 
(287), or mutations in human topoisomerase 
IIa (288) orp53 tumor-suppressor gene (289). 

3.3.1.5 Medicinal Chemistry (290, 291). 
Although etoposide is widely used, it is inconve- 
niently water insoluble. A water-soluble pro- 
drug, etopophos, has been introduced. This 
agent is rapidly and extensively converted back 
to etoposide &er injection (267,292). 

3.3.2 Teniposide 
3.3.2.1 Therapeutic Uses. Teniposide is in- 

jected for the treatment of acute nonlympho- 
cytic leukemia, Hodgkin's disease and other 
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enter the M-phase. Resistance takes the fo: 
of P-glycoprotein-related efflux, decreas 
biosynthesis of topoisomerase 11, or mutatic 
inp53 tumor-suppressor gene (293). 

3.3.2.4 Structure-Acfivity Relationshi 
Figure 3.20 illustrates the comparatively li 
ited information relating to isopodophyl 
toxin glycosides. 

Detailed reviews of the properties of 1 
isopodophyllotoxins are available (294-297 

The "boxed" functional groups can be changed 4 DRUGS INTERFERING WITH TUBULI 
with retention of significant biological activity. Not POLYMERIZATION/DEPOLYMERlZATlON 
all changes, however, are successful. 

Figure 3.20. Summary of isopodophyllotoxin gly- 
coside structure-activity relationships. 

lymphomas, Kaposi's sarcoma, neuroblastoma, 
and other less thoroughly validated tumor situ- 
ations. Unfortunately, in a number of children 
treated for leukemia, later development of a te- 
niposide-generated leukemia may occur (267). 

3.3.2.2 Pharmacokinetics. The drug is 
given by slow i.v. infusion and also can be 
given orally. About half of the administered 
dose is bioavailable and follows a biphasic 
elimination kinetic profile after infusion. The 
drug does not efficiently pass the blood-brain 
barrier. Its tissue distribution and persistence 
are similar to those of etoposide (282). Hydro- 
lysis of the lactone is seen and conjugates are 
excreted in the urine after oxidative demeth- 
ylation, more so than with etoposide (277). 

3.3.2.3 Mode of Action and Resistance. 
Teniposide administration causes DNA sin- 
gle- and double-strand breaks and DNA-pro- 
tein links. This effect appears to be based on 
inhibition of topoisomerase I1 because the 
drug is not an intercalator nor does it bind to 
DNA. Its action is most prominent in the late S 
or early G-2 cell-cycle phases; thus cells do not 

Microtubules provide a sort of cytoskeleton 
cells so that they can maintain their shap 
They also form a sort of "rails," along wh 
the chromosomes move during mitosis. Thc 
microtubules are constructed by the cc 
trolled polymerization of monomeric tubu 
proteins of which there are two types, a and 
Figure 3.21 illustrates this process. 'I 
dimeric vinca alkaloids interfere with pa 
merization, thus preventing cell division 
preventing the formation of new micro 
bules. The taxus alkaloids, on the other ha1 
promote the polymerization into new micro 
bules but stabilize these and prevent their 
modeling. This prevents cell growth and 
pair. These mechanisms are compatible'w 
the modes of action of other antitumor agen 
thereby allowing for synergy when combir 
with these substances in cocktails. 

4.1 Taxus Diterpenes 

4.1 .I Paclitaxel/Taxol. Tax01 (311, a dit 
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component in the bark of the Pacific yew at ; 
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Figure 3.21. Tubulin polymerization to microtubules and their disassembly. 
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8. R 

(31) R = Ph; R1 = COCH3 
(32) R = tBuO; R1 = H 

3,298). It took a great many years for taxol to 
me to the clinic because its initial performance 

mor-bearing mice was comparatively unim- 
iive. The progress to market was acceler- 

ated materially by the discovery of a novel (at 
he time) molecular mode of action. Taxol stim- 

the formation of microtubules from tubu- 
stabilizes this polymer, which stops cells 
viding (299401). 

er an enormous effort, semisynthesis 
m 10-deacetylbaccatin I11 (33), itself avail- 
e in quantity from the much more renew- 
le needles of various abundant yew species, 
ved economical and also allowed the syn- 

esis of many analogs, of which docetaxel 

(32) is the most prominent (302). Many partial 
and total syntheses of taxol have been re- 
ported but none of these has as yet proved to 
be practical. Despite a long tradition allowing 
the discoverer to name an important com- 
pound, taxol was renamed paclitaxel for com- 
mercial purposes by the CRADA winner, Bris- 
tol-Myers Squibb. 
4.1.1. I Clinical Uses. Taxol is widely used 

in combinations for the therapy of refractory 
ovarian, breast, lung, esophageal, bladder, 
and head and neck cancers. 
4.1.1.2 Side Effects and Contraindications. 

Taxol is a very toxic drug and it must be used 
with care. Bone marrow suppression (neutro- 
penia) is a major dose-limiting side effect 
(303). A few patients develop severe cardiac 
conduction abnormalities (304). Patients with 
liver abnormalities may be especially sensitive 
to taxol. Fertility impairment and mutagene- 
sis is seen in experimental animals, so taxol 
should only be given to pregnant patients with 
special care. Hypersensitivity is not uncom- 
mon and is often associated with the solvent in 
which this especially water insoluble drug 
must be administered (cremophor EL, a poly- 
ethoxylated castor oil) (305). Peripheral neu- 
ropathy occurs frequently and requires re- 
duced dosage. In contrast to many other 
antitumor agents, extravasation, although 
causing discomfort and local pathologies, does 
not generally lead to severe necrosis. Gastro- 



intestinal distress (diarrhea, fever, anemia, 
mucositis, nausea, and vomiting), alopecia, 
edema, and opportunistic infections are also 
reported by many patients. Paclitaxel is me- 
tabolized by the P450 system, so coadminis- 
tration of drugs requiring processing by 
CYP2C8 and CYP3A4 requires caution. This 
statement is also true of docetaxol(306). 

4.1.1.3 Pharmacokinetics. The drug is gen- 
erally given by long-time (3 or 24 h) i h s i o n  at 
3-week intervals or short-time (1 h) infusions at 
weekly intervals and is heavily protein bound 
(90-98%). Attempts to infuse the drug over very 
long times (96 h) have been made but involve 
significant practical limitations. The drug is ex- 
creted after a biphasic mode, with an initial 
rapid serum decline as the drug is distributed to 
the tissues and the overflow excreted. Return 
from peripheral tissues is slow and accounts for 
the second part of the excretion curve. The ex- 
cretion half-life is fairly long (- 13-55 h) (307- 
309). Extensive clearance other than by urine 
takes place, given that only 1-13% of the drug is 
found in the urine. Metabolism is primarily oxi- 
dative, with the main metabolite being the 6a- 
hydroxy analog and lesser amounts of the 3'- 
parahydroxybenzarnide and the 6a-hydroxy, 
3'-parahydroxybenzamide analogs being de- 
tected (310-312). 

4.1.1.4 Molecular Mode of Action and Re- 
sistance. Tax01 binds to the p-tubulin compo- 
nent and stimulates the formation of microtu- 
bules. These, however, do not break down, so 
the cell is unable to repair and to undergo mi- 
tosis (301). Resistant cells in culture are often 
seen to produce P-glycoprotein to excrete the 
drug (313), and also to have mutations in the 
p-tubulin component (314,315). Whether this 
is responsible for clinical resistance is still be- 
ing studied. Overexpression of the ErbB2 gene 
occurs fairly often in breast tumors and this 
leads to overproduction of a transmembrane 
growth factor receptor belonging to the ErbB 
receptor tyrosine kinase subfamily. Cells with 
this characteristic have reduced responsive- 
ness to taxol (316). Other growth factor anom- 
alies involving, for example, EGFRviii and 
HER-2 are also seen in some cell lines (317). 

4.1.2 DocetaxeVTaxotere. Docetaxel (32) 
is a semisynthetic analog of taxol prepared by 
a variety of chemical means, starting with the 
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more abundant 10-deacetylbaccatin I11 (33) 
(302). It has found a significant place in anti- 
cancer chemotherapy but is still a significantly 
toxic drug that must be used with care. 

4.1.2.1 Clinical Applications. Docetaxel is 
administered by i.v. infusion for the treatment 
of breast cancer, non-small-cell lung cancer 
and a variety of other less well established an- 
titumor indications (318). 

4.1.2.2 Side Effects and Contraindica- 
tions. Many of the adverse effects of docetaxel 
are similar to those of taxol itself. The drug, 
however, is administered in polysorbate 80 
rather than cremophor, so allergy is more 
commonly to the drug itself and can be severe. 
Poor liver function greatly enhances patient 
sensitivity to docetaxel. Severe fluid retention 
can also be observed. Patients are often ad- 
ministered corticoids before being exposed to 
docetaxel to assist in their tolerance of the 
drug. Myelotoxicity is potentially severe, so 
blood cell counts should be monitored. The 
toxicity of docetaxel is exaggerated when liver 
disease is present (319). 

4.1.2.3 Pharmacokinetics. In contrast ta 
paclitaxel, docetaxel has linear pharmacokinet- 
ics at the doses used in the clinic. As with ~acli- . 
taxel, metabolism takes place in the liver 
through cytochrome P450 enzymic oxidation 
and the metabolites are excreted primarily in 
the bile. The involvement of P450 3A4 and 3A5 
requires care in coadministering drugs that are 
also metabolized by these common enzymes 
(320). The metabolites are generally less toxic 
and less potent than docetaxel itself (321). 

4.1.2.4 Mode of Action and Resistance. 
See paclitaxel. 

4.1.2.5 Chemical Transformations. Although 
several total syntheses of taxol have been - 
achieved during the last few years, low overall 
yields and high costs preclude them from be- 
ing of commercial importance. Fortunately, 
isolation of the two taxol biosynthetic precur- 
sors, baccatin I11 and 10-deacetyl baccatin 111, 
initially from the regenerable needles of the 
yew species T. baccata and subsequent devel- 
opment of highly efficient semisynthesis of 
taxol and taxotere from the above precursors 
have apparently solved the present supply 
problem of these precious drugs. Moreover, 
the semisynthetic routes have also provided 
means to carry out extensive SAR studies and 
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tolerates modification without significant change in activity 

improve activity 

Benzoate ester essential; 
meta-substitution improves 

activity 1 
Figure 3.22. Structure-activity relationships of the taxol series. 
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nsequent access to a large number of taxol 
ies on taxol have dem- 
phenylisoserinate side 

1 component for bioactiv- 
, wherein limited modifications can be car- 
d out at the 3'-phenyl and the 3'-N-benzoyl 
s toward attenuating activity. Similarly, 

ntact oxetane ring in the 
erpenoid core appears to be essential for 
activity. Additionally, although the oxy- 
n-bearing functionalities at C-7, C-9, and 
10 allow various modifications, an acetoxy 
C-4 and an aroyloxy group at C-2 are indis- 

activity. Interestingly, 
01 analogs (A-nortaxol) 
ubulin assembly activ- 

beit with significantly diminished cyto- 

The SARs of the taxol series are summa- 

4.1.2.6 Biosynthesis. Taxol is one of the 
ructurally more complex members of the 

characterized by the pres- 
al taxane ring system. The 
01 biosynthesis involve the 

lization of geranylgeranyl diphosphate to 
-4(5),11(12)diene, forming the taxane 

sequent cytochrome P450- 
iated hydroxylation at C-5 of the olefin is 

llowed by several other cytochrome P450- 
dependent oxygenations at C-1, C-2, C-4, C-7, 
C-9, (2-10, and C-13 (the precise order of these 

regiospecific oxidations, however, is not yet 
known) and CoA-dependent acylations of the 
taxane core, en route to taxol (326). Biosyn- 
thetically, the N-benzoyl phenylisoserine side 
chain has been shown to originate from phe- 
nylalanine and its further elaboration in- 
volves a late-stage esterification at C-13 of an 
advanced baccatin I11 intermediate (327). 

The biosynthetic pathway between gera- 
nylgeranyl diphosphate and taxol remains to be 
fully elucidated but apparently passes through 
tam-4(5),11(12)-diene and taxa-4(20),11(12)- 
dieneda-01, as shown in Fig. 3.23. 

4.1.2.7 Things to Come. Recent interest 
has developed about the properties of the 
epothilones. These apparently bind to tubulin 
at approximately the taxol site but resistance 
by P-glycoprotein expulsion is apparently not 
significant with these fermentation products 
and they are active against a number of taxol- 
resistant cell lines. Elutherobin is another 
natural product binding to the taxane-binding 
site but this agent is cross-resistant with taxol 
(328). The clinical future of these agents is as 
yet uncertain and they have inspired much 
synthetic and biochemical attention. 

4.2 Dimeric Vinca Alkaloids 

The dimeric indole-indoline alkaloids were 
initially isolated from the Madagascan peri- 
winkle, Catharanthus rosea (formerly named 
Vinca rosea). The plant was originally investi- 
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Geranylgeranyl 
diphosphate 

0 

Taxadiene 
synthase 

1 Taxadiene 
5a-hydroxylase 

Figure 3.23. Biosynthesis of taxol. 

gated as a follow-up to folkloric reports of hy- 
poglycemic activity, and it was hoped to be of 
value in treating diabetes mellitus. This did 
not prove to be true but, during the investiga- 
tion of extracts, certain fractions produced 
granulocytopenia and bone marrow suppres- 
sion in animals. The active alkaloids were iso- 
lated from a matrix of indole alkaloids and 
were found to be active antileukemic agents 
against P-1534 cells. Development for human 
use followed after extensive experimentation. 
Four of these unsymmetrical dimeric alka- 
loids ultimately found use as antitumor 
agents. The best agents contain C-linked vin- 
doline and 16p-carbomethoxy velbanamine 
units. Apparently minor structural differ- 
ences between the alkaloids led to major dif- 
ferences in potency and utility (329). Because 
of their relative scarcity and medicinal value, 
these dimers have been attractive synthetic 
targets and a rich synthetic and biosynthetic 
literature has grown up around them. Inspec- 
tion of their structures readily leads to the in- 
ference that they are the products of unsym- 
metrical free-radical coupling. After much 
work, two groups, those of Potier in France 
(330, 331) and of Kutney in Canada (3321, 
succeeded in stereoselective dimerization. 
Treatment of the abundant alkaloid catha- 
ranthine as its N-oxide with trifluoroacetic 
anhydride leads to a fragmentation into an 

enamine that can be intercepted by vindo- 
line, another comparatively abundant alka- 
loid, and the product reduced by sodium 
borohydride. Under low temperature condi- 
tions the condensation is stereospecific in 
the desired manner. This is believed to re- 
flect a concerted interaction. When the reac- 
tion is run a t  higher temperatures, a mix- 
ture of diastereomers is produced instead. 
This is believed to be the result of a stepwise 
condensation. Variation of this chemistry 
leads to the formation of useful synthetic 
analogs and interconversions into natural 
analogs as well. Figure 3.24 illustrates the 
partial chemical synthesis of vinca dimers 
with the natural stereochemistry. 

It is interesting to note that dolastatin 10, a 
marine natural product with exceptional anti- 
tumor properties, also binds near to the vinca 
alkaloid binding domain and inhibits tubulin 
polymerization (333,334). 

4.2.1 Vinblastine (Velban) 
4.2.1.1 Medicinal Uses. Vinblastine sulfate 

(34) is given i.v. with great care, to avoid dam- 
aging extravasation (123), for the treatment of 
metastatic testicular tumors (usually in combi- 
nation with bleomycin and cisplatin). Various 
lymphomas also may respond. It has only lim- 
ited neurotoxicity, thus enhancing its utility. 
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Catharanthine 
N-oxide 

Vindoline 
15', 20'-Dehydrovinca- \ 

leucoblastine 
CH3 

Figure 3.24. Partial chemical synthesis of vinca dimers with the natural stereochemistry. 

CH30 
RHO R1 

4.2.1.2 Side Effects and Contraindica- 
ms. Vinblastine causes severe tissue necro- 

sisupon extravasation. Mild neurotoxicity and 
iyelosuppression occur and these effects 
hould be monitored to prevent significant 
 xic city to the patient. The other side effects of 

vinblastine are common to antitumor agents 
dopecia, ulceration, nausea, etc.). 

4.2.1.3 Pharmacokinetic Features. Vin- 
lastine is extensively metabolized in the liver 
nd the metabolites are excreted as conjugates 
3 the bile. About 15% of the drug is found un- 
hanged in the urine (335, 336). Oxidative deg- 

radation of the catharanthus alkaloids occurs in 
part catalyzed by the action of myeloperoxidase. 

Cleavage occurs between C-20' and C-21' and is 
structurally facilitated by the presence of a (2-20' 
hydroxyl moiety (337). Peroxidase and cerulo- 
plasmin also catalyze oxidative transformations 
of vinblastine (338,339). 

4.2.1.4 Medicinal Chemical Transforma- 
tions. Hydrolysis of the acetyl group at C-4 of I i 
vinblastine abolishes its antileukemic activity. 
Furthermore, acetylation of the free hydroxyl 
groups also inactivates the molecule. The 
dimeric structure is required as is the stereo- 
chemistry of the point of attachment. Hydro- * 

genation of the olefinic linkage and reduction 
to the carbinol also greatly diminish potency. 
Thus the antileukemic activity is substan- 
tially dependent on the specific structural 
groups present in the molecule. 

4.2.1.5 Molecular Mode of Action and Re- 
sistance. Vinblastine blocks cells in the 
M-phase. It binds to the j3-subunit of tubulin 
in its dimer in a one-to-one complex, thus pre- 
venting its polymerization into microtubules. 
The binding site is near to, but different from, 
that of colchicines but similar to that of may- 
tansine and rhizoxin (although the conse- 
quences of binding of the latter are different 
from those of vinca binding). Nontubulin oli- 
gomers form from the component parts as a 
consequence, and preformed tubulin depoly- 
merizes and the complex with vinblastine 
crystallizes (340). Failure to produce func- 
tional microtubules prevents proper chromo- 
some formation and thus prevents cell divi- 



sion. The blocked cells then die (become 
apoptotic). Other cellular processes depen- 
dent on microtubules are also interfered with, 
although the blockade of chromosome forma- 
tion is regarded as central to their action 
(341). Resistance mainly takes the form of 
elaboration of P-glycoproteins that export vin- 
blastine, and this cross-resistance is broad 
enough to include the other vinca alkaloids 
and other antitumor agents as well (342). Re- 
sistance is also attributed to alterations in the 
tubulin subunits (343). 

4.2.2 Vincristine (Oncovin, Vincasar PFS) 
4.2.2.1 Medical Uses. Vincristine (35) is a 

common component of antitumor cocktails used 
in treating acute lymphoblastic leukemia and 
solid tumors of youngsters and in adult lym- 
phoma. It is commonly used with corticoste- 
roids. Study of its use in the form of liposomes 
has also been carried out (344). Its use produces 
limited myelosuppression, so it is an attractive 
component in cocktails. The reduced myelotox- 
icity may be attributable to oxidative degrada- 
tion of the drug by myeloperoxidase, a heme- 
centered peroxidase enzyme present in acute 
myeloblastic leukemia but not in acute lympho- 
blastic leukemia (345,346). 

4.2.2.2 Pharmacokinetic Features. Vincris- 
tine is extensively metabolized in the liver and 
the metabolites are excreted as conjugates in 
the bile. About 15% of the drug is found un- 
changed in the urine. 

4.2.2.3 Side Effects and Contraindica- 
tions. Vincristine causes severe tissue necrosis 
upon extravasation (123). Neurotoxicity is a sig- 
nificant potential problem with vincristine and 
is often treated in part by reducing the dose of 
the drug (347). Myelosuppression also occurs 
but to a lesser extent and this effect should be 
monitored to prevent significant toxicity to the 
patient. Gout can occur with vincristine admin- 
istration and can be controlled by use of allopuri- 
nol. The other side effects of vinblastine are 
common to antitumor agents (alopecia, ulcer- 
ation, nausea, diarrhea, etc.). 

4.2.2.4 Resistance. Resistance to vincris- 
tine is mediated in part by export resulting 
from the multidrug resistance protein and, in- 
terestingly, is characterized by cotransport 
with reduced glutathione (348). 
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4.2.3 Vinorelbine (Navelbine) 
4.2.3.1 Medicinal Uses. Vinorelbine (37) 

is used against non-small-cell lung cancer and 

against breast cancer (349-353). It appears to 
be intermediate in its neurotoxicity and my- 
elosuppression compared to that of the other 
vinca antitumor agents (354). 

4.2.3.2 Pharmacokinetic Features. Vi- 
norelbine is extensively metabolized in the " 

liver and the metabolites are excreted as con- 
jugates in the bile. About 15% of the drug is 
found unchanged in the urine. 

4.2.3.3 Side Effects and Contraindica- 
tions. Vinorelbine causes severe tissue necrosis 
upon extravasation as well as phlebitis (355). 
Prior i.v. administration of cimetidine partially 
avoids this. Mild neurotoxicity and myelosup- 
pression occur and these effects should be mon- 
itored to prevent significant toxicity to the pa- 
tient. Its most notable toxic side effect appears 
to be granulocytopenia. The other side effects of 
vinorelbine are common to antitumor agents 
(alopecia, ulceration, nausea, etc.). 

4.2.3.4 Things to Come. Vindisine (36) is 
an analog prepared from vinblastine (34). Its an- 
titumor spectrum, however, is more closely sim- 
ilar to that of vincristine. Clinical studies show 
activity against acute leukemia; lung cancer; 
breast carcinoma; squamous cell carcinoma of 
the esophagous, head, and neck; Hodgkin's dis- 
ease; and non-Hodgkin's lymphomas. Its toxici- 
ties include myelosuppression and neurotoxic- 
ity. Despite these promising findings, it has yet 
to be introduced into the clinic (356). 

Vinflunine (38) is a dimeric alkaloid, con- 
taining two gem-fluorine atoms, prepared by a 
mechanistically interesting process using su- 
per acidic reactants on vinorelbine. This com- 



oved ant i tumor potency in a 
ety of model tumor systems, shows less 
resistance (3571, and has entered clinical 
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1 PROTECTIVE AGENTS AGAINST 
IONIZING RADIATION 

1.1 Introduction 

The protective action of certain substances 
against the damaging effects of ionizing radi- 
ation was first noted in 1942 (but not pub- 
lished until 1949) by Dale, Gray, and 
Meredith. A decrease in the inactivation of two 
enzymes by X-rays was observed upon addi- 
tion of several substances, including colloidal 
sulfur and thiourea, to aqueous preparations 
of the enzymes (1). Radioprotective effects for 
a bacteriophage were observed by Latarjet and 
Ephrati in 1948, using cysteine, cystine, gluta- 
thione, thioglycolic acid, and tryptophan (2). 
Radioprotection of mice against X-rays was 
achieved shortly thereafter in three different 
laboratories, in Belgium, the United States, 
and Britain, by use of cyanide (3), cysteine (41, 
and thiourea (51, respectively. These protec- 
tive effects were attributed at the time to in- 
hibition of, or reaction with, cellular enzymes. 
The importance of sulfur-containing mole- 
cules for radioprotection was thus demon- 
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strated from the very earliest experiments 
with living systems, although the reasons for 
selection of sulfur compounds were not clear. 

The importance of the mercapto (or thiol) 
function was demonstrated in 1951 by Bacq et 
al. (6), a Belgian physiologist, who removed 
the carboxyl group of cysteine and obtained 
2-mercaptoethylamine (MEA, or cysteamine; 
NH,CH,CH,SH), which proved to be a much 
stronger protective agent in mice than any 
previously tested. The presence of the amino 
group was also considered essential for good 
radioprotection, and most of the mercaptans 
and other sulfur-containing molecules, later 
synthesized, also contained an amino or other 
basic function. MEA and its derivatives, par- 
ticularly those having greater lipophilic char- 
acter, are still regarded as the most potent of 
the whole-body radioprotective agents. 

Since 1952 other types of structures with 
radioprotective activity have been found, in- 
cluding a number of physiologically important 
agents, notably serotonin, but none has yet 
exceeded the amino alkyl mercaptans in effec- 
tiveness on a molar basis. Various explana- 
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been elucidated may not be relevant to biolog- 
ical damage. It is therefore difficult to classify 
radioprotectors according to mechanism. 
They are organized in this discussion mostly 
according to chemical features, although it 
should be kept in mind that structurally sim- 
ilar compounds could be acting by completely 
different mechanisms, and even a single com- 
pound may protect by different mechanisms 
depending on the model system used for the 
study. 

Absorption of radiation energy by biologi- 
cal molecules has been considered to be either 
direct or indirect (12-14), although they both 
can result in the same kind of damage to a 
target molecule. Direct action involves absorp- 
tion of radiation energy by a target molecule, 
such as DNA. The absorbed energy is suffi- 
cient to cause the ejection of an electron from 
an atom of the target molecule (hence the 
term ionizing radiation), leaving the target 
molecule with an unpaired electron: that is, 
converting it into a free radical. Indirect ac- 
tion involves the absorption of radiation en- 
ergy by a molecule (such as H,O) other than 
the target molecule, and subsequent transfer 
of the energy to the target molecules by reac- 
tion of radiolytically produced nontarget free 
radical with the target molecule. In either 
case, the result is a target molecule free radi- 
cal. Subsequent reactions of the target mole- 
cule free radical can result in permanent 
chemical alteration, leading to a biological 
consequence. Reaction of the target molecule 
free radical with a hydrogen donor, such as a 
thiol, can restore the lost electron, thus restor- 
ing the target molecule (13). Repair usually 
refers to an enzymatic process, whereas the 
term restoration is the preferred usage to de- 
scribe this type of chemical radioprotection. 

Another mechanism of radioprotection is 
to scavenge the nontarget free radicals pro- 
duced by radiation before they can react with 
the target molecule. The most important dif- 
fusible free radical involved in the indirect ef- 
fect is the hydroxyl radical, formed by radioly- 
sis of water. Hydroxyl-radical scavenging can 
be the most effective mechanism of radiopro- 
tection of target molecules in dilute solution. 
However, radioprotection of mammalian cells 
by hydroxyl-radical scavenging is difficult to 
achieve because these highly reactive mole- 



cules will react with cellular constituents very 
rapidly at the high solute concentrations that 
exist in cells, and a very high concentration of 
hydroxyl-radical scavenger is required to in- 
tercept the hydroxyl radicals before this hap- 
pens (7). 

1.3 Antiradiation Testing 

Much of the early testing of radioprotective 
agents employed either X-rays or y-rays from 
an external source. Animals for initial in vivo 
testing most often have been mice or rats; 
guinea pigs have been used less frequently. 
Large animal radioprotector testing, with 
dogs or monkeys, has been limited to the more 
effective compounds; as determined from 
screening with mice or rats. Further informa- 
tion on this testing, through the use of 30-day 
survival [lethal dose for 50% survival at 30 . 

days (LD,,,,,)I as a criterion for protection, 
may be found in texts devoted to radiobiology 
(15,16) from that era, the 1960s. 

Various physiological effects may be ob- 
served, depending on the dose and type of ra- 
diation, as well as on the type of animal used. 
In theory, the appearance of any observable 
symptom of radiation damage may be used as 
the basis of a testing procedure but, histori- 
cally, lethality has generally been the criterion 
for protection. Sufficient numbers of animals 
must be employed for statistical significance, 
and in the case of mice irradiated with a lethal 
dose of X- or y-rays, the endpoint for survival 
is generally taken to be survival for 30 days 
after irradiation. Testing results are ex- - 
pressed most commonly as the percentage sur- 
vival for the observation- period compared to 
the survival of control animals. Another 
method of expression of test data is in terms of 
the dose reduction factor (DRF, which is the 
ratio of the radiation dose causing an effect 
such as LD,, in the treated animals or cells to 
the dose causing the same effect in the unpro- 
tected animals or cells). Recently, radioprotec- 
tion studies have been most frequently carried 
out in cell culture (17). Particular mechanisms 
of protection may be more effective with re- 
gard to certain endpoints (17). For example, 
protection against mutagenesis has been ob- 
served at lower concentrations of amino thiols 
than are required for protection against cell 
killing. 

Radiosensitizers and Radioprotective Agents 

The dose of protective agent employed is 
usually the maximum tolerated dose (MTD), 
that is, the dose causing no deleterious effects. 
In a drug-screening program, candidate com- 
pounds are usually tested at their MTD level 
by use of a radiation dose that is lethal to all 
control animals in 30 davs. The time interval " 

between administration of the drug and irra- 
diation of the animals is usually 15-30 min for 
intraperitoneal dosing and 30-60 min for oral 
dosing. Drugs believed to act by inducing hyp- 
oxia or other metabolic changes usually must 
be administered several hours before irradia- 
tion. The rate of irradiation in screening pro- 
grams has commonly been 50-250 radslmin. 
At lower dose rates, the time for maximum 
effectiveness of the radioprotector can be ex- 
ceeded before the total radiation dose is ad- 
ministered. In addition, repair processes could 
become significant before the irradiation is 
complete. Chronic radiation studies have been 
carried out with repeated administration of 
protector, but results have been less decisive 
(18). 

Several concepts should be kept in mind 
with regard to testing results of radiation pro- 
tectors (1). Because many compounds have 
been tested at the maximum tolerated dose, 
the best protectors are not necessarily the 
most active on a molar basis, but rather the 
most effective at a given level of toxicity (2). 
Although many of these compounds are as ac- 
tive as the parent compound, some are acti- 
vated metabolically, or may act indirectly by in- 
ducing an endogenous protective mechanism. 

Other testing procedures used to a lesser 
extent include the inhibition of bacterial or 
plant growth and the prevention of depoly- 
merization of polymethacrylate or polystyrene 
(19) or of DNA (20). Other test procedures for 
evaluation of radioprotectors have included 
the plaque-forming ability of coliphage T (21), 
effect on Eh potential (22), inhibition of the 
formation of peroxides of unsaturated lipids or 
13-carotene (22), inhibition of chemilumines- 
cence of y-irradiated mouse tissue homogenates 
(231, and use of spleen colony counts (24). 

1.4 Protective Compounds 

The more extensively investigated compounds 
have been discussed in books by Thomson 
(16); Bacq (25, 27); Balubukha (26); Nygaard 
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and Simic (27); Livesey, Reed, and Adamson 
(28); and Bump and Malaker (17). A catalog of 
compounds tested for radiation protection up 
to 1963 was compiled by Huber and Spode 
(29). Extensive reviews on protective agents 

e 1963 have been written by Melching and 
effer (30), Overman and Jackson (311, Ro- 

antsev (321, Foye (331, Klayman and Cope- 
d (34), Yashunskii and Kovtun (35), and 

ump and Brown (36). Reports of two interna- 
onal symposia on radioprotective and radio- 
nsitizing agents have been published by Pa- 
etti and Vertua (37) and by Moroson and 
intiliani (38). A series of symposia on radi- 

ation modifiers has also been held (39). Chap- 
ters on radioprotective agents have appeared 
in Annual Reports in  Medicinal Chemistry in 
1966 and 1967 (40) and in 1968 and 1970 (411, 
and in Military Radiobiology in  1987 (42). 

In the following discussion of structure-ac- 
tivity relationships, results on radioprotection 
of mice are compared unless otherwise stated. 
Relevant details concerning radiation dose, 
compound dose, route of administration, or 
strain of test animal, variations of which can 
alter results significantly, may be found in the 
original references. 

1.4.1 Thiols and Thiol Derivatives. 2-Mer- 
toethylamine (MEA, cysteamine) and its 

rivatives have constituted the most effective 
f radioprotective compounds. Since the 

initial discoveries of the protective action in 
mice of cysteine by Patt et al. (4) and its decar- 
boxylated derivative, MEA, by Bacq et al. (6), 
hundreds of derivatives and analogs of the 
mercaptoethylamine structure have been syn- 
thesized and tested for radioprotective activ- 

. In the United States, the Walter Reed 
Institute of Research (WRAIR) funded a 

large synthetic program and developed a 
eening procedure for compounds mainly of 
s type, during the period from 1959 to 1986. 
compilation of the compounds tested in this 

was made by T. R. Sweeney of the 
R in 1979. Many European countries 

o supported research programs on the de- 
velopment of radioprotective compounds and 
have been joined more recently by China and 
India. Other types of agents have been found 

with protective activities, but sulfur-contain- 
ing molecules have been by far the most nu- 
merous. 

Several structural requirements for activ- 
ity in this series have become established. The 
presence of a free thiol group, or a thiol deriv- 
ative that can be converted to a free thiol in  
vivo, is essential for activity. The presence of a 
basic function [amino, amidino, or guanidino 
(4311 (1) located two or three carbon atoms 

distant from the thiol group is favorable for 
the best activity. Activity for these basic thiols 
drops off drastically with more than a three- 
carbon distance (44). The benefit arising from 
the basic group has not yet been explained, 
however. Several acyl thiol derivatives (2), 

such as the thiosulfuric acid (45), phosphoro- 
thioic acid (46), and trithiocarbonic acid (47), 
most likely liberate free thiol in the animal. 

Some radioprotectors may act by releasing 
endogenous nonprotein thiols normally bound 
by disulfide linkages with serum or interstitial 
proteins. An increase in tissue nonprotein 
thiol levels results after administration of the 
thiosulfate and phosphorothioate of MEA 
(48). 

Alkylation of the nitrogen of MEA causes 
loss of activity in some cases, but has also re- 
sulted in some of the most potent of the MEA 
derivatives, of which WR2721 (3) is the best 

known. The N-p-phenethyl and N-p-thienyl- 
ethyl derivatives have good activity (49). Dial- 
kylation of the nitrogen of MEA usually re- 
sults in some loss of activity. Whereas the 
N,N-dimethyl and N,N-diethyl derivatives re- 
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tain much of the activity of the MEA, the N,N- 
dipropyl and N,N-diisobutyl derivatives retain 
a little activity, and the di-n-butyl derivative is 
inactive (44). N,N1-Polymethylene bridging of 
the MEA structure provides compounds (4) 

that are active, where X is P03H2 and n is 3 or 
4, but inactive where X is S0,H (50). 

Alkylation of the carbon atoms of the MEA 
structure has given varied results. Active com- 
pounds have been found among C-monoalkyl 
derivatives, with 2-aminopropan-1-thiol hav- 
ing moderate activity and l-aminopropan-2- 
thiol having good activity (51, 52). Whereas 
a,a-dialkyl-P-aminoethanethiols are inactive 
(53, 54), some P,P-dialkyl-p-aminoethane 
thiosulfates and phosphorothioates (5) have 

substantial activity (55). 2-Amino-1-pentane- 
thiol and 2-amino-3-methyl-1-butanethiol also 
have good activity (55). C-Trialkyl derivatives 
of MEA (541, sec-mercaptoalkylamines (56), 
and 2-mercapto-2-phenethylamine (57) are in- 
active. Generally, the presence of a phenyl 
group in the MEA structure blocks activity 
(58). a,a-Dimethyl-2-arninoethanethiol, de- 
rived from penicillamine, is not protective but 
has radiosensitizing activity (59). 

Alkylation or arylation of the mercapto 
group generally results in loss of activity. The 
S-benzyl derivative of MEA has some activity, 
probably resulting from in uiuo debenzylation 
(60). 

Attempts to determine whether the stereo- 
chemical structure of the aminoalkanethiols is 
important have revealed that a given stereo- 
isomer may provide greater radioprotection 
than others. A small difference in activity was 
found for the cis and trans isomers of 2-ami- 
nocyclohexane-1-thiol (61). The cis forms of 
2-mercaptocyclobutylamine and 2-mercapto- 

cyclobutyl-N-methylamine have higher radio- 
protective activities in mice than those of the 
trans forms. No correlation could be found be- 
tween protective activity and ability to protect 
against either induction of DNA single-strand 
breaks or inactivation of proliferative capacity 
of hamster cells in vitro (62), however. On the 
other hand, the trans forms were less toxic and 
somewhat more effective in competing for free 
radicals in DNA. The D and L isomers of 
2-aminobutylisothiuronium bromide have 
been separated, and the D isomer was twice as 
active in mice as the L isomer (63). The optical 
isomers of dithiothreitol show a greater differ- 
ence in protective ability, the Dg isomer pro- 
tecting 50% of mice exposed to 650 rads, 
whereas the Lg isomer afforded no protection 
(64). The Dg isomer was also less toxic. 

Other functional groups in the MEA struc- 
ture have generally caused diminution or loss 
of protective ability. The presence of a car- 
boxyl group frequently causes lower activity; 
cysteine, for instance, has the same dose re- 
duction factor (1.7) in mice as that of MEA or 
MEG, but a much larger dose is required (65). 
This may be explained by the charge, or Z 
value, of the RSH molecule, which determines 
the concentration of thiol in the immediate 
vicinity of DNA, which has been shown to be in 
agreement with scavenging and chemical-re- 
pair reactions (66). The negative charge of a 
carboxyl group would thus be repelled by neg- 
ative charges on DNA and prevent close accu- 
mulation of the thiol, necessary for DNA pro- 
tection and repair. 

N-Monosubstituted derivatives of MEA 
containing thioureide or sulfone substituents 
are inactive, although sulfonic acid zwitteri- 
ons, HS(CH2)2NH2'(CH2)3S0,-, are strongly 
protective (67). The presence of hydroxyl often 
favors activity [e.g., L(+)-3-amino-4-mer- 
capto-1-butanol gives good protection to mice 
(6811. An additional thiol group diminished ac- 
tivity in a series of 2-alkyl-2-amino-1,3-pro- 
panedithiols, which showed little activity in 
mice (67). Dithiothreitol (Cleland's reagent, 6) 

HS-CH-CH-SH 
I I 

OH OH 
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protective ability (64), and Carmack et al. 
) found no protection from the oxidized di- 
ane form. Its protective activity in uivo may 
attributable to release of other nonprotein 
01s from mixed disulfides. Also, this may 

fled a requirement for a suitable redox po- 
othreitol is so readily reduced 

becomes oxidized in biological 
good protector in  uitro, under 

ns where it remains reduced. N-Car- 
thy1 derivatives of the phosphoro- 

oate of MEA, however, had high protective 
ivity (69). Sodium 2,3-dimercaptopropane 
fonate (Unithiol, 7), which was studied in 

HS-CH2-CH-CH2-S03Na 
I 
SH 

(7) 

med to be more protective and 
toxic than MEA (70). 
-Acylation of the MEA structure has pro- 

active compounds, particu- 
re zwitterions have resulted. The 

te (Bunte salt) (45), phosphorothio- 
and trithiocarbonate (47) of MEA, all 

rm zwitterions, have protective ac- 
ties comparable to that of MEA. Corre- 

onding zwitterions of mercaptoethylguani- 
) also give protection to mice 

rresponding to that of MEG (47, 71). Of 
ese S-acyl derivatives, the phosphorothio- 

een particularly effective; S-(3- 
ino-2-hydroxypropy1)phos-phorothioate 

(8) and S-(2-aminopropy1)-phosphorothioate 

NH3+-CH2-CH-CH2-SP03H- 
I 

OH 

(8) 

lues in mice of 2.16 and 1.86, re- 
ed to a DRF value of 1.84 for 
Aminopropylamino) ethyl]- 

sphorothioate (31, better known as WR2721, 
eening program at the Walter 

d Army Institute of Research (73), has 
iation activity and has been 

died in numerous investigations. 3-Ami- 
opropylphosphorothioate (71), however, and 

N-substituted derivatives of 2-aminoeth- 
ylphosphorothioate are essentially inactive 
(71). Numerous publications concerning the 
synthesis and screening activities of the amino 
thiol derivatives submitted to the Walter Reed 
Army Institute of Research, leading to the se- 
lection of WR2721 as the most effective com- 
pound resulting from this screening program, 
have not been included here. 

A comparison of the relative activities and 
toxicities of thiols with the corresponding 
thiosulfates showed the thiosulfates to be less 
toxic and comparable in activities (52,74). In a 
series of 2-N-alkylaminoethanethiols, consist- 
ing of 66 compounds, the thiosulfates were 
generally superior to the corresponding thiols, 
disulfides, or thiazolidines (741, given intra- 
peritoneally (i.p.) to mice. Another compari- 
son of the relative effectiveness of thiols with 
the common mercapto-covering groups, the 
disulfide, thiosulfate, and phosphorothioate, 
was made with a series of 84 derivatives of 
2-mercaptoacetamidine (75). Although gener- 
alities were not evident, by the i.p. route, the 
(3,5-dimethyl-1-adamantyl) methyl phospho- 
rothioate (9) was the most effective com- 

pound. Perorally, the disulfides appeared to be 
superior, the most effective compound of 
which was the 1-adamantyl-methyl disulfide. 
In a series of N-heterocyclic aminoethyl disul- 
fides and aminoethiosulfuric acids, the thio- 
sulfates were generally more active and less 
toxic than the disulfides, administered either 
i.p. or perorally (76). The most effective com- 
pound of this series was 2-(2-quinoxali- 
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nylamino) ethanethiosulfate (10) It is believed 
that the phosphorothioate group aids in cellu- 
lar transport (77). 

Two inorganic phosphorothioates, diam- 
monium amidophosphorothioate (11) and di- 
ammonium thioamidodiphosphate (12) gave 

DRF values, respectively, of 2.30 and 2.16 at 
relatively low doses (72). Alkylation of the 
arnidophosphorothioate lowered or eliminated 
activity, however (78). 

In a series of straight-chain aliphatic thio- 
esters of MEA, the best protection was found 
with the acetyl and octanoyl derivatives (79); 
the benzoyl ester was essentially inactive. N- 
Acetyl and N,S-diacetyl MEA showed minimal 
activity (80). In a series of hemimercaptals of 
MEA derived from glycolic acid, the most ac- 
tive protected mice at one-half the LD,, dose, 
with activity comparable to that of MEA (81). 

Other basic functional groups can replace 
the amino group in the MEA structure to pro- 
vide protective thiols. The inclusion of the 
guanidino group has provided very active com- 
pounds, notably 2-mercaptoethylguanidine 
(MEG, 1) and 2-mercaptopropylguanidine 
(MPG) (80). Solutions of these compounds 
were obtained by alkaline rearrangement of 
the aminoalkylisothiuronium (AET or APT; 
13) salts. When these compounds are em- 

ployed for radiation protection tests, the hy- 
drobromides of the aminoalkylisothiuronium 
bromides are rearranged in neutral or alkaline 
media. This rearrangement has been termed 
"intratransguanylation." Thus, AET or APT 
yields solutions of MEG or MPG (Equation 
4.1). These compounds are usually not iso- 
lated by this procedure, but they may be iso- 
lated as the sulfates (82) or the trithiocarbon- 
ate esters (47). 

Although AET is not subject to air oxi- 
dation, as are most thiols, it is affected by 
moisture, resulting in conversion to 2-amino- 
2-thiazoline. The disulfide, bis(2-guanidiho- 
ethyl) disulfide (GED), is readily prepared, 
however, and is relatively stable. With more 
than three carbon atoms between the amino 
and isothiuronium functions, rearrangement 

CH2-CH2 
OH- I I NH2+ Br- - H N ~ S  - I I 

NH2-C-NH-CH2-CH2-SH 
+H3N NH2 

I (4.1) 
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s not readily occur, and the isothiuronium 

about one-fourth the molar quantity of 
comparable protection in mice (63). 
ement of the amino group by 

protective activity, particularly with 

).Among the most effective of the amidino- 

dines related to MEA and MEG have been 
ctive; 3,3'-dithiobis(propionamidine) (85) 

groups (861, for instance, have good 

g pK, values of 10-12.5 has also pro- 
ed protective compounds having the dithio- 
amate group as the sulfur-containing 

with carbon disulfide gave imino-N-car- 
thioates (15) having moderate protective 

Substitution of the hydrazino group for 
no has not provided many active com- 

unds. Protection of mice has been reported 

H,CONHNHCOCH,, and its disulfide 

Oxidation of the thiol group of the MEA 
cture has provided products with radio- 

protective properties, particularly with the 
disulfides. The disulfides of MEA (cystamine) 
and MEG (GED) are as active as the parent 
thiols, although GED is more toxic than MEG 
(91). The argument has been advanced that 
the thiol is the active form of these com- 
pounds, given that some in vitro systems pro- 
tected by MEA are not protected by cystamine 
(921, and the reduction of cystamine to MEA 
during irradiation of mice has been observed 
(93, 94). In the case of GED, appreciable 
amounts of this disulfide were found in vivo 
after administration of either MEG or GED 
(95). In theory, disulfides should be as effec- 
tive as thiols because they are readily reduced 
to thiols intracellularly. The converse is also 
true, in that thiols are easily oxidized in vivo 
and therefore lose activity. 

Cystine is nonprotective in mammals, 
probably because of its inability to penetrate 
some cellular membranes (93). Mixed disul- 
fides of MEA have provided good protection, 
particularly those derived from o-substituted 
mercaptobenzenes, where zwitterions are 
formed with carboxyl, sulfonyl, or sulfinyl an- 
ions (16) (96). It is possible, however, that in 

vivo the unsymmetrical disulfides are dispro- 
portionating to the two symmetrical disul- 
fides, giving rise to cystamine. Mixed disul- 
fides containing N-decyl MEA are also 
effective (97), as is the mixed disulfide of thio- 
lacetic acid and N-acetyl MEA (98). Disulfides 
lacking basic groups have generally been 
found inactive, although a bis(butanesu1fi- 
nate) disulfide (17), derived from (18) by dis- 
proportionation, was highly active (99). The 



bis(butanesu1finate) trisulfide was also very 
active, protecting 100% of mice against a le- 
thal dose of radiation . Two thiocarbamoyl dis- 
ulfides (19; R = H, CH,) also gave good pro- 
tection (100). 

Higher oxidation states of the sulfur in 
MEA and MEG molecules have been obtained, 
and some protective activity has been found 
with these derivatives. The thiolsulfinates of 
both MEA (101) and MEG (102) have been 
prepared, as well as the corresponding thiol- 
sulfonates (20) (103). 

Protective activity has been reported for 
both the thiolsulfonate (103) and the thiol- 
sulfinate of MEG (104), as well as for the thi- 
olsulfonates of N-acetyl and N-decyl MEA. 
Taurine and hypotaurine (the SO,H and 
S0,H derivatives, respectively, of MEA), both 
metabolites of MEA in mice (105), provide es- 
sentially no protection (27). 

Thiazolidines have been prepared from 
MEA or its N-substituted derivatives by reac- 
tion with aldehydes and ketones. A number of 
thiazolidines have shown good protective ac- 
tivity in mice, which has been attributed to 
ring opening in vivo to give the amino thiols 
(106). N-Substituted thiazolidines having oxy 
or thio cycloalkyl, aryl, or heterocyclic alkyl 
groups (21) have good activity (107). Thiazoli- 
dine-4-carboxylic acid, derived from cysteine, 
affords 40% protection to rats (108). Thiazoli- 
dines with particularly good activity are 2-pro- 
pylthiazolidine (1061, the 243-phenyl propi- 
onate ester) derivative (22) (1091, and the 
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(21) R = cycloalkyl, aryl or heterocyclyl 

N-pentylthiopentyl derivative (23) (110). The 
latter compound was active orally. 2-Amino- 
thiazoline, which is derived from AET at pH 
2.5, has protective activity (111); it is probably 
converted to N-carbamyl cysteamine at pH 9.5 
(112). 2-Mercaptothiazoline has been found 
active in two laboratories (16,60); others have 
found it inactive (111, 113). 

1.4.2 Other Sulfur-Containing Compounds. 
A number of dithiocarbarnates have signifi- 
cant radioprotective effects, although the or- 
der of activity is less than that of MEA and its 
derivatives. The simplest compounds of this 
type, either with the nitrogen unsubstituted 
or bearing small alkyl groups, up to n-butyl, 
have shown the most activity (114, 115). 
2-Methylpiperazinedithioformate (24), how- 

ever, provides protection more nearly compa- 
rable to that ofMEA (116). The mechanism by 
which the dithiocarbamates protect is believed 
to differ from that of the aminothiols. Xan- 
thates have not been found protective (117). 
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b! 

[ The related thiocarbamyl derivatives (25) and 
e 
r (26) have been reported to provide good pro- 

!, tection (118). 1 

Reaction of cysteine with carbon disulfide 
, gives the trithiocarbonate dithiocarbamate 

1 (27) (119), which is equivalent in protective 

S 0 
I I I I 

3-C-S-CH2-CH-C-0- 3NH4' 
I 

NH-C-S- 
I I 

thiocarbohydrazide and several derivatives 
have fair activity (122). 

Simple, nonbasic thiols have no value as 
- 

radiation protectors. Conflicting results have 
been reported for the dithiol BAL as well as for 
thioctic acid (27). 2,3-Dithiosuccinic acid is 
protective in mice vs. 700R (123), but most 
other dithiols are inactive, with the exception 
of dithiothreitol (64). 2-Mercaptoethanol pro- 
tects bacteria (124) but not mice (125); it has 
also been found to be radiosensitizing (126). 

Other sulfur-containing compounds with 
significant radioprotective ability include di- 
methyl sulfoxide (127) when given in large 
doses; other sulfoxides afford little or no pro- 
tection. Large doses are required because the 
mechanism of protection may be hydroxyl- 
radical scavenging rather than hydrogen atom 
donation to radicals or DNA. Organic thiosul- 
fates, other than those that liberate MEA or 
an active derivative of MEA, have generally 
failed to protect. Inorganic thiosulfate is a 
good protector of macromolecules in vitro or of 
the mucopolysaccharides of connective tissue 
in vivo (128); it does not protect animal cells, 
however, because of its inability to penetrate. 
Sodium cysteinethiosulfate (29), derived from 

activity in mice to that of MEG but is only 
one-third as toxic. A metabolism study in mice 
showed the dithiocarbamate group to be ap- 
preciably stable in vivo, but the trithiocarbon- 
ate to be unstable (120). Trithiocarbonates of 
JIEG and MPG and several derivatives of 
rlEG (28) also provided good protection to 
nice against a lethal dose of X-radiation (47). 

Thioureas and cyclic thioureas have shown 
dy marginal or no protection. Thiourea itself 
protects mice only in massive doses (1800-2500 
mgkg) (5). S-Alkylisothioureas, with alkyls up 
to n-butyl, have shown moderate protective 
effects (121). Dithiooxamide is nonprotective, 
kt symmetrical N,N1-dialkyldithiooxamides 
provide some protection (113). 1,5-Diphenyl- 

the cleavage of cystine with thiosulfate ion, 
has good activity, being protective of the intes- 
tines and kidneys of mice (129). The related 
S-sulfocysteine, having one less sulfur atom, is 
almost devoid of activity (130). 

Mercapto acids have shown little protec- 
tion, with the exception of thioglycolic acid, 
which is slightly protective, inactive, or sensi- 
tizing, depending on the system tested (27). 
The P-aminoethyl amide of thioglycolic acid, 
HSCH2CONHCH2CH2NH2, has good activity 
(81), however. 

Monothio acids and their derivatives are 
generally inactive, although several dithio 
acid dianions, obtained by condensation of 
carbon disulfide with cyanomethylene com- 
pounds (30) show some protection of mice 
(131). The most active of this series is the di- 



thio acid derived from 2-cyanoacryloylpyrroli- 
dide (31), which provides 80% protection to 
mice against a lethal dose of y-radiation (76). 
Dithio esters derived from pyridinium dithio- 
acetic acid betaine (32) also show some protec- 

(30) R = CN, C02Et, C6H6C0 

tive activity in both mice and bacteria (132). 
Quinolinium-2-dithioacetic acid zwitterions 
(33) provided good protection to mice, and the 
more soluble bis(methy1thio) and methylthio 
amino derivatives (34) had slightly better ef- 
fects (133). The corresponding pyridinium 
compounds had equally good activities, and both 
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the quinolinium and pyridinium compounds 
were protective at much lower dosage levels 
(2-18 mg/kg) than those for the aminothiols 
(150-600 mgtkg). Replacing the aromatic 
function with aliphatic in these compounds, 
yielding 3-amino-2-phenyldithiopropenoate 
esters, R,NCH = C(C,H,)CS,CH,, resulted in 
only fair or poor protection (134). 

Thiols that occur naturally have not been 
found appreciably protective in animals, with 
the exception of glutathione (1351, which has 
moderate activity. Pantoyl taurine apparently 
has some activity (136). Bacq (25) presented 
arguments that make it appear unlikely that 
coenzyme A is involved in radioprotection. 

Selenium compounds have generally been 
ineffective in animal tests. Selenium analogs 
of the well-known radioprotectors, 2-amino- 
ethaneselenol, 2-aminoethaneselenosulfuric 
acid (52), and 2-aminoethylselenopseudourea 
(137) are much more toxic than their sulfur 
analogs and are nonprotective. Sodium 
selenate (138) has been reported to be effec- 
tive in rats administered postirradiation. 
Some selenium-containing heterocycles (e.g., 
selenoxanthene, selenoxanthone, and seleno- 
chromone) have been described as effective in 
rats (139). The investigation of organic sele- 
nium compounds as potential antiradiation 
agents has been reviewed by Klayman (140). 

1.4.3 Metabolic Inhibitors. Cyanide ion 
has been found radioprotective in several lab- 
oratories (3,1411, but it must be administered 
immediately before irradiation because of its 
rapid detoxification (17). It has a number of 
biological properties in common with thiols, 
such as reduction of disulfide linkages and in- 
hibition of copper-containing enzymes, but 
unlike thiols, it also inactivates cytochrome C 
oxidase, which controls oxygen consumption 
in mammals. Among other enzyme inhibitors, 
azide (142), hydroxylamine (1431, and 3-ami- 
no-1,2,4-triazole (144) are weak protectors. 
The latter two compounds are inhibitors of 
catalase, but no relation between this effect 
and radioprotection was apparent. 

Several organic nitriles show radioprotec- 
tive effects; the most effective may be hy- 
droxyacetonitrile (113). Fluoroacetate is pro- 
tective (145) when sufficient time is allowed 
before irradiation for its conversion to fluo- 
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rocitrate, an inhibitor of citrate metabolism. 
Other thiol group- or enzyme-inhibiting 
agents, such as iodoacetic acid, malonic acid, 
mercurials, and arsenicals have no protective 
ability, but some of these agents have radio- 
sensitizing effects. 

1.4.4 Agents Involving Metal Ions. A num- 
ber of metal-binding agents are radioprotec- 
tive and are also known to inhibit enzymes. 
Some metal complexes imitate the action of 
enzymes, such as copper complexes, which cat- 
alyze the decomposition of peroxides (146). In 
this aspect, the copper complex of 3,5-diisopro- 
pylsalicylate has shown activity against y-ra- 
diation (147), presumably by mimicking the 
action of superoxide dismutase. 

Copper complexes of the radioprotective 
pyridinium and quinolinium dithioacetic acid 
derivatives (133) also are able to mimic the 
action of superoxide dismutase (148). These 
effects may play a role in radiation protection. 

Metal-binding agents already discussed in- 
clude the dithiocarbamates as well as the ami- 
nothiols (149). EDTA protects mice only in 
very large doses (150), probably because very 
little EDTA enters the cells. 8-Hydroxyquino- 
line (oxine) is too toxic for animal studies, but 
was found highly protective in a polymer sys- 
tem (125). Other common metal-binding 
agents, such as N-nitroso-N-phenylhydrox- 
ylamine and nitrilotriacetate, show apprecia- 
ble protection (151). Derivatives of l,5-diphe- 
nylthiocarbohydrazide, avid metal binders, 
protect mice, rats, and dogs (122). 

Some metal complexes have been tested 
and found to afford some protection. Iron com- 
plexes of polyamines (152) are active, as well 
as zinc complexes of MEA and MEG, the cop- 
per and iron complexes showing little or no 
activity (149). Copper complexes of diethyldi- 
thiocarbamate and dithiooxamide, however, 
give less protection than that of the uncom- 
plexed ligands (125). Complexes of chlorophyl- 
lin, with Co, Mg, Mn, and V, are radioprotec- 
tive in mice (153). Zinc aspartate has shown 
some protective properties (154). 

1.4.5 Hydroxyl-Containing Compounds. 
Significant protection in animals by hydroxyl- 
containing compounds, including ethanol, was 
at first considered the result of antioxidant 

properties. Glycerol, however, is protective in 
mice as well as in other systems (5, 150). Phe- 
nols are protective in polymethacrylate tests 
(125), but many of them are too toxic for ani- 
mal tests. The catecholamines provide some 
protection, possibly by lowering oxygen ten- 
sion in the cells (27). A compound that in- 
creased catecholamine levels in irradiated 
rats, l-acetylhydrazinylthiophenylformami- 
dine, protected against a half-lethal dose of 
radiation (600 R) (154). The protective effects 
of gallic acid esters are attributed to inhibition 
of chain oxidation processes induced by radia- 
tion (155). Arachidoyl derivatives of pyrogallol 
and the naphthols have shown some protec- 
tive activity (156). Ion01 (2,6-di-t-butyl-4- 
methylphenol), injected after irradiation, pro- 
longs the life of mice and alleviates intestinal 
damage (157). 

Organic acids provide little or no protec- 
tion, but the polycarboxylic acids, pyromellitic 
and benzenepentacarboxylic, are protective in 
mice (158). These polyionic substances are be- 
lieved to protect by causing hypoxia from os- 
motic effects, rather than by chelating calcium 
ion, which also is believed to have an effect on 
radiation damage. 

In a series of S-2-(3-aminopropyl-amino) 
alkylphosphorothioates, which are effective 
protectors in mice when given orally, the pres- 
ence of hydroxyl groups in the alkyl chain gen- 
erally lowers effectiveness for oral administra- 
tion, but still allows good protection by i.p. 
injection (159). 

1.4.6 Heterocyclic Compounds. Several 
relatively simple heterocyclic compounds pro- 
vide significant protective activity in mice. 
In a series of imidazoles, imidazole itself, 
benzimidazole, and l-naphthylmethylimida- 
zole were the most effective compounds (160). 
Related imidazolidine-5-thiones were also 
protective. The cyclic analogs of AET, 2-ami- 
noethyl- (35), and 2-aminopropylthioimidazo- 
line, are moderately protective (161). 

Of a large number of amine oxides tested 
for radiation protection, quinoxaline 1,4-di-N- 
oxide (36) (believed to act in part by radical 
trapping) was the most effective (162). It is 
protective in mice but radiosensitizing in the 
dog (163). A more recent N-oxide, 2,2,6,6-tet- 
ramethyl-4-hydroxypiperidine-N-oxide (Tem- 



pol) and its reduced hydroxylamine are radio- 
protective in mice without lasting adverse 
effects (164). 3,5-Diamino-1,2,4-thiadiazole 
(165) and 3-(P-amino-ethyl)-l,3-thiazane-2,4- 
dione (166) (37) have some protective activity. 

Arninoethyl and aminomethyl purines and 
pyrimidines gave one-third as much protec- 
tion in mice as MEA (167). 8-Mercaptocaffeine 
and its S-p-aminoethyl and S-P-hydroxyethyl 
derivatives (38) had protective activity in mice 

similar to that of cystamine (168). These com- 
pounds also enhance hemopoiesis and de- 
crease blood loss in irradiated animals. 
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Good protection was provided by 6-acyl-2,3- 
dimethyl-4,7-dimethoxybenzofurans (1691, and 
fair protection was observed for several 2-dial- 
kyl-1,3-oxathiolanes (170). In a large series of 
1,3-dithiolanes tested, moderate protection 
was shown by l,&dithiolane itself and by its 2- 
and 4-methyl derivatives (1 71) (39). Although 

aryl 1,2-dithiole-3-thiones are known to raise 
glutathione levels in cells (172),4-phenyl-1,2- 
dithiole-3-thione (40) and its S-methyl iodide 

showed no activity in mice against a lethal 
dose of y-radiation (134). 

In a series of 2,1,3-benzothiadiazoles, the 
4-hydroxy derivative (41) had the best protec- 

tive effect in mice (173), either i.p. or orally. 
Several aminothiazines, including 2-amino- 
4,6,6-trimethyl-l,3-thiazine (42), increased 
survival time in mice (174), without liberation of 
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a thiol group. 2-Pyridinemethanethiol, structur- 
ally related to cysteamine, showed good protec- 
tive potency in mice, but 2-pyrazinemethane- 
thiol was inactive (175). The three isomeric 
mercaptopyridines also were active. 

1.4.7 Physiologically Active Substances. A 
number of familiar physiologic agents exert 
some radiation protection, which is generally 
of a lower order of activity than that provided 
by the amino thiols. Many of these agents are 
believed to be radioprotective by virtue of 
their ability to lower oxygen tension in the 
cells or to depress whole-body metabolism. Se- 
rotonin [5-hydroxytryptamine (5-ITT)] has 
been reported equal in activity to MEA (136). 
It is effective at a dose well below the toxic 
level (113). It has been most often used as the 
creatinine sulfate salt. Its activity has been 
attributed to its vasoconstrictor effect leading 
to hypoxia in radiosensitive tissues (176). 
Psilocybine (4-hydroxy-N,N-dimethyltrypta- 
mine), however, a more potent vasoconstrictor 
than serotonin, is inactive, suggesting that 
this effect may not be of major importance 
(177). There is evidence of central nervous sys- 
tem involvement in the activity of serotonin 
(178). 

5-Hydroxytryptophan is comparable in ac- 
tivity to serotonin (179), and the 5-methyl 
ether of serotonin (mexamine) is also as effec- 
tive, although higher alkyl ethers are ineffec- 
tive (180). Numerous indole derivatives have 
been prepared as potential protectors, includ- 
ing 5-acetylindole, which has some activity 
(181), but none has exceeded serotonin or 
mexamine in potency. A series of acyl deriva- 
tives of 5-methoxytryptamine showed good 
protective effects in mice against a lethal dose 
of X-rays, the hexanoic and octanoic amides 
being the most potent (182). A synergistic ra- 
dioprotective effect results from a combina- 
tion of AET, ATP, and serotonin in mice and 
rats (183). 

Central nervous system depressants have 
only small or moderate effects as radiation 
protectors. Chlorpromazine has been exten- 
sively studied, but exerts only a slight effect, 
which is most pronounced when administered 
4.5 h before irradiation, when a state of hypo- 
thermia exists (184). Chlorprothixene is also 
most effective when body temperature and 

metabolism are depressed (185). Reserpine is 
effective when given 12-24 h before irradia- 
tion (1861, possibly by release of serotonin and 
catecholamines (187). 

Central nervous system stimulants gener- 
ally are nonprotective. An exception is the 
magnesium complex of pemoline (2-imino-5- 
phenyl-4-oxazolidinone), which provides mod- 
erate protection to mice against 750 R (188). 
Of 21 analogs of imipramine, three showed 
significant activity (189). 

The different classes of autonomic drugs 
provide some radiation protection; the caus- 
ative factor is believed to be production of hyp- 
oxia by various mechanisms. Epinephrine 
provides some protection (190), but norepi- 
nephrine, which decreases oxygen tension in 
the spleen much less than does epinephrine, 
gives very little protection to mice (191). The 
cholinomimetic compounds arecoline, tremo- 
rine, and oxytremorine are also protective to a 
small extent in mice (192). 

p-Aminopropiophenone (PAPP) appar- 
ently protects by induction of tissue hypoxia 
(193). It has been used in relatively small 
quantities in combination with other protec- 
tive agents, such as MEA and AET (194,195). 
The radioprotection afforded by PAPP is abol- 
ished by increased oxygen pressure during ir- 
radiation (196). PAPP and its ethylene ketal 
irlso gave good protection orally to mice 
against X-rays (197). p-Aminobenzophenone 
also provided good protection in this test. 
Monothio and dithio ketals of this compound 
gave little or no protection (198). 

Physiological changes can probably ac- 
count for the radioprotective action of some 
substances. Urethane (199), estrogens (2001, 
and colchicine (201) can stimulate blood cell 
production by damaging bone marrow. If irra- 
diation is carried out while there is an in- 
creased leucocyte~lymphocyte ratio in the 
blood, so that a greater percentage of more 
radioresistant cells are present, enhanced sur- 
vival may result. The effect of colchicine may 
also be attributable to inhibition of mitosis, 
but there is evidence against this supposition 
(201). Colchicine is protective only when ad- 
ministered 2 or 3 days before irradiation, by 
which time mitotic inhibition has ceased. Ure- 
thane and the estrogens are similar in that 
they must be given a day or more before irra- 
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diation. The proestrogen tri-p-amisylchloro- 
ethylene is effective when given 5-30 days be- 
fore irradiation (202). Other inhibitors of 
mitosis, however, can enhance survival; these 
include demecolcine (Colcemid), sodium ar- 
senite, epinephrine, cortisone, and typhoid 
paratyphoid vaccine (203). Tranquilizers and 
other psychotropic drugs possess only moder- 
ate radioprotective activities. These com- 
pounds probably are active by depression of 
whole-body metabolism through diminished 
oxygen uptake (35). 

Procaine (204) and several derivatives of 
procaineamide, particularly the p-nitro deriv- 
ative (205), have shown appreciable protective 
activity. 4-Hydroxybutyric acid and 6-phos- 
phonogluconolactone, substances that stimu- 
late turnover of NADP0H,, a physiologic re- 
ducing agent, provide protection to mice (206). 
An antihistamine, thenaldine, affords moder- 
ate protection (204). Alloxan protects both 
mice (207) and the pancreatic ultrastructure 
of dogs (208). 

1.4.8 Metabolites and Naturally Occurring 
Compounds. A variety of compounds in these 
categories have been examined for radiation 
protection, but few effective protectants have 
been found. Some polysaccharides, such as 
dextran (209), those extracted from typhoid 
and proteus organisms (2101, and a lipopoly- 
saccharide from S. abortus (211), provide some 
protection for mice, possibly by inducing 
phagocytosis. Bacterial endotoxins, which are 
lipopolysaccarides of molecular weight around 
1,000,000, show relatively good protective 
properties in both normal (200) and germ-free 
mice (2 12). Typhoidparatyphoid vaccine 
shows similar protective properties (213). 

Vitamins and coenzymes are not apprecia- 
bly protective. Pyridoxal phosphate, however, 
has a moderate effect (2141, which may be con- 
nected with a repair rather than a protective 
process (215). Several thiol-containing deriva- 
tives of vitamin B,, including 5-mercaptopyri- 
doxine (216), are also protective. Some of the 
naturally occurring pyrimidine bases and nu- 
cleotides (21 7), including ATP (2 181, have an 
effect in mitigating radiation damage, but 
their value may be ascribed to postirradiation 
repair. Protection from RNA, DNA, and deriv- 

more likely attributable to repair processes 
(218-220). A protamine-ATP combination 
provides good protection to rats (221). 

Among the commonly used antibiotics, the 
tetracyclines have shown the most favorable 
effects on survival rates of mice (222); this is 
believed to be the result of an increase in 
metabolic activity. A gallate-tannin complex 
(223) was active probably because of its an- 
tioxidant effect. 5,7-Dihydroxyisoflavones 
are effective when administered to mice per- 
cutaneously but not intraperitoneally (224), 
presumably because of protection of the cap- 
illaries. 0-P-Hydroxyethylrutoside is also 
protective in mice, possibly by strengthen- 
ing vascular walls and reducing bacterial 
invasion of the bloodstream (225). The ra- 
dioprotective effect of rutin and other fla- 
vonoids has been controversial. 

A series of extracts from the Chinese drug 
plants Carthamus tinctorius, Sargentodoxae 
cuneata, Paeonia lactiflora, Salvia milti- 
orrizha, and Ligusticum chuanxiong have 
shown significant protection in mice versus 
7.5-8.0 Gy of y-radiation (226). Their protec- 
tive properties are believed to be related to 
their inhibitory effects on radiation-induced 
platelet hypercoagulation in the capillaries, 
which prevents excessive bleeding. Active con- 
stituents in the Ligusticum drug extract have 
been found to be harman alkaloids, including 
1-(5-hydroxyrnethyl-2-furyl)-9 H-pyrido-[3,4- 
blindole (227). Acetylsalicylic acid also pro- 
vides moderate protection at this radiation 
dose. 

1.4.9 Polymeric Substances. A synthetic 
polymer prepared from N-vinylpyrrolidone and 
S-vinyl-(2,2-dimethylthiazolidy1)-N-monothiol 
carbamate (43) was found protective in mice, 
possibly by liberation of thiol groups (228). 
Other copolymers containing isothiouronium 

atives has been claimed, but their effects are 



dose of 6 mV photons, compounds with elec- 
tronegative groups in the meta or para posi- 
tions gave good protection to mice (240). No 
correlations between protective activity and a 
variety of molecular parameters could be 
found, however. Schiff bases of salicylalde- 
hyde, 5-chlorosalicylaldehyde, and benzalde- 
hyde with anilines reduced toxicity of the par- 
ent mines, but gave erratic protective results 
(241). The highest protection was observed for 
mixtures of p-aminopropiophenone with its 
Schiff bases or with the Schiff base of I-@- 
aminopheny1)- 1-propanol. 

1.5 Mechanisms of Protective Action 

The manner in which mammalian cells are 
protected from the damaging effects of ioniz- 
ing radiation is not known in complete detail, 
although evidence is accumulating for several 
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salts, thiosulfates, and dithiocarbamate groups 
give appreciable protection when administered 
24-48 h before irradiation (229). Polyinosinic- 
plycytidylic acid increases survival of mice, pos- 
sibly by increasing the stem cell fraction in 
blood-forming tissues (230). Both poly(viny1 sul- 
fate) (231) and heparin (2321, a sulfated muco- 
plysaccharide, increase survival rates, possibly 
by affecting deoxyribonuclease activity. 

1.4.10 Miscellaneous Substances. In a se- 
ries of diethylsulfides and diethylsulfoxides, 
bis[2-n-butyry1amino)ethyll-sulfoxide showed 
the greatest radioprotectant activity (233). 
Among 20 benzonitriles evaluated as radio- 
protectants in mice, 3,5-dinitrobenzonitrile 
showed significant activity (234). A series of 
N-substituted 1-m-hydroxyphenyl-2-amino- 
ethanols, which are derivatives of phenyleph- 
h e ,  gave significant radioprotective effects 
(235). Cinnamonitriles and hydrocinnamoni- 
triles produced survival rates of 4368% in 
three derivatives of the former, the p-MeO, 
p-NO,, and 2-chloro-p-MeO, after lethal doses 
of radiation (236). The S-phosphate of 5-mer- 
captomethylcytosine exhibited protective ac- 
tivity at a dose of 6 Gy (237). Radioprotective 
effects of two halogenated 1,3-perhydrothia- 
zines have been described (238). 

Radioprotective effects of isobombycol and 
its enanthate and cinnamate in mice have 
been reported (239). In a series of substituted 
anilines tested in mice versus a near-lethal 

postulated pathways of radioprotection. Pro- 
tection by means of radical trapping or antiox- 
idant action, which can be demonstrated for 
simple systems, such as polymers, may be op- 
erative in animal cells as well. It is also prob- 
able that other mechanisms are more impor- 
tant in protection of cells, and possibly more 
than one mode of protection may be operative 
for a given type of agent. A number of the 
physiological agents that have been observed 
to be radioprotectors are believed to protect by 
producing various levels of anoxia; the evi- 
dence for this has been discussed (27). 

1.5.1 Protection by Anoxia or Hypoxia. 
Protection by producing a state of cellular an- 
oxia or hypoxia is based on the phenomenon of 
the "oxygen effect," the increase by two- to 
threefold of the damaging effects of radiation 
attributed to the presence of oxygen. A num- 
ber of radioprotective drugs possess the phys- 
iological function of producing anoxia or se- 
vere hypoxia in various tissues; these include 
the catecholamines, histamine, choline esters, 
p-aminopropiophenone, morphine, ethyl alco- 
hol, and nitrite. Other physiological effects, 
however, may contribute to their ability to 
protect, particularly with serotonin. Although 
the powerful protection afforded by this com- 
pound is not completely explained, a correla- 
tion between vasoconstrictive effects and ra- 
dioprotection was found for a series of 
indolamines (242). Increasing the amount of 
oxygen available to radiosensitive tissues re- 
versed the radioprotective effect of serotonin, 
histamine, and epinephrine, but caused much 
less reduction of protection by MEA or cys- 
teine (243). The amino thiols, notably cys- 
teine, MEA, and AET, can decrease oxygen 
consumption in the cells (2441, but no appre- 
ciable hypoxia exists during the protective pe- 
riod (245). Enzymatic oxidation of radiopro- 
tective thiols has been reported (246), 
although the extent to which the resulting ox- 
ygen depletion contributes to radioprotection 
is uncertain. 

A series of reports (reviewed in Ref. 247) 
provided evidence that WR2721 and its de- 
phosphorylated thiol WR1065 have a major ef- 
fect through their ability to cause local tissue 
hypoxia. The thiol also rapidly depletes the 
oxygen content of mammalian cell suspen- 



sions in culture (248). However, these results 
are put in question by the lack of adequate 
procedures to measure the oxygen concentra- 
tion at critical sites for radiation protection 
(249). 

1.5.2 Inhibition of Free-Radical Processes. 
Mechanisms of protection involving "free-rad- 
ical scavenging" are based on the assumption 
that the free radicals resulting from radiolysis 
of water are the main cause of radiation dam- 
age to the cells. Radioprotectors then would 
react with these radicals, such as H', HO', and 
H0,'-, and prevent them from damaging bi- 
ologically important molecules. This concept 
received support when a correlation was found 
between the protective action of about 100 
substances in two systems: an aerated aque- 
ous solution of polymethacrylate and the 
mouse (125). It is probable that radical scav- 
enging is the primary event in the prevention 
of radiolytic fragmentation of the polymer 
(250), but it is probably not of equal impor- 
tance in the cell. Radioprotection of mamma- 
lian cells by the HO' scavenger dimethylsulf- 
oxide requires concentrations of the order of 1 
M, and the degree of protection is insensitive 
to oxygen concentration (251). Radioprotec- 
tion of mammalian cells by thiols can be 
achieved at concentrations of the order of 1-10 
rnM but this radioprotection can be reversed 
by exposure to molecular oxygen, indicating 
that it is not the result of HO' scavenging 
(251). Diffusible radical scavenging could be 
radioprotective if mechanisms other than dou- 
ble-strand lesion formation are involved. In 
that case, it is more likely that less-reactive 
radicals than HO' would be involved, given 
that lower concentrations of scavenger could 
be effective. Cytoplasmic irradiation (preclud- 
ing direct damage to DNA) can be mutagenic, 
and there are indications that radical scaveng- 
ing could be protective against this effect 
(252). 

Reaction of sulfhydryl compounds with free 
radicals formed on macromolecules is consid- 
ered more likely than reaction with HO', to 
account for radioprotection in mammalian 
cells. Reaction rates with such radicals were 
measured for several radiation protectors: 
MEA, AET, APT, thiourea, cysteine, glutathi- 
one, propyl gallate, and diethyldithiocarbam- 
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ate (253). The fastest rates were observed for 
diethyldithiocarbamate, MEA, and cysteine. 
Cysteine and glutathione were found to accept 
electrons from irradiated proteins, whereas 
cystine and some nonsulfur compounds did 
not (254). 

A number of antioxidant phenols, pyri- 
dines, and gallic acid esters are believed to be 
effective by virtue of their antioxidant action. 
A direct relation between radical inhibitory 
action and radiation protection has been ob- 
served (255). Protection by aliphatic alcohols, 
including glycerol, generally requires large 
concentrations for maximum protection (1-3 
M) in cultured mammalian cells (2561, but 
protective effects of radical scavengers have 
been found at much lower concentrations in 
bovine erythrocytes (257) and the erythrocyte 
membrane (258). 

1.5.3 Mixed Disulfide Hypothesis. This hy- 
pothesis of Eldjarn and Pihl (259) proposed 
that radioprotective thiols form mixed disul- 
fides with thiol groups of proteins. The mixed 
disulfides provide protection to the protein 
thiols either by interfering with indirect radi- 
ation damage from radiolysis products of wa- 
ter or by facilitating energy transfer from the 
directly damaged protein to the administered 
thiol. Some arguments with this hypothesis 
have arisen; many thiols do not protect, and 
most thiols are capable of forming mixed dis- 
ulfides (260). However, equilibrium constants 
for mixed disulfide formation are high for pro- 
tective thiols but low for poor protectors (261). 

In their original hypothesis, Eldjarn and 
Pihl proposed that the mixed disulfide bond 
would be cleaved by radical scavenging, but 
subsequent studies with protein solutions in- 
dicated that this may not be the case (262). 
Disulfide formation may also protect by mod- 
erating radiation-induced rearrangements 
(263). Radical scavenging may be an impor- 
tant function of the mixed disulfides (2641, but 
mixed disulfide formation may also be a pre- 
cursor for the liberation of cellular thiols, to be 
discussed under Section 1.5.4. 

Another argument against this hypothesis 
is that many proteins are not damaged seri- 
ously by a dose of radiation that is lethal to 
mammals (265). Also, the nucleic acids, impor- 
tant target molecules of the cell nucleus, do 
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not contain thiol or disulfide groups. The nu- 
ar proteins involved in cell division have 
en proposed, however, as likely sites for 

ed disulfide formation (266). RNA poly- 
erase is particularly implicated for this pro- 
ss (267). Also, in favor of this hypothesis, 

'S-MEA was found mainly bound to protein 
the time of maximum protection (268). Cer- 

enzymes, containing essential sulfhydryl 
ups, were found to be protected from X-ray 
age by mixed disulfide formation (269). 

1.5.4 Biochemical Shock. A number of bio- 
hemical and physiological disturbances take 
lace in the cells after administration of thiols, 
d realization of the full extent of the cellular 

hanges produced led to the postulation of the 
biochemical shock" hypothesis of Bacq (270) 

and others. This states that protective thiols 
undergo mixed disulfide formations in the 

lls, leading to a series of disturbances includ- 
g decreased oxygen consumption, decreased 
bohydrate utilization, and mitotic delay by 

mporary inhibition of DNA and RNA syn- 
hesis, along with cardiovascular, endocrine, 

d permeability changes. The mitotic delay 
s time for repair processes to restore nor- 

nucleic acid synthesis. 
Other metabolic effects observed after thiol 
inistration include hypotension, hypo- 

ermia, and hypoxia (271). An increase in se- 
tonin level has also been noted in rats after 
ection of amino thiols (272). Release of en- 

ogenous thiols is another metabolic effect of 
he radioprotective thiols. This has been 

sed not only by amino thiols but also by 
rotonin and hypoxia-causing compounds, as 
ell as by the anoxic state (273). This increase 
cellular thiol content is often 30- to 40-fold 
eater than the amount of thiol supplied by 
e protective agent. Protective effects of the 

no thiols in Ehrlich ascites (274) and other 
mor cells (275), as well as in mice (2761, 
ow direct correlations with the levels of non- 
tein thiols. The natural radiosensitivity of 

ce was related to the concentration of thiol 
ups in the blood-forming tissues of the 
en (277), and development of radioresis- 
ce in cells was attributed to increased con- 

ntration of non-protein-bound thiols (278). 
dioresistance in some tumor cells was be- 

eved to be attributed to protein thiol content 

(2791, although the level of hypoxia in tumor 
cells is also a factor affecting radiation sensi- 
tivity (280). 

Further evidence of the importance of cel- 
lular thiol levels in radioprotection is found in 
the following situations. Protection of the 
chromosomal apparatus in Ehrlich ascites 
cells by MEA was associated with the increase 
in nonprotein thiol levels (281). Both MEA 
and cystamine increased plasma, liver, and 
spleen concentrations of free thiols and disul- 
fides (282). Radioresistance of bacterial cells 
was believed to be the result of a repair system 
dependent on the thiol content of the cells 
(283). Revesz and coworkers considered that 
glutathione was a principal endogenous radio- 
protector released by administered thiols 
(2841, but more recent research showed that 
only a small fraction of low molecular weight 
protein-bound thiols was identified as gluta- 
thione (285, 286). 

1.5.5 Control of DNA Breakdown. The 
ability of the disulfides of the radioprotective 
amino thiols to bind reversibly to DNA, RNA, 
and nucleoproteins has been postulated as a 
result of in vitro studies (287). This, according 
to Brown (288), can result in two restorative 
effects: first, the loose ends of the helix result- 
ing from single-strand rupture are held in . 
place, so that shortening or alteration of the 
chain is prevented; and second, the replication 
rate of DNA is decreased or halted, so that 
repair can take place before radiation-induced 
alterations are replicated. This binding, to- 
gether with either radical scavenging (289) or 
repair by proton donation, provides a possible 
route of protection of the nucleic acids by the 
amino thiols. It reauires that the disulfide of 

A 

the amino thiol be present for binding, and it 
also could explain why more than a three-car- 
bon distance between amino and thiol func- 
tions leads to a sharp drop in protective abil- 
ity. Portions of the DNA helix unprotected by 
histone have been found to accommodate an 
aliphatic chain of approximately 10 atoms; 
consequently, a disulfide with two or three 
carbons between the amino and disulfide func- 
tions would fit this exposed portion of the he- 
lix. Other strongly protective derivatives of 
MEA and MEG, such as the thiosulfate, phos- 
phorothioate, trithiocarbonate, or acylthio- 
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esters, readily undergo disulfide formation. 
Arguments against this hypothesis include 
the fact that not all of the exposed areas of 
DNA are the same size. Also, in a series of 
protective disulfides and thiosulfates of MEA 
with N-heterocyclic substituents, the thiosul- 
fates showed no binding ability for DNA, and 
whereas the disulfides have appreciable bind- 
ing constants, there was no correlation be- 
tween binding ability and protective activity 
(290). 

Protective effects for DNA have been 
shown by thiourea and propyl gallate, as well 
as by cysteine and cystamine, apparently 
through antioxidant activity (291). Another 
proposed explanation for the protection of 
DNA by the amino thiols is that MEA renders 
cell membranes more resistant to radiation 
damage. Localization of repair enzymes and 
nucleases on the nuclear membrane makes it 
possible that radiation damage to the nuclear 
membrane could result in irreversible damage 
to DNA by nucleases, and interference with 
repair of DNA (292). 

Other observations regarding the tempo- 
rary inhibition of nucleoprotein synthesis by 
thiol protectors have been reported. Tempo- 
rary inhibition of nuclear RNA synthesis in 
the radiosensitive tissue of rat thymus was 
found along with inhibition of thymidine 
phosphorylation for a short period (292). Ra- 
diosensitizers, such as penicillamine and 
P-mercaptoethanol, inhibited thymidine phos- 
phorylation for a longer period. Some evidence 
for mixed disulfide formation with proteins - 
(e.g., thymidine kinase) was also found. Inhi- 
bition of DNA synthesis in rat thymus, spleen, 
and regenerating liver by MEA and AET was 
believed to arise from a delay in the synthesis 
of relevant enzymes, nuclear RNA polymer- 
ase, and thymidine phosphorylating kinases 
(294). Although MEA decreases the frequency 
of radiation-induced single-strand breaks in 
DNA of mammalian cells (2951, this was not 
considered to be the lesion responsible for the 
killing of E. coli cells by y-radiation (296). 

1.5.6 Metabolic Effects. Alteration of cellu- 
lar metabolism can affect radiosensitivity ei- 
ther by changing oxygen concentration, and 
thus altering the extent of initial DNA dam- 
age, or by altering cell cycle progression, thus 

allowing greater or lesser repair of potentially 
lethal damage. Even in cases where it can be 
demonstreated that a radioprotector can act 
by a purely radiochemical mechanism, it is 
possible that it could also act by altering me- 
tabolism (297) and the extent to which one 
mechanism dominates may be difficult to de- 
termine. Although a state of hypoxia consid- 
ered sufficient to provide radiation protection 
is not brought about by most radioprotectors, 
some effect on oxygen availability and oxida- 
tion-reduction potential of the cells does result 
after their administration. A relation was ob- 
served between the duration of respiration in- 
hibition and the radioprotective effect of cys- 
taphos, the phosphorothioate of MEA (298). 
Several phosphorothioates were also found to 
induce vasodilation in the spleen, resulting in 
altered blood supply to the body, and decreas- 
ing tissue oxygen tensions (299). Aminoethyl 
and aminopropyl thiosulfates also decreased 
the oxidation-reduction potential in body tis- 
sues of rats and mice (300). They also in- 
creased serotonin and histamine levels, and 
decreased peroxide levels. Several heterocyclic 
compounds, including aryl derivatives of tri- 
azoline-2,5-dithione, decreased the oxygen 
tension in rat spleen, liver, and muscle (301); a 
correlation was observed between the de- 
crease in oxygen tension and radioprotective 
effects of the compounds. 

Radioprotective and radiosensitizing ef- 
fects of various compounds have been related 
to an oxygen effect. A theory has been devel- 
oped consisting of an "oxygen fixation hypoth- 
esis" (302), in which target free radicals react 
either with radical-reducing species, resulting 
in restoration, or with radical-oxidizing spe- 
cies, resulting in fixation of radical damage to 
a potentially lethal form. MEA and other thi- 
01s protect by adding to the pool of radical- 
reducing species, resulting in enhanced repair 
of free-radical damage. Electron-affinic com- 
pounds radiosensitize by adding to the pool of 
radical-oxidizing species, enhancing free-radi- 
cal damage; N-ethylmaleimide has a similar 
effect. Metal ions, however, do not alter sensi- 
tivity to radiation inactivation of bovine car- 
bonic anhydrase by oxidizing radicals, but do 
exert a protective effect against inactivation 
by reducing radicals (303). 
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An explanation of the protective effects of and 2-amino-3-methylbutanthiol prevented 
ethanol, and other hydroxy compounds, arose this loss. Also, blocking of cell-surface amino 
from the observation that ethanol adds to thy- and probably thiol groups with citraconic an- 
mine under y-irradiation (304). This prevents hydride, dimethylmaleic anhydride, and di- 
formation of thymine dimers, deleterious to acetyl also modified radiation damage to the 
the structure of DNA. It also explains the ra- cell membrane. It was suggested that radio- 
diation resistance of bacterial spores, and pro- protection may depend on a combination with 
tection of bacteria in glucose medium, where cell-surface protein groups, which determine 
hydroxy compounds are in adequate supply to the surface charge and maintain the integrity 

of the cell membrane. 
Other cellular effects produced by the Radiation-protective effects were sought in 

es is one such effect, and various enzyme of them raised the survival rate of dogs irradi- 

Another class of radioprotectors, the ni- 
e, did not affect the plasma enzyme levels. troxides, are membrane permeable, stable free 

a factor in this release, as suggested by the hamster cells from superoxide and other per- 
iochemical shock hypothesis. oxides, and protected mice against an LD,, 
The radioprotective thiols protect the dose of radiation (311). Potential mechanisms 

rythropoietic system of animals, 59Fe uptake of protection include oxidation of reduced 
used as the test for protection (306). transition metals, superoxide dismutase-like 

, AET, penicillamine, and 2-mercapto- activity, and scavenging of oxygen- and car- 

e in rat thymus and spleen (307). This ef- Cytokines have been found to protect cells 

alpha (TNF-a) protect mice from lethal doses 

P synthesis was also noted, both in mito- tors, interleukins 1, -4, and -6, TNF-a, inter- 

covery and repair pathways (312). 
Radioprotection by leukotrienes, especially 

t contribution to the radiobiological ef- with regard to hematopoietic stem cells, has 

membranes has since been studied by noted (314). The role of mast cell mediators in 

9). The radiosensitizing effects of Synkavit cussed (315). Immunomodulators, either mi- 
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DNA-binding ligands, such as the biben- 
zimidazoles (317) and modulators of DNA re- 
pair and lesion fixation, such as 2-deoxy-D-glu- 
cose (318) have provided protection against 
radiation-induced cytogenetic damage. Also, 
calcium ion channel blockers. such as dilti- 
azem (319) have increased survival rates of 
irradiated animals, alone or in combination 
with zinc aspartate (320). A postirradiation in- 
crease in calcium influx in mouse spleen lym- 
phocytes (321) and an increase in cytosolic cal- 
cium in rat thymocytes, leading to apoptosis 
and necrosis, has been observed (322). Cal- 
cium ion influx activates a significant number - 
of enzymes, including endonuclease (323), 
and Ca2+/Mg2+-dependent endonuclease 
mediates fragmentationof DNA. Lipid per- 
oxidation is also reduced bv calcium channel " 

blockers, thus decreasing damage to cell 
membranes (324). 

1.5.7 Use of Radioprotective Agents in Ra- 
diotherapy and Chemotherapy of Cancers. The 
use of radioprotective agents to augment the 
effects of either radiotherapy or chemother- 
apy of various types of cancer has been inves- 
tigated for 30 years or more, but until recently 
little positive benefit was observed. It is now 
clear that selective concentrations of protec- 
tive agents can be realized in normal tissues, 
and that tumors are protected to a lesser ex- 
tent. Favorable timing schedules for adminis- 
tering protective agents and anticancer thera- 
pies have played a significant role in the 
moderate success so far realized with radio- 
protector adjuvant treatments. 

MEA gave favorable results when used in 
conjunction with X-rays and cyclophospha- 
mide in rats with Geren's carcinoma (325). 
Cystamine decreased chromosomal aberra- 
tions in peripheral blood lymphocytes in uter- 
ine cancer patients (326). Although AET was 
found to penetrate normal and cancerous tis- 
sue of mice to the same extent, it prolonged 
the life spans of mice bearing ascites tumor 
cells (327). Favorable effects on irradiation of 
mice with Ehrlich carcinoma were reported 
for AET and DL-trans-2-amino-cyclohexan- 
thiol(328). A combination of AET, serotonin, 
cysteine, and glutathione was definitely favor- 
able to the survival of mice with Landschutz 
ascites tumors treated with 6000 R (329). 

Differential distributions of MEA released 
from its phosphorothioate and thiosulfate in 
various tissues have been found (330); the 
phosphorothioate of MEA had a lower concen- 
tration in sarcoma M-1 than in the organs of 
mice (331). The phosphorothioate of MEA also 
diminished symptoms of radiation sickness in 
human patients undergoing radiation therapy 
for breast cancer (332). Also, in cancer pa- 
tients, 2-mercapto-propionylglycine decreased 
the severity of lymphopenia and decreased the 
number of chromosome aberrations after irra- 
diation (333). MEA, AET, 1-cysteine, and 
1-cysteinyl-D-glucose restored the mitotic in- 
dex in X-irradiated rats bearing Yoshida sar- 
coma (334); 5-fluorouracil was radiosensitiz- 
ing in these experiments. 

More recently, WR2721 (Amifostine, 
Ethyol) has exhibited activity as a chemopro- 
tector. The compound requires activation by 
dephosphorylation to produce the free thiol. 
This process is catalyzed by capillary alkaline 
phosphatase, close to the desired site of pro- 
tection. The neutral pH of normal tissues, 
compared with the slightly acidic pH of tu- 
mors, favors selective activation. Amifostine 
was able to reduce DNA platination when pre- 
incubated with cisplatin, but the effect was 
much weaker when given postincubation 
(335). Arnifostine can also reduce the myelo- 
suppression produced by cyclophosphamide, 
the combination of cyclophosphamide and cis- 
platin, and possibly carboplatin (336). The fa- 
vorable effects noted with cisplatin therapy 
have been termed cisplatin rescue (337). Pro- 
tection of hematopoietic stem cells from irra- 
diation by amino thiols, synthetic polysaccha- 
rides, vitamins, and cytokines has been 
discussed (338). Possible mechanisms by 
which amifostine may protect normal hemato- 
poietic stem cells from chemotherapeutic 
agents have been proposed, including direct 
binding to the alkylating agents, cisplatin and 
cyclophosphamide, or acceleration of the re- 
covery of hematopoietic stem cells exposed to 
high doses of radiation (339). 

Other radioprotective agents have shown 
promise as selective protective agents for nor- 
mal tissue; dexrazoxane and mesna have been 
cited (340). Reviews on the effects of amifos- 
tine in protection of normal bone marrow 
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stem cells (341) and as modulator of cisplatin- 
and carboplatin-induced side effects (342) 
have been published. 

2 RADIOSENSITIZERS 

2.1 Introduction 

Radiosensitizers were developed for use in 
cancer therapy (37-39, 343). It is important 
for this purpose that they have a differential 
effect on the tumor vs. the normal tissue. Oth- 
erwise, nothing would be gained over increas- 
ing the dose of radiation. The relative increase 

antitumor efficacy compared to normal tis- 
e toxicity is referred to as therapeutic gain. 

of the compounds or strategies listed in 
chapter have yet to be proven useful in 

cer therapy, but are of mechanistic inter- 

Two particular strategies have a clear ra- 
nale for selective radiosensitization of tu- 
or cells and are currently in clinical use: 

, Sensitization of hypoxic cells by oxygen-mi- 
metic drugs (3441, or agents that alter oxy- 
gen delivery, because hypoxia occurs often 
in tumors but not in normal tissues, and 
about three times more radiation is re- 
quired to kill hypoxic cells than oxygenated 

2. Incorporation of radiosensitizing thymi- 
dine analogs into DNA (345) because this 
will occur only in proliferating cells, and in 
some cases (e.g., brain tumors), the normal 
tissue surrounding the tumor is composed 
primarily of nonproliferating cells. 

Strategies that take advantage of signal 
duction differences between cancer cells 
normal cells represent an exciting new 

s of radiosensitizers, although these strat- 
s are still in the early stages of develop- 

Radiosensitizers are traditionally defined 
agents that do not have a therapeutic effect 
their own, but act to enhance the therapeu- 
ffect of radiation. However, the term does 

to some antitumor agents, such as low 
cisplatin (346349) and hyperthermia 

50,352), which appear to enhance radiation 

damage in a truly synergistic manner. Other- 
wise, the combined use of radiation and anti- 
tumor agents is referred to as combined mo- 
dality therapy, and relies on nonoverlapping 
normal tissue toxicities or on attacking differ- 
ent tumor cell populations to achieve a thera- 
peutic gain. Combined modality therapy, al- 
though not discussed in this chapter, was 
reviewed recently by Phillips (353). 

2.2 Radiosensitization by Alteration of 
Energy Absorption 

The probability of ionization is essentially pro- 
portional to the number of electrons in the 
target molecule, regardless of chemical com- 
position for the types of ionizing radiation that 
are normally used in radiation therapy (high 
energy photons or electrons). However, pref- 
erential energy absorption by particular ele- 
ments can occur with certain energies or types 
of radiation. Two such cases are boron neu- 
tron capture and k-edge absorption of photons 
by atoms of high atomic weight. 

2.2.1 Boron Neutron Capture Therapy 
(BNCT). Certain isotopes, such as 1°B, capture 
low energy (thermal) neutrons very effi- 
ciently. This property is expressed as the ther- 
mal neutron cross section, in units of barns. 

' 

The thermal neutron cross section for 1°B is 
3837 barns. As early as 1936 (3541, it was sug- 
gested that preferential incorporation of 1°B 
into tumors could be a useful strategy for se- 
lectively radiosensitizing tumor cells. 1°B it- 
self is not radioactive, but neutron capture by 
1°B is followed by radioactive decay of the re- 
sulting llB nucleus. llB splits into 4He nuclei 
(alpha particles) and 7Li ions, both of which 
are densely ionizing [i.e., high linear energy 
transfer (LET)], and consequently very cyto- 
toxic. The ranges of these particles are such 
that their energy is deposited within one cell 
diameter of the neutron-capture event. These 
characteristics make 1°B a very desirable iso- 
tope for neutron-capture therapy, even 
though other isotopes have higher thermal 
neutron capture cross sections. 

There are two challenges to implementa- 
tion of this strategy. One is to deliver thermal 
neutrons to the tumor, given that low energy 
neutrons do not travel very far in tissue. The 
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other is to design drugs that will selectively 
deliver 1°B to tumors. The first challenge is 
being met with advances in instrumentation, 
such that BNCT is now regarded as a more 
realistic possibility than in the past (355). 
Neutrons of a sufficiently high energy to pen- 
etrate tissue (epithermal neutrons) are used 
in such a way that they become thermal neu- 
trons at the depth corresponding to the tumor. 

It is estimated that 10 parts per million 
(ppm) 1°B would be enough to increase cyto- 
toxicity twofold over that seen with neutrons 
alone (355). BSH (Na,B,,HllSH; 44) was one 

of the first compounds synthesized for this 
purpose (356). BSH and its disulfide, BSSB, 
are reported to accumulate in animal tumors, 
but the clinical biodistribution results from 
patients with brain tumors have been variable 
and unpredictable (357). In animal studies, 
very high tumor to normal brain tissue ratios 
were achieved, but there was no evidence of a 
therapeutic gain, suggesting that normal 
brain injury may be more related to the dose 
than to the vasculature (358). Clinical studies 
of brain tumor BNCT with sodium tetraborate 
and BSH did not result in improved survival 
and there was evidence of increased normal 
brain injury, consistent with preferential 
damage to the vasculature (359). Other types 
of BNCT agents are currently under develop- 
ment. Encouraging results were obtained with 
BPA @-boronophenylalanine, 45) in the treat- 

ment of melanoma (360). 157Gd has been pro- 
posed as another isotope that could be useful 
in neutron-capture therapy (361). Although 
BNCT is a promising idea, the selective deliv- 
ery of atoms of high neutron cross section 
(such as boron) to the target cells is still a 
limiting factor. 

2.2.2 k-Edge Absorption and Photoactiva- 
tion of Elements of High Atomic Number. The 
probability of absorption of a photon is highest 
when the energy of the photon is close to the 
binding energy of an electron in the target 
molecule (362). This effect is particularly no- 
ticeable for k-shell electrons of elements of 
high atomic number. A strategy for radiosen- 
sitization based on this effect is to incorporate 
atoms of high atomic number into DNA (363). 
The k-shell binding energy is characteristic 
for each element, and irradiation at energies 
just above this k-edge characteristic energy 
will result in selective absorption by a partic- 
ular element. Iodine is particularly attractive 
for this purpose because: (1) the optimal en- 
ergy of the activating photon is in a range that 
is reasonably achievable; (2) iodine is easily 
incorporated into compounds that can be de- 
livered to tumors; and (3) photoactivation can 
occur, further enhancing the biological effect. 
Photoactivation is a process whereby ihner 
shell electrons are ejected from an atom as a 
consequence of photon absorption, and cas- 
cading outer shell electrons fill the succes- 
sively vacated orbitals, resulting in the emis- 
sion of multiple low energy X-ray photons and 
electrons (364). 

2.2.3 Photodynamic Therapy. Photodynamic 
therapy (PDT) consists of administration of a 
photosensitive compound and illumination of 
the tumor with visible light. Recent advances 
in light-delivery technology have provided 
methods for selective and thorough illumina- 
tion of the tumor (365), although light delivery 
continues to be the principal limitation of this 
therapeutic approach. 

PDT has been found to be effective in the 
treatment of several types of solid tumors in 
humans. Most of the clinical experience has 
been with hematoporphyrin derivative (HPD, 
46) or porfimer sodium (Photofrin), which is a 
derivative of HPD (366). A problem with these 
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compounds is photosensitization of skin that 
persists for 6-8 weeks, (367). meta-tetra(Hy- 
droxypheny1)chlorin (m-THPC) (368370) 
has a shorter plasma half-life and a higher tu- 
morlnormal tissue ratio, and is currently in 
Phase 1/11 trials. 8-Aminolaevulinic acid 
(ALA) has been found to be effective clinically 
by topical application (371,372) and in animal 
studies by systemic administration (373). ALA 
is converted in vivo to protoporphyrin M, 
which is the active photosensitizer. Other tet- 
rapyrroles that are being considered for PDT 
include purpurins (47) (374) and phthalocya- 

nines (375, 376). Cationic dyes have been in- 
vestigated (377), given that there is evidence 
that a common feature of many types of tumor 
cells is the ability to concentrate moderately 

lipophilic cationic dyes, attributed to differ- 
ences in mitochondria1 membrane potential 
(378). 

The tumoricidal mechanism of PDT has 
two components: direct tumor cell killing and 
damage to the vasculature leading to tumor 
necrosis. The number of tumor cells from ex- 
cised murine tumors that produce colonies in 
vitro decreases markedly with time between 
treatment and excision (379, 380), in support 
of the importance of damage to the vascula- 
ture. In contrast, tumor cell killing by ionizing 
radiation is evident when tumors are excised 
immediately after irradiation and plated for 
clonogenic assay (381). Hypoxia induced by 
PDT can be exploited by concurrent treat- 
ment with drugs that are metabolized under 
hypoxia to toxic species (380, 382). 

2.3 Alteration of the Primary 
Radiolytic Products 

Ionization of water is the most common con- 
sequence of irradiation of biological systems 
because they are composed mostly of water. 
Figure 4.1 shows the relative yields of prod- 
ucts of water radiolysis (383). These reactive 
species differ considerably in their chemical 
properties. For example, H' is a reducing rad- 
ical and HO' is highly oxidizing. A potential 
approach to radiosensitization is to convert 
the initial radiolytic products into more reac- 
tive or more selective species. This can be ac- 
complished by including a substance that can 
react with the primary radiolytic products be- 
fore they have a chance to react with other 



Figure 4.1. Products of radiolysis of water. Ioniz- 
ing radiation causes an electron to be ejected from 
the water molecule (ionization), forming H20t, 
which dissociates into Hf and HO'. The electron 

- becomes solvated (e,, ). Excitations also occur, and 
the excited water molecule (H20*) can dissociate 
into HO' and H'. Some of the reactions of these 
primary radicals are shown. The numbers in paren- 
theses are the yields of the various species per 100 
eV (G-values) (433). 

molecules. For example, 0, reacts readily with 
- the aqueous electron (ea, ) and H' to convert 

them to 0,'- (Fig. 4.1). N,O, on the other 
hand, can react with eaq- to convert it to HO' 
(Fig. 4.1). Hyperbaric H, can be used to con- 
vert HO' radicals into H'. Isopropyl alcohol 
can be used to scavenge HO' and H', leaving 
the aqueous electron. 

Such methods have been used to demon- 
strate differences in reactivity of these radio- 
lytic products toward model biological targets, 
such as DNA (383). Studies with bacteria and 
mammalian cells have yielded variable results 
(384,385), possibly because the modifiers can 
act by multiple mechanisms (385). In general, 
such studies have been consistent with lack of 
toxicity of the reducing radicals, suggesting 
that HO' is the only diffusible primary radical 
that contributes to toxicity. One explanation 
is that multiple attacks on DNA must occur 
within a very small volume to produce a cyto- 
toxic lesion (386). Only radicals with the reac- 
tivity of HO' can contribute to these clustered 
lesions because other radicals diffuse away 
from the critical volume before reacting with 
DNA (387). For example, the conversion of 

eaq - to HO' by N20 more than lo-' s after 
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irradiation should not affect cytotoxicity be- 
cause the HO' would be formed outside the 
critical volume (387). 

A variation on this theme is to use modifi- 
ers that react with products of water radioly- 
sis, to produce a species that is more selective 
in reacting with cellular targets (388) (Fig. 
4.1). For example, Hiller et al. (389) found that 
the effectiveness of ionizing radiation in inac- 
tivating bacteriophage T2 is five times greater 
if HO' is converted to CC130,' by inclusion of 
CC1, in the medium, whereas it is decreased by 
a factor of 20 by conversion of HO' to 0,'- by 
inclusion of fonnate. Similarly, uric acid can 
enhance radiation damage to alcohol dehydro- 
genase (in dilute solution), even though it pro- 
tects lactate dehydrogenase (390). The reac- 
tion of HO' scavengers with HO' results in 
the formation of a more selective radical that 
may be more effective in damaging a specific 
cellular target. Dimethylsulfoxide (DMSO) re- 
acts with HO' to form H3CS, or in the presence 
of oxygen, CH300'. These are relatively non- 
reactive radicals, and DMSO is therefore con- 
sidered to be an HO' scavenger. DMSO pro- 
tects against radiation-induced DNA damage. 
However, DMSO does not protect against 
H0'-initiated membrane damage, whereas 
other HO' scavengers do (391). 

2.4 Radiosensitization by Reaction 
with DNA Radicals 

The principal mechanism of cell killing by ion- 
izing radiation is the formation of clustered 
DNA lesions (386,392,393) by a combination 
of direct ionizations in the DNA molecule (the 
direct effect) and reaction of DNA with free 
radicals produced in the vicinity of DNA (the 
indirect effect). The reactions that produce 
the DNA radicals that are the precursors of 
these clustered lesions are complete within 
nanoseconds (387). However, the chemical re- 
actions of these free radicals that result in 
damage fixation are not complete until 10 ms 
after irradiation (3941, and there is an oppor- 
tunity to alter the outcome of these reactions 
(Fig. 4.2). Damage fixation is a process that 
renders the damage nonrestorable by chemi- 
cal protectors. 

Reaction of DNA radicals with molecular 
oxygen results in damage fixation. This reac- 
tion occurs in competition with the restorative 
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Thiol radioprotectors, 
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Figure 4.2. Time frame for radiochemical events. 
In living cells, DNA radicals are formed within 
nanoseconds by a combination of direct ionization of 
DNA and reaction of DNA with HO' produced by 
the radiolysis of water. Protectors and sensitizers 
that modify initial lesion formation act in a millisec- 
ond time frame by reaction with these DNA radicals. 
Biological processes that can lead to repair or mis- 
repair of the lesions take place over a period of 
hours. 

hours 

reaction of DNA radicals with endogenous 
protectors (395). In experiments using chemi- 
cal model systems (dilute solutions of macro- 
molecules), sensitization by oxygen was ob- 
served only when radioprotectors were also 
present (395,396). Thus, damage fixation will 
occur without a sensitizer (by internal bond 
rearrangement) if protective reactions are not 
fast enough. Either an increase in the concen- 
tration of oxygen-mimetic sensitizer or a de- 
crease in the concentration of endogenous pro- 
tector can result in radiosensitization. 

The chemical property of oxygen that is the 
basis for oxygen mimetic radiosensitization is 
the one-electron redox potential, or electron 
atlinity (397). Electron affinity correlates with 
hypoxic cell radiosensitization, for agents that 
sensitize by this mechanism, over a range of 
different chemical structures, with some ex- 
ceptions (397, 398). Radiosensitization by an 
oxygen-mimetic mechanism occurs within 
milliseconds of irradiation, and techniques 
have been developed to distinguish between 
this mechanism and other mechanisms of sen- 
sitization by determining the time frame for 
the effect (399). For example, a rapid-mix ex- 

periment was used to show that N-ethylmale- 
imide (48) can sensitize by an oxygen-mimetic 
mechanism, even though it can also sensitize 

by reacting with cellular thiols (399). Whillans 
and Hunt (400) used a rapid-mix experiment 
to demonstrate that radiosensitization by mi- 
sonidazole (53) does not occur if misonidazole 
is mixed with hypoxic cells more than 10 ms 
after irradiation. Some of the first compounds 
that were found to be radiosensitizers, such as 
N-ethylmaleimide (401) and menadione (4021, 
are electron affinic, but were too toxic, too 
complicated mechanistically, or not suffi- 
ciently effective to be thoroughly developed 
for clinical use. 

Attention in recent years has been concen- 
trated on two general classes of electron-af- 
finic radiosensitizers: quinones and nitroimid- 
azoles (403). Highly electron affinic agents are 
effective in vitro, but not in vivo, presumably 
because they are so reactive they are depleted 
before they reach the target cells. The first 
nitro compounds that were found to be effec- 
tive electron-affinic sensitizers in vitro, p-ni- 
tro-acetophenone (49) (404), p-nitro-3-di- 
methylamino-propiophenone (50) (405), and 
nitrofurazone (51) (406), were too toxic and 

too metabolically unstable to be useful in vivo. 
Similarly, many quinones are effective in vitro 
but have been disappointing in vivo (407). 



The first electron-affinic sensitizer based 
on the nitro functional group to be tested clin- 
ically (407) was metronidazole (1-13-hydroxy- 
ethyl-2-methyl-5-nitro-imidazole; Flagyl, 52), 

a 5-nitroimidazole that was already in clinical 
use as an antitrichimonal agent. The trial, 
conducted with patients with glioblastoma 
multiforme using nonstandard fractionation, 
was positive, in that the median survival for 
the sensitizer group (7 months) was superior 
to the median survival for the controls (3 
months). However, the long-term survival of 
the sensitizer group was not superior to that of 
historical controls given standard fraction- 
ated radiotherapy. The 2-nitroimidazole, mi- 
sonidazole (53), was tested more extensively 
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in clinical trials. Only 5 of 33 trials showed 
some possible benefit (408). The most promis- 
ing result came from a large randomized trial 
of patients with pharyngeal cancer (409), with 
an overall disease-free survival of 46% for the 
misonidazole group vs. 26% for the controls. 

The dose of misonidazole that can be ad- 
ministered is.limited by peripheral neuropa- 
thy (410). In an effort to reduce this side effect, 
less lipophilic 2-nitroimidazoles were synthe- 
sized (411, 462). Desmethylmisonidazole (54) 
and etanidazole (55) are less neurotoxic than 

misonidazole, in keeping with their lower Ji- 
pophilicity. In a phase I clinical trial (413), it 
was determined that 30% more desmethylmi- 
sonidazole than misonidazole could be admin- 
istered, but this compound was not tested fur- 
ther. Etanidazole can be administered at 
about 4 times the dose of misonidazole (414), 
and peripheral neuropathy can be almost com- 
pletely avoided by determination of individual 
patient pharmacokinetics and adjustment of 
the dosage accordingly (415). Efficacy data 
for etanidazole are not yet available, al- 
though several trials are nearing completion 
(415-418). 

Nimorazole (56) (4191, a 5-nitroimidazole, 
is less effective on a molar basis than the 2-ni- 
troimidazoles, but its dose-limiting toxicity is 
different. The dose-limiting toxicity for ni- 
morazole is nausea and vomiting, whereas it is 
peripheral neuropathy for the 2-nitroimidaz- 
oles. The toxicity of nimorazole is not cumula- 
tive, and it can therefore be given with each 
radiation fraction. A phase I11 trial of nimora- 
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zole with 422 patients with squamous cell can- 
cer of the larynx and pharynx (420, 421) 
showed an improvement in local control. 

Pimonidazole (Ro 03-8799) (57) is a 2-ni- 

troimidazole with a basic side chain that has 
been found to accumulate in the acidic envi- 
ronment of tumors (422). Although pimonida- 
zole is a better sensitizer than misonidazole in 
vitro, it is less effective than misonidazole in 
animal models, and clinical trials have indi- 
cated that it may be detrimental in combina- 
tion with radiation therapy (423). A possible 
explanation for this adverse effect is suggested 
by a finding that pimonidazole can decrease 
blood perfusion in tumors (424). The idea of 
enhancing tumor uptake by attaching a basic 
side chain may still have merit, however (425- 

Several new electron-affinic drugs have 
been developed, but have not yet been exten- 
sively tested. A series of 2-nitroimidazole de- 
vatives were synthesized by attaching vari- 

nitroimidazoles with an acetohydroxamate 

moiety on the side chain, of which KIN-804 
(59) (429) and KIH-802 (60) (430) appear 
most promising, suggest that this functional 

group may be useful for radiosensitizer de- 
sign. AK-2123 (61) is a 3-nitrotriazole that is 
less toxic than misonidazole and is now in clin- 
ical trials (431, 432). 

NLP-1 (5-[3-(2-nitro-1-imidazoy1)-propyll- 
phenanthridinium bromide, 62) was synthe- 

sized with the rationale of targeting the nitro- 
imidazole to DNA through the intercalation of 
the phenanthridine ring (433). Nitracrine 
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[l-nitro-9-(dimethy1aminopropyamino)acri- 
dine; (6311 is a DNA intercalating antitumor 
agent. Under conditions that minimize metab- 

olism and cytotoxicity, nitracrine is a selective 
radiosensitizer of hypoxic cells, with an effi- 
ciency at least as great as expected from its 
electron affinity (434). 

2.5 Additional Applications for Electron- 
Affinic Drugs in Cancer Therapy 

The electron-affinity of hypoxic cell radiosen- 
sitizers confers additional biological proper- 
ties to this class of drugs. They are readily 
reduced by cellular enzymes to reactive spe- 
cies that can cause biochemical alterations 
and cytotoxicity. The reversal of the first one- 
electron reduction, by reaction with oxygen, 
provides a mechanism for selectively affecting 
hypoxic cells. This biochemistry has been ex- 
ploited for detection of hypoxia, additional ra- 
diosensitization, chemosensitization, and tu- 
moricidal activity. Following this theme, new 
classes of drugs have been developed to opti- 
mize these mechanisms. Drugs that are selec- 
tively reduced under hypoxia include nitroaro- 
matics, quinones, N-oxides, and transition- 
metal complexes. 

2.5.1 Binding of Nitroimidazoles to Hy- 
poxic Cells: Use in Detection of Hypoxia. Ni- 
troimidazoles are reduced under hypoxic con- 
ditions to intermediates that bind to cellular 
macromolecules. This mechanism has been 
exploited in the detection of tumor hypoxia 
(435). Early studies made use of 14C-labeled 
misonidazole and autoradiography, and 
served to demonstrate that hypoxia does occur 
in patients' tumors (436). Another approach 
has been to use nitroimidazole derivatives 
that can be detected immunohistochemically 
(437-450). Fluorinated nitroimidazoles have 

been synthesized for use in noninvasive detec- 
tion of hypoxia (439-443). EF5 [2-(2-nitro- 
1H-imidazol-1-y1)-N-(2,2,3,3,3-pentafluorpro- 
pyl)acetamide, (64)l is a pentafluorinated 

derivative of etanidazole that has been used 
for immunohistochemical analysis of hypoxia 
and is suitable for noninvasive imaging (440). 
KU-2285 (65) is a fluorinated etanidazole de- 

rivative that has a higher sensitizer efficiency 
than that of etanidazole and is in clinical trials 
as a hypoxic cell radiosensitizer (441). Pi- 
monidazole (442) and IAZGP [iodinated-P-D- 
azomycin-galactopyranoside (443)l have also 
shown promise as hypoxia-imaging agents. 

2.5.2 Additional Sensitization by Hypoxic 
Metabolism of Nitroimidazoles. Oxygen-mi- 
metic radiosensitization by nitroimidazoles 
depends only on the intracellular concentra- 
tion of the nitroimidazole at the time of irra- 
diation. However, these same compounds are 
metabolized under hypoxic conditions to reac- 
tive intermediates that can cause radiosensiti- 
zation by another mechanism. This additional 
sensitization is called the preincubation effect 
(444,445). The effect is primarily a decrease in 
the shoulder of the radiation survival curve 
and is obtained even if the cells are reoxygen- 
ated before irradiation. Chemotherapeutic 
drug cytotoxicity is also enhanced by hypoxic 
preincubation with nitroimidazoles (446). The 
biochemical mechanism of the preincubation 
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effect has not been identified. One contribu- 
tion to this effect is depletion of glutathione 
(447), but this cannot explain the full effect, 
and does not explain radiosensitization of cells 
that are reoxygenated before irradiation. 
When glutathione was depleted to a similar 
extent with another agent in a study by Taylor 
et al. that used Chinese hamster ovary cells 
(448), sensitization to melphalan was only a 
fraction of that observed with hypoxic prein- 
cubation with misonidazole. 

2.5.3 Bioreductive Drugs. Hypoxic incuba- 
tion of cells with nitroimidazoles can kill cells 
without the need for a second agent (444). The 
concentrations of 2-nitroimidazole radiosensi- 
tizers required to kill tumor cells are too high 
to allow their use as cytotoxic agents in the 
clinic. However, the chemistry involved is 
common to a class of agents, called bioreduc- 
tive drugs, that have shown promise in the 
treatment of cancer, and represent a new drug 
design opportunity. Bioreductive drugs are 
drugs that are reduced under hypoxia to cyto- 
toxic species. Because radiation spares hy- 
poxic cells, the combined use of bioreductive 
drugs and radiation should provide a thera- 
peutic benefit, even if the effects are strictly 
additive. 

Tirapazamine (SR-4233; WIN 59075; 
3-amino-1,2,4-benzotriazine 1,4-dioxide; 66) 

sensitization can be achieved when the drug is 
added after irradiation under hypoxic condi- 
tions, ruling out a radiochemical mechanism. 
Tirapazamine is currently in Phase I clinical 
trials, and muscle cramping has been noted as 
the most common side effect (451). A series of 
analogs of tirapazamine were synthesized to 
determine structure-activity relationships 
(450). One of these analogs, SR-4482 (67), 

which contains no substituent on the 3-posi- 
tion of the triazine ring, is more toxic to hy- 
poxic cells i n  vitro, but less toxic to mice, than 
tirapazamine. A relationship was found be- 
tween the one-electron redox potential of 
these analogs and toxicity, although SR-4482 
did not follow this pattern, and may represent 
a new class of benzotriazine di-N-oxides (450). 
RB90740 (68) is the lead compound selected 

selectively kills and radiosensitizes hypoxic 
mammalian cells in vitro and murine tumor in 
vivo (449,450). The selective killing of hypoxic 
cells by tirapazamine is attributed to its one- 
electron reduction to a reactive intermediate 
that produces DNA damage. Radiosensitiza- 
tion appears to be by a preincubation effect, 
given that hypoxic preincubation sensitizes 
reoxygenated cells to ionizing radiation, and 

from a series of pyrazinemono-N-oxides that 
are selectively toxic to hypoxic mammalian 
cells (452). RB90740 has been found to accu- 
mulate in murine tumors, compared to normal 
tissue, providing additional selectivity. 

RSU 1069 (69) is the lead compound in a 
series of 2-nitroimidazoles containing an alky- 
lating moiety on the side chain (453). RSU 
1069, which contains an aziridine ring as an 
alkylating moiety, is more potent than et- 
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anidazole both as a hypoxic cell radiosensi- 
tizer and as a bioreductive drug. However, 
gastrointestinal toxicity limits the dose than 
can be administered clinically to levels that 
would not be expected to provide a benefit in 
cancer therapy. RB 6145 (70) is a prodrug of 

RSU-1069 that has lower toxicity with similar 
potency (454,455). 

Mitomycin C (71) is the prototype for qui- 

9,lO-dione, 73) is reduced under hypoxia to 
AQ4 (74), which binds to DNA (459). The ter- 
minal half-life for AQ4 is reported to be of the 

none-based bioreductive drugs (456). A clini- 
cal trial using mitomycin C and radiation for 
the treatment of squamous cell carcinoma of 
the head and neck showed an improvement in 
local control without enhancement of normal 
tissue toxicity (457). E09 (72) is a mitomycin 
C analog containing an aziridine ring (458). A 
factor to consider is that the toxicities of biore- 
dudive drugs depend considerably on the rela- 
tive and absolute activities of cellular reduda- 
ses; this is particularly a factor for substrates of 
DT-diaphorase, such as E09, because DT-di- 
aphorase activity can vary widely (458). 

AQ4N (1,4-bis-{[2-(dimethylamino-N-ox- 
ide)ethylamino)5,8-dihydroxyanthracene- 

order of 24 h, whereas the terminal half-life 
for the parent drugAQ4N is 30 min (459). AQ4 
is retained in hypoxic cells for days, and is cy- 
tostatic (460). Consequently, repopulation of 
the tumor may be suppressed by exposure of 
cells to AQ4 while they are hypoxic, even if 
they subsequently become reoxygenated. The 
benefit of combined use of AQ4N and radia- 
tion in animal tumor studies is obtained, even 
when the treatments are administered more 
than 24 h apart in either order, suggesting 
additivity rather than synergy. 
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.6 Radiosensitization by Alteration 
f Oxygen Delivery 

in alternative to using oxygen-mimetic radio- 
ensitizers is to improve oxygen delivery to 
umors. Tumor hypoxia can result from one of 
wo mechanisms: growth of the tumor beyond 
he diffusion distance of oxygen (chronic hyp- 
xia) (461) or intermittent impairment of tu- 
nor blood flow (acute or intermittent hypoxia) 
462,463). 

The response of experimental tumors to ra- 
liation can be improved by increasing the ox- 
,gen content of the inspired air (464). Clinical 
rials with hyperbaric oxygen were carried out 
B early as the 1950s (465-467). Of nine pro- 
pective randomized trials, three showed a 
tatistically significant benefit for hyperbaric 
nrygen (468). However, this strategy is tech- 
ucally difficult and impractical for wide- 
,pread use in fractionated radiotherapy. 

A prospective randomized trial using red 
Jood cell transfusion to increase the hemato- 
lrit showed a benefit in the radiation therapy 
~f cervical cancer (469). There is a limit be- 
rond which this approach is counterproduc- 
ive, in that increasing the hematocrit in- 
lreases blood viscosity, resulting in poorer 
umor perfusion. Furthermore, adaptation to 
lhronically altered oxygenation results in re- 
stablishment of tumor hypoxia (470). Adap- 
ation to oxygenation status has been ex- 
Joited in animal experiments to improve the 
umor radiation response by adapting animals 
Q low oxygen tensions (12% 0,) and then re- 
urning them to normal or higher than normal 
jxygen tensions just before irradiation (471). 

Perfluorochemicals have been used to in- 
Tease the oxygen-dissolving capacity of blood 
472). Treatment of tumor-bearing rats with 
lodecafluoropentane and carbogen was re- 
mtly reported to completely reverse the 
iypoxic cell radioresistance in this tumor 
node1 (473). Several clinical trials have been 
mied out with Fluosol(75) (Fluosol-DA is an 
!mulsion containing perfluorodecalin and per- 
luorotripropylamine) (474). Mild liver dys- 
unction was noted as a side effect. A benefit 
rom the use of Fluosol in combination with 
adiation was demonstrated in a trial of high 
yade brain tumors (475). Perflubron (perfluo- 

rooctyl bromide) is another perfluorochemical 
that has shown promise in animal model ex- 
periments (76) (476). 

F F F F F F F F  
I I I I I I I I  

Various forms of hemoglobin have been 
used to increase the oxygen-carrying capacity 
of blood in animal experiments. Measure- 
ments using the Eppendorf oxygen needle 
electrode indicate that such treatments can 
effectively decrease tumor hypoxia (476). Ra- 
diobiological experiments in animal models 
have shown that tumor radiosensitivity is in- 
creased by perfluorochemicals or by ultrapuri- 
fied polymerized bovine hemoglobin, by as 
much as an enhancement ratio of 3 (476), 
which is the theoretical maximum expected 
for total elimination of tumor hypoxia. Carbo- 
gen breathing (95% O,, 5% CO,) increases the 
effectiveness of these agents. Hemoglobin de- 
rivatized with polyethylene glycol (PEG-he- 
moglobin) has been demonstrated to improve 
tumor oxygenation in animal models (477). 
Derivatization with polyethylene glycol in- 
creases the circulating half-life of proteins, in- 
creases their solubility, and decreases their 
immunogenicity (478). 

Allosteric modifiers of hemoglobin consti- 
tute another class of modifiers of tumor oxy- 
genation (479). 2,3-Diphosphoglycerate (77) is 
a natural modifier of the oxygen affinity of he- 
moglobin and has been used to modify the tu- 
mor radiation response in experimental ani- 
mals (480). Other allosteric modifiers of the 
oxygen affinity of hemoglobin that have been 
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tested as radiation sensitizers include clofi- 
brate (78), bezaflbrate, and gemfibnozil(481). 

Pentoxifylline (79), a methylxanthine de- 

rivative, increases blood circulation by in- 
creasing blood cell deformability and decreas- 
ing blood viscosity (482). Pentoxlfylline has been 
reported to increase murine tumor oxygenation 
and to enhance the radiation response of murine 
tumors (483). A consideration in the design of 
strategies for overcoming tumor hypoxia is the 
type of hypoxia (acute or chronic) that is tar- 
geted. Acute hypoxia is caused by intermittent 
cessation of blood flow. An agent that im- 
proves blood flow would be expected to be 
more effective against acute hypoxia than an 
agent that increases the oxygen content of 
blood. Nevertheless, the Eppendorf electrode 
data indicate that perfluorochemicals and he- 
moglobin solutions can overcome acute hyp- 
oxia, given that the oxygen electron should not 
have the spatial resolution to detect chronic 
hypoxia (narrow bands of hypoxia at a dis- 
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tance from a capillary corresponding to the 
diffusion limit for oxygen). 

Nicotinamide (80) has been observed to en- 

(80) 

hance the radiation sensitivity of experimen- 
tal murine tumors to a greater degree than 
normal tissues (484). This radiosensitization 
has been attributed to correction of acute hyp- 
oxia (485). In clinical studies, the combination 
of nicotinarnide and carbogen (95% O,, 5% 
CO,) breathing has been shown to improve 
tumor oxygenation (486). A phase I1 study 
combining accelerated radiotherapy with car- 
bogen breathing and nicotinamide ("AR- 
CON") resulted in high local and regional con- 
trol rates in head and neck cancer (487). Nitric 
oxide (endothelium-derived relaxing factor) is 
a potent vasodilator. Drugs that release NO, 
such as DENNO {(C,H,),N[N(O)NOI-, (81)) 

can sensitize tumors to radiation (488), al- 
though the mechanism appears to include a 
direct oxygen-mimetic effect (488). Nitric ox- 
ide synthase inhibitors can increase tumor 
hypoxia (488). 

2.6.1 RSR13. RSR13 (efaproxiral sodium, 
82) is a synthetic allosteric modifier of hemo- 
globin, the first of a new class of pharmaceuti- 

(82) RSR- 13 
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agents. RSR13 is a small molecule that re- 
:es hemoglobin oxygen-binding affinity and 
lances the diffusion of oxygen from the 
od to hypoxic tissues. RSR13 emulates the 
iction of natural allosteric modifiers of 
noglobin such as hydrogen ions (H') and 
-diphosphoglycerate (2,3-DPG). This "turbo- 
rging" of oxygen unloading from hemoglo- 
I to tissue emulates and amplifies physio- 
jc tissue oxygenation. This approach has 
)ad clinical applicability in indications 
iracterized by tissue hypoxia, including the 
: of RSR13 as an adjunct to radiation ther- 

(RT) and chemotherapy (CT), as well as 
~diovascular, surgical, and critical care 
lications. 
By increasing tissue oxygenation, RSR13 
luces tumor hypoxia and enhances the cyto- 
i c  effects of RT and CT in animal models. 
ese effects provide the rationale for RSR13 
an adjunct to RT and CT for the treatment 
cancer patients with solid tumors. The goal 
adjunctive RSR13 therapy is to achieve 
tximal concentrations of oxygen in the tu- 
Ir tissue before administration of RT or dur- 
;administration of CT, to decrease the hy- 
~ic  fraction of cells, and increase the radio- 
chemoresponsiveness of malignant tumors. 
is hypothesis is supported by Phase Ib and 
clinical efficacy data from studies using 
R13 combined with RT in the treatment of 
lin metastases, newly diagnosed glioblas- 
na multiforme (GBM), and locally ad- 
nced, inoperable non-small-cell lung cancer 
SCLC). 
RSR13 has been studied for the prevention 
treatment of conditions associated with tis- 
hypoxia in 17 phase I, 11, and I11 clinical 

 dies. RSR13 is being evaluated as a ra- 
)enhancement agent in patients receiving 
1 to treat brain metastases, GBM, or locally 
vanced, inoperable NSCLC. More than 400 
ncer patients have received RSR13 in eight 
ase 1-111 radiation oncology studies. In ad- 
ion, a study is ongoing to evaluate RSR13 as 
adjunct to BCNU (carmustine) chemother- 
y in patients with recurrent malignant gli- 
la. 

2.6.1.1 Mechanism ofAction. RSR13 binds 
a site on hemoglobin that is separate from 
3 oxygen-binding site; therefore, it is re- 
,red to as an allosteric modifier (489, 490). 
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Figure 4.3. X-ray crystal structure of RSR13 
bound to hemoglobin. 

1 

Natural and synthetic allosteric modifiers reg- 
ulate oxygen-binding affinity by effecting a 
change of the hemoglobin tetramer from a 
high affinity to a low affinity structural confor- 
mation. Naturally occurring allosteric modifi- 
ers (Hf, CO,, and 2,3-DPG) modulate hemo- 
globin oxygen-binding affinity and shift the 
oxygen equilibrium curve (OEC) to regulate 
oxygen unloading from hemoglobin to tissues 
under various physiologic conditions. 

RSR13 binds to the central water cavity of 
the hemoglobin tetramer (Fig. 4.3). This site is 
different from the binding sites of natural al- 
losteric modifiers, but the effects of RSR13 
and the natural allosteric modifiers are simi- 
lar, as shown in Fig. 4.4. Each molecule in- 
duces a rightward shift in the OEC, an effect 
that is described by an increased p50. The p50 
is the oxygen pressure that results in 50% sat- 
uration of hemoglobin. Thus, an increase in 
p50 reflects a reciprocal decrease in oxygen- 
binding affinity of hemoglobin. Figure 4.4 de- 
picts a p50 shift of 10 mmHg, a typical result in 
patients receiving a 100 mg/kg dose of RSR13. 

The pharmacologic effect of RSR13 has broad 
clinical applicability in situations characterized 
by tissue hypoxia attributed to: (1) reduced 
blood flow (regional or global), (2) reduced oxy- 
gen carrying capacity, andlor (3) increased tis- 
sue oxygen demand. These therapeutic indica- 
tions include the use of RSR13 as an adjunct to 
RT or CT, as well as cardiovascular, surgical, 
and critical care indications. Preclinical studies 
have shown that RSR13 can increase normal tis- 
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rium curve for human blood. 

Figure 4.4. Allosteric modifiers 
of hemoglobin oxygen equilib- 

sue oxygenation, reduce tumor hypoxia, im- 
prove the efficacy of RT and CT, and attenuate 
the functional and metabolic deficiencies attrib- 
uted to myocardial and cerebral ischemia. 

2.6.1.2 Tumor Hypoxia. Direct oxygen 
measurements in human tumors have con- 
firmed tumor hypoxia (median partial pres- 
sure of oxygen [pO,] < 20 mmHg) in many 
types of human tumors (491-495). Mecha- 
nisms for chronic or transient ischemic hyp- 
oxia may include obstruction of blood flow, in- 
adequate or defective angiogenesis, and 
unregulated cellular growth that outstrips the 
capacity of the capillary blood supply (496- 
500). In general, tumor cells are oxygenated 
up to a distance of about 150 pm from a func- 
tional capillary; beyond that, tumor cells can 
become oxygen depleted and either die or sur- 
vive in a hypoxic state. Calculations based on a 
three-dimensional simulation of oxygen diffu- 
sion from a network of vessels, with a geome- 
try derived from observations of tumor micro- 
vasculature in the rat, have indicated that an 
increase in hemoglobin affinity for oxygen 
should have a beneficial effect on tumor radio- 
therapy (501). Although this should not be of 
much benefit in areas where the circulation is 
completely occluded (i.e., cells are completely 
anoxic), a recent report that a large proportion 
of the tumor cells in SiHa xenografts in mice 
are intermediately hypoxic (oxygen tension 
between 0.1 and 0.2%) (502) suggests that dif- 
fusion-limited hypoxia may be a significant 
contributor to tumor resistance. 

The efficacy of RT can be affected by . 

extent of tumor oxygenation. Hypoxic turn 
are more resistant to cell damage by radiat 
(503), and tumor hypoxia has been associa 
with a poor clinical prognosis of patients 
ceiving RT (503-507). Oxygen measureme 
in human tumors have detected tumor h 
oxia in GBM (491), brain metastases (4 
508), squamous cell carcinomas of the uter 
cervix (493). and head and neck (492) 2 

breast carcinomas (495). Because hypoxic 
mors are substantially more resistant to rs 
ation than oxygenated tumors, even sn 
hypoxic fractions in a tumor may affect 
overall response to RT and increase the pr 
ability that some tumor cells will survive F 

Certain alkylating chemotherape~ 
agents also require oxygen for maximal cj 
toxicity. This may be related to effects of h, 
oxia on cellular metabolism, decreasing the 
totoxicity of anticancer drugs and enhanc 
genetic instability, which can lead to m 
rapid development of drug-resistant tun 
cells (498-500, 509). 

2.6.1.3 Radiation Therapy Sensitizal 
with RSR13. Unlike most other radiosens? 
ing agents and strategies, the radiosensitiz 
effect of RSR13 is not dependent on its en 
into the tumor. Instead. RSR13 enhances 
ygen release from hemoglobin, thereby 
creasing the diffusion of oxygen from plas 
and the vascular compartment to the hypo 
tumor cells. Enhanced tumor oxygenatior 
the basis for the radioenhancement and c 
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moenhancement effects of RSR13. The fact 
that RSR13 does not have to enter cells to in- 
crease the tumor sensitivity to RT or CT is an 
important differentiation between RSR13 and 
other attempts to improve the efficacy of can- 
cer therapy. This is especially important in the 
setting of primary or metastatic brain tumors, 
where the blood-brain barrier acts to exclude 
or impede the entry of chemical agents into 
the brain parenchyma. Oxygen readily dif- 
fuses the blood-brain barrier and the cancer 
eel1 membrane to increase tumor oxygenation 
and, thereby, the effectiveness of therapy. 

RSR13 is being developed as adjunctive 
therapy to standard RT for the treatment of 
solid tumors. Fractionated RT is administered 
once per day, 5 days per week. For most pal- 
liative indications, such as the treatment of 
brain metastases, RT is administered daily 
(Monday through Friday) for 2-3 weeks, for a 
total of 10-15 treatments. For other treat- 
ment regimens, such as the treatment of pri- 
mary brain cancer and other solid tumors, RT 
is typically administered daily for 6-7 weeks, 
for a total of 30-35 treatments. In completed - 
and ongoing radiation oncology studies, 
RSR13 has been administered as daily doses of 
50-100 mg/kg, infused over 30-60 min 
through a central venous catheter, immedi- 
ately before RT. This regimen results in the 
administration of a total of 10, 30, or 32 doses 
to patients with brain metastases, GBM, or 
NSCLC, respectively. 

Phase I1 clinical studies suggest that 
RSR13 improves the efficacy of RT in patients 
with brain metastases, newly diagnosed GBM, 
and locally advanced, inoperable NSCLC. 

Animal pharmacology studies have shown 
that RSR13 dose-dependently increases blood 
p50 (510-514), increasesp0, in nontumor tis- 
sue (512, 515-517), and increases oxygen-dif- 
fusive transport in nontumor tissue (518). In 
rats bearing mammary carcinoma tumors, tu- 
mor PO, was measured using Eppendorf his- 
tograms with the tumor hypoxic fraction ex- 
pressed as the percentage of readings 5 5  
mmHg. In this model, RSR13 (150 mg/kg, i.v.1 
decreased the tumor hypoxic fraction from 
36% (controls) to 0% (treated) and increased 
tumor oxygenation within 30 min after RSR13 
dosing (519, 520). 

By use of mice with subcutaneous human 
NSCLC xenographs and applying the nonin- 
vasive technique of blood oxygen level depen- 
dent magnetic resonance imaging (BOLD- 
MRI), RSR13 was shown to dose-dependently 
increase tumor PO,. The maximum increase 
in tumorpO, was achieved after 200 mgkg of 
RSR13 was administered by i.p. injection. In 
this human tumor xenograft model, RSR13 
administered 30 min before 10-Gy radiation 
enhanced the radiation-induced tumor growth 
delay by a factor of 2.8. Without radiation, 
RSR13 had no effect on tumor growth delay 
(52 1). 

In a mouse model with subcutaneous lung 
tumors, i.p. RSR13 dose-dependently en- 
hanced the efficacy of fractionated RT (mea- 
sured as an enhancement of tumor growth de- 
lay) by 22, 40, and 69% at 50, 100, and 200 
mg/kg, respectively (520). In additional stud- 
ies RSR13 decreased tumor cell survival when 
combined with fractionated radiation of mice 
bearing FSaII fibrosarcomas, squamous cell 
carcinomas (510), or mammary carcinoma tu- 
mors (522). The radioenhancement effect of 
RSR13 was shown to be oxygen dependent, 
with no direct cytotoxic effect on the tumor, 
bone marrow (520-522), or skin (522). 

RSR13 was also shown to be an effective 
chemosensitizer of EMT-6 cells that were ex- 
posed to a variety of cytotoxic anticancer 
drugs in vitro (520). When tested as a single 
agent in clonogenic assays in vitro, RSR13 was 
not cytotoxic, and it did not alter the radiation 
response of bone marrow progenitor cells. 
These studies indicate that RSR13 has chemo- 
sensitizing activity when combined with al- 
kylatingJDNA-damaging agents. 

The molecular basis of the chemoenhance- 
ment activity of RSR13 may involve both he- 
moglobin-dependent and -independent mech- 
anisms. In vivo, RSR13 has demonstrated 
chemoenhancement in combination with var- 
ious widely used agents. The effects of chemo- 
therapeutic agents on tumor growth delay and 
development of lung metastases were potenti- 
ated by RSR13 in the Lewis lung carcinoma 
model (520-523) and the MB-49 bladder car- 
cinoma model (520). In addition, RSR13 dem- 
onstrated a marked ability to decrease tumor 
volumes when given with BCNU in a 9-L glio- 
sarcoma model in rats (524). 



2.6.1.4 Clinical Trials with RSR13. A total 
of 17 Phase 1-111 clinical studies making use of 
RSR13 have been completed or are ongoing in 
patients with cancer (including studies specif- 
ically enrolling patients with brain metasta- 
ses, newly diagnosed and recurrent GBM, and 
NSCLC), surgical patients, patients with car- 
diovascular disease, and healthy subjects. 
Phase I1 studies in patients with brain metas- 
tases, GBM, and NSCLC have been completed. 
One randomized phase I11 study in patients 
with brain metastases is ongoing and, in addi- 
tion, a phase ID1 study is ongoing to evaluate 
RSR13 as an adjunct to BCNU chemotherapy 
in patients with recurrent malignant glioma. 

The RSR13 dosing in clinical trials, using 
the drug in combination with radiotherapy, is 
based on a phase I trial that studied escalation 
of both drug dosing and frequency of adminis- 
tration (525). According to this open-label 
study in patients undergoing palliative irradi- 
ation to 20-40 Gy in 1015 fractions, RSR13 
could be administered daily in doses of up to 
100 mglkg for 10 consecutive treatments 
through central venous access and supple- 
mental nasal oxygen at 4 Llmin. The tolerance 
of the drug was supported by clinical monitor- 
ing of oxygen saturation and associated phar- 
macokinetic and pharmacodynamic studies. 
At 100 mgkg the peak increase in p50 aver- 
aged 8.1 mmHg, consistent with the targeted 
physiological effect (525). 

2.6.1.4.1 Brain Metastases. Nearly one- 
third of patients with systemic cancer develop 
brain metastases, a complication that pro- 
foundly affects the patients' quality of life and 
survival. In early studies, untreated patients 
with brain metastases had a median survival 
time of about 1 month. Without more aggres- 
sive treatment, nearly all patients died as a 
direct result of the brain metastases (526). 
Even with contemporary treatment, specifi- 
cally earlier diagnosis, radiation therapy, and 
systemic chemotherapy, approximately 3040% 
of brain metastases patients die as a direct 
result of the brain metastases (527). Expand- 
ing intracranial tumor masses lead to intrac- 
table headaches, nausea and vomiting, serious 
cognitive dysfunction, and one or more focal 
neurological deficits, including hemiparesis, 
seizures, visual, speech, and gait disturbances 
(528). Acute, catastrophic neurological com- 

- 
RSR13 on enhancing radiation therapy in pa- 
tients with brain metastases. Patients re- 
ceived a standard 10-day course of whole- 
brain radiation therapy (WBRT) (3 Gy in 10 
fractions = 30 Gy) within 30 min of receiving 
RSR13 administered through a central venous 
access device. RSR13 administration began on 
the first day of WBRT and continued daily for 
a total of 10 doses. 

Patient eligibility was based on histologi- 
cally or cytologically confirmed breast, 
NSCLC, melanoma, genitourinary, or gastro- 
intestinal primary carcinoma. Patients were 
stratified by recursive partitioning analysis 
(RPA), Class I or Class 11, as previously de- 
scribed (529). A more recent analysis by the 
RTOG (Study 91-04) showed similar median 
survival times (MST) in each class. The anal- 
ysis also indicated that no major change in the 
prognosis of brain metastases patients has 
been observed in the last 25 years, even with 
the advent of more aggressive multiagent CT 
regimens directed at both the primary tumor 
and extracranial metastases (530). At the time 
the study was closed there were 57 Class I1 
patients enrolled. 

The objective of the study was to compare 
MST in the study population to that from the 
RTOG Brain Metastases Database (BMD) 
through use of both the overall RTOG data- 
base and controls case-matched by prognostic 
factors. Exact case-matched controls were ob- 
tained for 38 patients [matching 5 of 5 criteria: 
age, Karnofsky Performance Status (KPS), ex- 
tent of metastases, status of primary cancer, 
and location of primary tumor). RSR13- 
treated patients had significantly superior 
overall survival (6.4 months) compared to the 
historical BMD control group (4.1 months) by 
Kaplan-Meier estimates of MST (P = 0.0269 
compared to the overall database) (Fig. 4.5) 
(531, 532). One-year survival was 23% for 
RSR13-treated patients compared to 15% for 
the overall BMD population, and 9% for all 
case-matched BMD controls. 

Further improvements in survival were ob- 
served for RSR13-treated patients compared 
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plications, such as intracerebral hemorrhage 
and brainstem herniation, occur in 5-10% of 
brain metastases patients (529). 

Study RT-008 was a phase 11, open-label, 
multicenter study to assess the effect of 
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to exact case-matched controls (7.3 months 
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4.6). One-year survival was 24% for RSR13- 
to 8% for exact 

e-matched BMD controls. All analyses used 

2.6.1.4.2 Glioblastoma Multiforme. Glio- 
lastoma multiforme, or GBM, is a deadly 

r. This condition 
curs in about 20% of all brain cancer pa- 

s in the United States, or approximately 
people per year. The median survival 

e of patients with GBM is approximately 9 
10 months. Radiation therapy is the stan- 
d of care for GBM and is administered to 

ost patients. The goal of radiation therapy is 
prevent or reduce complications and im- 

ove survival time. 
Patients with GBM received a standard 
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ntral venous access device. RSR13 admin- 

doses. RT was 
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each RSR13 infusion. 
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confirmed supratentorial grade IV astro- 
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Figure 4.6. Survival results: study RSR13 RT-008 
versus RTOG BMD (exact matches). 

pared to those from an NABTT historical da- 
tabase. The NABTT historical database 
consisted of 152 patients pooled from multiple 
studies. NABTT and RSR13 studies were per- 
formed in the same general time period 
(1994-2000). 

Patients in the RSR13 and NABTT studies 
were predominantly male and Caucasian. 
Mean values for baseline parameters by study 
ranged from 53 to 62 years for age, from 83 to 
88 for KPS, and from 62% to 83% for history of 
surgical resection. The distribution of patients 
by RPA class included 6 patients in Class 111, 
32 patients in Class IV, and 12 patients in 
Class v (535). 

The MST was greater for RSR13-treated 
patients compared to the NABTT historical 
database: 12.3 months vs. 9.7 months and was 
statistically significant as determined by the 
Wilcoxon test (P = 0.02) and the log-rank test 
(P = 0.04) (Fig. 4.7). 

2.6.1.4.3 Non-Small-Cell Lung Cancer. 
Non-small-cell lung cancer, or NSCLC, is a 
type of cancer that occurs in approximately 
130,000 patients per year in the United States. 
RSR13 is currently being evaluating as a radi- 
ation enhancer for the treatment of patients 
with locally advanced, inoperable Stage IIIA 
and IIIB NSCLC. Radiation therapy for treat- 
ment of Stage I11 NSCLC is intended to pre- 
vent or reduce complications and control local 
tumor growth in the chest. The overall median 
survival time of patients with Stage 111 
NSCLC is approximately 9 to 12 months. 

Study RT-010 was a phase 11, nonrandom- 
ized, open-label, multicenter efficacy and 
safety study. Patients with locally advanced 
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Figure 4.7. Kaplan-Meier survival distribution: 
study RSR13 RT-007 vs. NABTT historical data- 
base. 

inoperable (Stage IIIA or IIIB) NSCLC re- 
ceived induction chemotherapy [paclitaxel 
(225 mg/m2 i.v.) and carboplatin (area under 
the curve = 6, i.v.) every 3 weeks x two cycles] 
followed by standard thoracic RT with RSR13 
over 6-7 weeks (up to 32 fractions/doses). 
RSR13 was administered at an initial dose of 
75 mglkg through a central venous access de- 
vice just before daily RT. Dose reduction to 50 
mgkg or increase to 100 mgkg was allowed 
per protocol depending on patient tolerance. 

Objectives of this study were to evaluate 
complete and partial response rates in the 
chest (radiation portal), overall survival, pro- 
gression-free interval in the chest, time to dis- 
ease progression outside the radiation portal, 
and toxicities and adverse events associated 
with RSR13 and RT after induction chemo- 
therapy. 

The study was conducted in 47 evaluable 
patients with locally advanced, inoperable, 
Stage IIIADIIB non-small-cell lung cancer. 
The objectives of this study were to evaluate 
overall survival, progression-free interval in 
the chest, complete and partial response rates 
in the chest (radiation portal), and time to 
disease progression outside of the radiation 
portal. The patients received two courses of 
induction paclitaxel and carboplatin chemo- 
therapy followed by daily RSR13 combined 
with chest radiation therapy for 32 doses. 

The overall response rate was 89%, with 
complete and partial response rates of 9% and 
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80%, respectively (536). Median time to first 
progression was 9.9 months. Median tumor 
progression-free survival time in the radiation 
portal was 24.8 months, whereas median pro- 
gression-free survival time outside the portal 
was 11.3 months. The median survival was 
20.6 months, 1-year survival rate of 68%, and 
an estimated 2-year survival rate of 43% (537). 

2.6.1.5 Summary of RSR13 Results. The 
preclinical and clinical studies of RSRl3 indi- 
cate that RSR13 increases oxygen release 
from red blood cells and increases the p02 in 
hypoxic tissues. Tumor hypoxia can limit the 
efficacy of radiation therapy; pretreatment of 
patients receiving radiation therapy for brain 
metastases, primary glioblastoma multiforme, 
and non-small-cell lung cancer with RSR13 
appears to increase their chances for survival. 

2.7 Radiosensitization by Depletion 
of Endogenous Protectors 

Radiosensitization of hypoxic cells should be 
achievable by either increasing the concentra- 
tion of oxygen-mimetic sensitizers or by de- 
creasing the concentration of endogenous pro- 
tectors. as discussed in Section 2.4. The 
concentration of endogenous protectors is too 
low to effectively compete with oxygen for re- 
action with DNA radicals, at oxygen concen- 
trations found in well-oxygenated tissues. 
However, endogenous protectors become ef- 
fective at low oxygen tensions and can under- 
mine the effectiveness of electron-afflnic sen- 
sitizers by competing with them for reaction 
with DNA radicals. Several human tumor cell 
lines have been reported to have high glutathi- 
one levels and to be correspondingly resistant 
to hypoxic radiosensitization with misonida- 
zole (538). A strategy for selective radiosensi- 
tization of hypoxic cells is therefore to deplete 
endogenous radioprotectors. 

Because glutathione (GSH) is the principal 
intracellular thiol, it has been the principal 
target for depletion. Selective depletion of 
GSH can be accomplished with weak electro- 
philes that are substrates for GSH S-trans- 
ferases (539). Diethylmaleate (DEM, 83) is 
one agent that meets these criteria (540). The 
enzyme-catalyzed reaction is substantially 
faster than chemical reactions with other en- 
dogenous nucleophiles at low DEM concentra- 
tions (540, 541). GSH depletion with low con- 
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centrations of DEM sensitizes hypoxic cells to 
radiation and enhances the radiosensitizing 
effect of nitroimidazole radiosensitizers, with- 
out affecting aerobic cell radiosensitivity 
(541). Tumor sensitization can be achieved in 
vivo with DEM without enhancing normal 
tissue radiosensitivity, except for a slight en- 
hancement of skin reactions (540). Enhance- 
ment of misonidazole tumor radiosensitiza- 
tion by DEM has also been demonstrated in 
viuo (36). The relative activities and substrate 
specificities of the various isozymes of GSH 
S-transferase (542,543) in human tumors will 
be a consideration for optimization of this ap- 
proach for human use. For example, it has 
been reported that GSH S-transferase T is 
overexpressed in many human tumors (544). 

Another strategy for depletion of GSH is to 
inhibit its synthesis. L,S-Buthionine sulfox- 
imine (L,S-BSO, 84) is one of a series of sub- 

COO- 

strate analogs that inhibit y-glutamyl cysteine 
synthetase, which is rate limiting for GSH 
synthesis (544, 545). GSH becomes depleted 
over a period of 4-24 h, depending on cell type, 
as GSH is lost to catabolism. L(S&)-BSO is in 
clinical trials as a chemosensitizer (546). Early 
clinical results with bolus administration of 
L(S,R)-BSO indicated that tumor GSH deple- 
tion was not consistently achieved; however, 
continuous infusion trials appear to have been 
more successful in depleting tumor GSH (547- 
549). There have been no reports of clinical 

toxicity with L(S&)-BSO, although it does en- 
hance the myelotoxicity of melphalan (5471, 
and it has not yet been determined whether it 
produces a therapeutic gain as a chemosensi- 
tizer in the clinic. A possible explanation for 
the difficulty in achieving tumor GSH deple- 
tion in the clinic is that L(S,R)-BSO treatment 
can lead to increased expression of y-glutamyl- 
cysteine synthetase messenger RNA (550). 
Tumor GSH depletion with L,S-BSO in a mu- 
rine model system is less than expected from 
in vitro studies (551). Nevertheless, enhance- 
ment of etanidazole radiosensitization has 
been observed when GSH is depleted with 
L(S,R)-BSO in animal model systems (36). 
Enhancement of etanidazole-induced neuro- 
filament degradation in a spinal cord organo- 
typic model by L,S-BSO was not greater than 
the expected enhancement of hypoxic tumor 
cell radiosensitivity, suggesting a therapeutic 
gain may be achievable by the combination of 
L,S-BSO and etanidazole (552). 

2.8 Radiosensitization by inhibition 
of DNA Repair 

The sensitivity of mammalian cells to ionizing 
radiation is very dependent on DNA double- 
strand break repair capacity (5531, particu- 
larly at the radiation doses that are used in 
cancer therapy. Cell lines that are deficient in 
DNA double-strand break repair are radiosen- 
sitive (554,555). Inhibition of DNA repair has 
great potential for tumor radiosensitization 
(556, 557), but strategies for selective sensiti- 
zation of tumors remain elusive (558). 

2.8.1 PLD Repair Inhibitors. One strategy 
is to inhibit a type of cell recovery from radia- 
tion damage that is called potentially lethal 
damage repair (PLDR). PLDR is not yet un- 
derstood at the molecular level. PLDR is func- 
tionally defined as an increase in survival 
when cells are held under nutrient-deprived 
conditions, in comparison to the survival of 
cells that are immediately plated in fresh me- 
dium after irradiation (559). 

Poly(ADP-ribose) polymerase (PARP) 
binds to single-strand breaks (SSB) in DNA 
(560), and is activated by DNA single-strand 
breaks. Inhibitors of this enzyme, such as 
3-aminobenzamide (3AB, 85) inhibit SSB re- 
pair and inhibit PLDR (561). Cleaver et al. 



(562) cautioned that 3AB has other effects on 
the cell and may not be acting by inhibition of 
PARP, particularly considering that the con- 
centrations required for inhibition of PLDR 
are much higher than the Ki value for isolated 
PARP. Utsumi and Elkind (561) reported that 
two types of PLDR are inhibited by 3Al3, at 
different concentrations of 3Al3. A variety of 
compounds inhibit PARP (563) and there is 
currently intensive activity in the develop- 
ment of more effective PARP inhibitors. 
PD 128763 [3,4-dihydro-5-methyl-l(2 H)-iso- 
quinolinone; (8611 inhibits PARP at a concen- 

tration about 50 times lower than 3AB, and 
sensitizes both exponentially growing and sta- 
tionary phase mammalian cells to ionizing ra- 
diation (564). 

Other PLD repair inhibitors include actino- 
mycin D (5651, 9-P-D-arabinofuranosyladenine 
(ma-A) (566), 1-P-D-arabinofuranosylcytidine 
(ma-C) (5671, cordycepin (3'-deoxyadenosine) 
(5681, 3'-deoxyguanosine (5691, and anioso- 
tonic media (570). Irradiation of cells under 
aerobic conditions in the presence of high con- 
centrations of misonidazole results in inhibi- 
tion of PLD repair, even though misonidazole 
does not radiosensitize exponentially growing 
aerobic cells (571). Some DNA-repair inhibi- 
tors can also alter the survival curve of expo- 
nentially growing mammalian cells (572). 
Much remains to be understood about the 
mechanisms of radiosensitization by these 
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agents and about the differences in repair en- 
zymology, if any, between tumors and normal 
tissue, before this approach can be used effec- 
tively in the clinic. 

2.8.2 Radiosensitization by Reaction with 
Protein Sulfhydryls. Most exposed intracellu- 
lar cysteine thiol groups normally occur in the 
reduced state (573), given that glutathione is 
kept highly reduced and enzymes catalyze re- 
dox reactions between intracellular glutathi- 
one and protein thiols/disulfides (574). In 
many cases oxidation or alkylation of these 
protein sulfhydryl groups results in loss of en- 
zyme activity (575). Consequently, treatment 
of cells with thiol oxidants or thiol-binding re- 
agents affects many metabolic processes 
(576). 

It has long been recognized that thiol oxi- 
dants or thiol-binding reagents sensitize cells 
to ionizing radiation (577-580). Part of this 
effect is attributed to depletion of endogenous 
radioprotectors. However, this does not ex- 
plain radiosensitization that is observed when 
thiol reagents are added after irradiation be- 
cause endogenous chemical radioprotectors 
will have acted within 10 ms of irradiation 
(399). Recent studies have indicated that pro- 
tein thiol loss results in inhibition of DNA 
double-strand break repair (581, 5821, and 
that this can account for the postirradiation 
sensitization. 

There are two approaches that can be 
taken to deplete protein thiols. One is to oxi- 
dize intracellular glutathione, which in turn 
will oxidize protein thiols. The other is to use 
thiol-binding reagents. 

Diazenes have been used as reagents for 
selective oxidation of intracellular glutathione 
(582-584). Diamide [diazenedicarboxylic acid 
bis(N-Nf-dimethylamide), (8711 sensitizes 
mammalian cells to ionizing radiation (576, 
585, 586). The predominant finding is that it 
decreases the shoulder of the radiation sur- 
vival curve. Similar results were obtained with 
the diamide analogs DIP (88) and DIP + 1 (89) 
that penetrate cells more slowly, resulting in 
less drug toxicity (587) and with the diamide 
analog SR-4077 [diazenedicarboxylic acid 
bis(N-N'-piperididel, (go)] that is similar in 
reactivity to diamide, but less cytotoxic (582). 
This is in contrast to the effect of glutathione 
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depletion, which is a change of the exponential 
dope of the survival curve (36). Radiosensiti- 
zation by thiol oxidation can be achieved, even 
if the oxidant is added after irradiation, elim- 
inating rapid radiation chemistry as a factor. 

; Radiosensitization by glutathione oxidants is 
: associated with inhibition of DNA double- 

strand break repair (581,588). 
Dimethyl fumarate (DMF, 91) is a thiol- 

. biding agent that depletes glutathione and 
protein thiols (589). DMF sensitizes hypoxic - - 
and oxygenated cells when added after irradi- 
ation and this effect is associated with inhibi- 
tion of DNA repair. Additional sensitization of 
hypoxic cells is observed if DMF is added be- 

,>o 

fore irradiation, and this has been attributed 
to depletion of glutathione (589). 

2.9 Radiosensitization by Perturbation 
of Cellular Metabolism 

2.9.1 Perturbation of Energy Metabolism. 
Several studies have indicated that radiation 
sensitivity can be altered by treatment of 
mammalian cells with uncouplers or inhibi- 
tors of oxidative phosphorylation (590). A po- 
tential selective effect on hypoxic tumor cells 
is suggested by the observation that 5-thio-D- 
glucose can sensitize hypoxic cells to radiation 
(5911, given that inhibition of glycolysis would 
be expected to have a greater impact on hy- 
poxic cells than on oxygenated cells. Beyond 
selectivity toward hypoxic cells, 2-deoxy-D-glu- 
cose may selectively sensitize cancer cells that 
depend on aerobic glycolysis, while protecting 
bone marrow (592,593). 

The mechanism of radiosensitization by 
modulators of energy metabolism is not clear. 
No radiosensitization was observed when low 
concentrations of 2-deoxyglucose and rote- 
none were used in combination to achieve a 
steady-state decrease in the adenylate energy 
charge of Chinese hamster ovary cells, even 
though very low energy levels were main- 
tained for up to 4 h and DNA repair was inhib- 
ited (594). This result suggests that a com- 
plete collapse of energy metabolism may be 
reauired to achieve radiosensitization, and - 
that the mechanism may involve secondary 
events, such as failure to maintain ionic ho- 
meostasis, rather than simply a lack of ATP to 
carry out repair. It could be that the processes 
that result in damage fixation are equally in- 
hibited by a low energy state, and that both 
damage fixation and damage repair recover 
when the ATP is restored. It is ~ossible that 
under certain conditions, the balance could be 
shifted the other way, inhibiting damage fixa- 
tion while permitting repair. This possibility 
is suggested by observations of radioprotec- 
tion with uncouplers of oxidative phosphory- 
lation (595). 

An additional consideration arises in vivo 
because inhibition of oxidative phosphoryla- 
tion will decrease oxygen consumption, pro- 
viding a means of sensitization of chronically 
hypoxic cells by increasing the diffusion dis- 
tance of oxygen. 



2.9.2 Abrogation of G, Delay. Ionizing ra- 
diation induces cell-cycle arrest at both the GI 
and the G,/M checkpoints (596). The purpose 
of cell-cycle arrest is presumed to be to allow 
time for DNA repair before progressing 
through the cell cycle (597), although the pre- 
cise mechanism of "repair" involved is not 
clear. In the case of a G, arrest, abrogation of 
the arrest, for example, by transfection of a 
mutated form of thep53 gene, does not result 
in increased cell killing (598), but has been 
associated with increased mutagenicity and 
carcinogenicity (599). Abrogation of the G,/M 
arrest, on the other hand, can enhance radia- 
tion cell killing. The classic example of a radio- 
sensitizer that acts by this mechanism is caf- 
feine (92) (600-602). 

G,/M arrest appears to be an effect on cel- 
lular regulation, rather than simply a physical 
consequence of damage. Cyclin B1 mRNA and 
protein levels have been observed to decrease 
in correlation with radiation-induced GJM ar- 
rest (603, 604). Cyclin B1 is required for the 
G,/M transition. Cyclin B1 forms a complex 
with p34cdc2 kinase called mitosis promoting 
factor (MPF). MPF is kept inactive by phos- 
phorylation. Caffeine can inhibit the protein 
kinase that phosphorylates p34 cdc2 (605). 
MPF is thought to trigger entry into mitosis 
upon its dephosphorylation by cdc25 (606, 
6071, by phosphorylating key proteins such as 
histones and lamins. Metting and Little (608) 
reported that failure to dephosphorylate the 
p34cdc2-cydin B1 complex accompanies radia- 
tion-induced G, arrest in HeLa cells. Caffeine 
treatment results in increased ~ 3 4 " ~ " ~  kinase 
activity and increased histone mRNA in irra- 
diated cells (609). 

An interesting possibility is suggested by a 
study by Powell et al. (610), in which they 
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found that p53- cells were sensitized more 
than p53+ cells by caffeine. They suggested 
that this might be a basis for a therapeutic 
gain because many tumors have mutated 
forms of p53. 

Other agents that abrogate the radiation- 
induced G m  arrest include staurosporine, 
2-aminopunine, cordycepin, &dimethylami- 
nopurine, theobromine, and theophilline 
(611-613). Staurosporine, a protein kinase in- 
hibitor, can override both the GI and G,/M 
blocks induced by irradiation (611). Hallahan 
et al. (614) reported radiosensitization of hu- 
man squamous cell carcinoma cell lines with 
the protein kinase inhibitors sangivamycin 
and staurosporine. 

2.9.3 Radiosensitization by Growth Factors 
and Cytokines. Radiation sensitivity can be al- 
tered with growth factors and cytokines, al- 
though it is likely that the effect of a particular 
agent of this type will be substantially depen- 
dent on the context of its use. Hallahan et al. 
(615) reported that TNF-a inhibits PLD re- 
pair in several human tumor cell lines when 
added 4-12 h before irradiation. Epidermal 
growth factor has been reported to radiosensi- 
tize human tumor cells that overexpress the 
EGF receptor (616, 617). Insulin and insulin- 
like growth factor 1 have been reported to in- 
hibit PLD repair in human tumor cells (618).' 

2.9.4 Halogenated Pyrimidines. Substitu- 
tion of a halogen atom for the hydrogen at the 
5-carbon position of uracil or cytosine has pro- 
duced a series of compounds that interfere 
with nucleotide metabolism. Radiosensitiza- 
tion by halogenated pyrimidines was noted in 
the late 1950s (619, 620). Radiosensitization 
by 5-iododeoxyuridine (IdUrd, 93) requires in- 
corporation into DNA and correlates with the 
percentage of thymidine replacement. The 
mechanism may involve enhancement of ini- 
tial damage to DNA, inhibition of DNA repair, 
or alteration of cell-cycle kinetics, but has not 
been clearly established (621). A rationale for 
selective tumor radiosensitization is that the 
cells in some tumors proliferate more rapidly 
than the stem cells of the limiting normal tis- 
sue. Early clinical trials with Bromodeoxyuri- 
dine (BrdUrd) in the treatment of head and 
neck cancer resulted in considerable normal 
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sue toxicity, indicating that this rationale 
not apply to all tumors (622). More recent 
s have focused on brain tumors (623), 

ere there appears to be a larger differential 
m proliferation rates between the tumor and 

e critical normal tissue cells (621). The lim- 
ion of this approach is that noncycling tu- 
r cells will not be sensitized; the effective- 

ess of the treatment will depend on the 
rcentage of cells that incorporate the ana- 
. Combinations with biochemical modula- 
s are being devised to enhance incorpora- 

on in tumor cells (62 1). 
5-Fluorouracil (5-FU, 94) is a cytotoxic 
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(94) 

nt that is used in cancer chemotherapy. A 
umber of clinical trials have shown a benefit 

the combined use of 5-FU and ionizing ra- 
ion (621, 624), but it is not clear whether 

e effect is additive or synergistic, nor is it 
ear whether this represents a true therapeu- 
c gain, in that increased normal tissue toxic- 

is also observed. 5-FU is thought to act 
cipally by inhibition of thymidylate syn- 

e (TS), but it is also incorporated into 
and can alter cell-cycle kinetics. Because 

bition of TS blocks de novo synthesis of 

thymidine, 5-FU can also be used to enhance 
IdUrd incorporation into DNA (625). More 
specific TS inhibitors appear to retain radio- 
sensitizing activity, suggesting that this is the 
dominant mechanism of radiosensitization 
(626). 

Gemcitabine [2',Zr-difluorodeoxycytidine 
(dFdC), (9511 radiosensitizes human tumor 

cells to radiation (627). This effect has been 
attributed to inhibition of ribonucleotide re- 
ductase, resulting in decreased deoxyribonu- 
cleotide pools (628). Selectivity could be 
achieved by differences in deoxycytidine ki- 
nase activity, given that this enzyme is re- - 
quired to activate this antimetabolite (629). 
Hydroxyurea (961, another inhibitor of ribo- 

nucleotide reductase, has been tested as a ra- 
diosensitizer in clinical trials with some en- 
couraging results (630). 

Another strategy for inhibition of ribonu- 
cleotide reductase is to use 5-chloro-2'-de-oxy- 
cytidine or analogs thereof (631), which need 
to be metabolized by cytidine deaminase or 
deoxycytidylate deaminase to become active 
inhibitors, because it has been observed that a 
number of tumor cell lines express high levels 
of these enzymes (632). The most effective 
strategy appears to be to use this drug in com- 
bination with tetrahydrouridine (a cytidine 
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deaminase inhibitor) to inhibit activation by 
cytidine deaminase because the greater differ- 
ential between tumor and normal tissue ap- 
pears to be in deoxycytidylate deaminase. 

2.1 0 Radiosensitizers for which the 
Mechanism of Sensitization 
has not been Established 

2.1 0.1 Metal Ion Complexes. A property of 
metal ions that could be useful in radiosensi- 
tizer design is the ability to readily exchange 
single electrons. Single-electron exchange 
could serve as a mechanism either for radio- 
protection or for radiosensitization. Some 
metal complexes that have been found to be 
hypoxic cell radiosensitizers are electron af- 
finic. However, the mechanism of radiosensi- 
tization has generally not been established for 
this type of compound because metal ions also 
have the potential of interaction with thiol 
groups, disturbing DNA structure, and upset- 
ting cellular metabolism (633). 

Ferricenium salts (97) are very efficient ra- 

diosensitizers of hypoxic mammalian cells, 
achieving an enhancement ratio of 2 at 10 a, 
with little effect on oxygenated cells (634). Un- 
like other electron-affinic sensitizers, these 
compounds predominantly decrease the 
shoulder of the radiation survival curve. In 
that sense they resemble agents that inhibit 
DNA repair. Cu(1) salts have been reported to 
radiosensitize hypoxic bacterial or mamma- 
lian cells, but the mechanism has not been ex- 
plored (635). Metalloporphyrins, and particu- 
larly Co(II1) complexes, have been reported to 
preferentially radiosensitize hypoxic mamma- 
lian cells (636). Teicher et al. found various 
Co(II1) and Fe(II1) complexes to be hypoxic 
cell radiosensitizers (637). SN 24771 (98) is a 
cobalt (111)-nitrogen mustard complex that is 
selectively toxic to hypoxic cells (638). 

Cytotoxic platinum-containing drugs have 
been reported to have a more than additive 
effect on cell killing in combination with ion- 
izing radiation (346-399, 639). Clinical trials 
with cisplatin and radiation in inoperable non- 
small-cell lung cancer have shown better tu- 
mor control (640). Carboplatin appears to be 
as effective as cisplatin in sensitizing human 
lung cell lines to radiation in uitro, and is less 
toxic clinically (639). Because Pt is not redox 
active, the mechanism of radiosensitization is 
most likely related to Pt binding to cellular 
macromolecules. Cisplatin cytotoxicity is re- 
lated to its ability to produce DNA-DNA 
crosslinks. However, the mechanism of inter- 
action with radiation has not yet been 
established. 

Metal complexes of electron-affinic nitro- 
heterocyclics have been synthesized, with the 
rationale that the ability of metals to bind to 
DNA will localize the electron-affinic agents to 
DNA and therefore improve their efficacy as 
hypoxic cell radiosensitizers (641,642). Rh(I1) 
complexes appear to be particularly effective. 

2.1 0.2 Thiols and Miscellaneous Com- 
pounds. Although the best radioprotectors 
are thiols, several thiols, including isocys- 
teine, 13-homocysteine, and D-penicillamine, 
have been reported to be radiosensitizers 
(643). Thioglycol and thioglycolic acid also 
cause sensitization (644). Thiamine diphos- 
phate (645), riboflavin (646), and menadiol so- 
dium phosphate (Synkovit) (647) act as sensi- 
tizers in animals. Demecolcine sensitizes mice 
when administered 12 h before irradiation, 
but is radioprotective when given 48 h before 
irradiation (648). Sensitization of mice or rats 
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has also been reported for pentobarbital (6491, 
nalorphrine (6501, butanone peroxide (6511, 
methylhydrazine (6521, and cupric salts (653). 

2.1 0.3 Bacterial Sensitizers. Several com- 
pounds were found to sensitize bacterial cells 
to radiation in a series of studies in the 1960s 
in which the mechanism of sensitization is not 
clear. These include hadacidin (6541, chloral 
hydrate and other halides (6551, quaternary 
heterocycic salts, including phthalanilides, 
phenaziniums, and isoindoliniums (6561, 
methylhydrazine (6521, methylglyoxal (6571, 
tetracyclines (658), and irradiated cupric salts 
(659). 

3 SUMMARY AND PROSPECTS FOR 
FUTURE DEVELOPMENT OF CLINICAL 
RADIATION MODIFIERS 

A variety of approaches have been developed 
for diminishing the effects of radiation on nor- 
mal tissues or enhancing tumor cell killing by 
ionizing radiation. Nevertheless, it is not yet 
clear that these strategies will provide a ther- 
apeutic gain in radiation therapy. Results ob- 
tained with model systems do not always apply 
to more complicated biological systems. Many 
of these compounds have multiple pharmaco- 
logical actions, which are sometimes antago- 
nistic. Most often, agents have been tested 
clinically at suboptimal doses because of lim- 
iting toxicities, and the results have been in- 
conclusive. The possibility that radioprotec- 
tors could protect the tumor makes it difficult 
to test radioprotectors in the clinic. Unless the 
rationale for selective radioprotection of nor- 
mal tissues or radiosensitization of the tumor 
is foolproof, there is a risk in clinical testing 
because the clinical impact is often not known 
for several years. Nevertheless, several clini- 
cal trials are in progress, mostly with sensitiz- 
ers, and substantial new information is ex- 
pected from these trials within the next few 
years. 

Several problems make it particularly diffi- 
cult to develop clinical strategies for modifica- 
tion of radiation therapy. One problem is se- 
lective and effective drug delivery. Many of 
these compounds are metabolized or chemi- 
cally altered before they reach the target cells. 

Electron-affinic hypoxic cell radiosensitizers 
or bioreductive drugs that are excellent in 
vitro can be metabolically inactivated before 
they reach the hypoxic tumor cells. Reducing 
agents that might be excellent protectors in 
vitro can be inactivated by oxidation in vivo. 
Tumor vasculature is chaotic, creating prob- 
lems in drug delivery (660). The intermittent 
vascular occlusion that creates problems in 
drug delivery is the same phenomenon that 
creates the hypoxic areas that need to be sen- 
sitized. 

Selective drug delivery to the tumor is a 
difficult problem. Boron neutron-capture 
therapy, for example, depends entirely on se- 
lective uptake of the sensitizer in the tumor, 
and animal studies have suggested that this 
can be achieved, although the clinical results 
have not been as impressive. It is not enough 
to deliver more sensitizer to the tumor; it 
needs to be delivered to all the target cells in 
the tumor. The exponential relationship be- 
tween dose and cell killing means that an 
equal increment in radiation dose is required 
for each log of cell kill. It is therefore of little 
use to sensitize 90% or 99% of the cells; this 
only decreases the dose necessary to kill the 
first log or two of cells, but has no impact on 
the remaining lo7 or lo8 cells. The situation in 
normal tissues is the reverse. It is not enough , 
to protect some of the cells in the normal tis- 
sue because tissue damage can occur even if a 
small subset of these cells are killed, if their 
function is vital. In the case of early boron 
neutron-capture trials, it appears that accu- 
mulation of the sensitizer in the normal tissue 
vasculature negated the potential therapeutic 
gain that was expected from lower overall sen- 
sitizer concentrations in the normal tissue. 

Despite the problems, the outlook for radi- 
ation modifiers is good. The radiation dose- 
response relationships for both tumor cure 
and normal tissue damage are steep, so that 
the challenge for modifiers is not too great; 
even a 20% shift in either response curve 
should have a large impact on clinical results. 
The classical view of the mechanism of action 
of ionizing radiation is that all of the biological 
effects can be accounted for by cell killing that 
results from clustered DNA lesions. That par- 
ticular mechanism does not lend itself easily to 
differential modification of tumors and nor- 



mal tissues, given the same radiation chemis- 
try in both cases, with the exception that hy- 
poxic tumor cells can be targeted with specific 
strategies. However, it is now recognized that 
ionizing radiation produces subtle changes in 
cell function, in addition to classical reproduc- 
tive cell death, and that these other effects of 
radiation may be modifiable with agents that 
do not affect classical reproductive cell death 
(661). 

Cytokine cascades persist for months after 
radiation, possibly contributing to tissue fi- 
brosis, as a pathogenic mechanism (662,663). 
Dittman et al. (664) suggested that radiation- 
induced differentiation of progenitor fibro- 
blasts could be related to the development of 
tissue fibrosis, and they found that the Bow- 
man-Birk proteinase inhibitor can inhibit ra- 
diation-induced premature differentiation of 
these cells. Delayed mutagenesis and cell 
death that occurs many cell divisions postirra- 
diation could be attributed to an induced hy- 
permutability (665). There are indications 
that mutagenesis may be inhibitable with 
strategies that would not affect the formation 
of clustered DNA lesions that are thought to 
be responsible for classical reproductive cell 
death (666). Apoptosis is a regulated mecha- 
nism of cell death that occurs in certain cell 
t ~ e s  more than others, and can be modified 
with agents that do not affect classical repro- 
ductive cell death (324,667,668). Vascular ef- 
fects of radiation may be mediated in part by 
bioactive products that can be specifically an- 
tagonized (669-671). 

The implication of these new findings is 
that new types of modifiers can be developed 
that target a specific aspect of the mechanism 
of action of ionizing radiation. If the mecha- 
nism is more important to normal tissue than 
to the tumor, or vice versa, the modifiers 
would not have to be delivered differentially 
and selectivity would be achieved by mecha- 
nistic differences. 
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Synthetic Antiangiogenic A 

Figure 5.1. Structure of microvasculature. Endo- 
thelial cells (EC) form the wall of the microvessel 
and are surrounded by an extracellular matrix (EM) 
and pericytes (PI. 

1 INTRODUCTION 

This chapter focuses on well-defined chemical 
compounds that antagonize specific targets 
believed to be critical regulators of the angio- 
genic process. These compounds have mainly 
been tested in the clinic for their ability to 
disrupt tumor-driven angiogenesis. It is note- 
worthy that very few antiangiogenic agents 
have thus far been successful in clinical trials. 

2 FORMATION OF BLOOD VESSELS 

2.1 Structure of Blood Vessels 

Endothelial cells line the lumens of blood ves- 
sels (1, 2). In capillaries (i.e., small blood ves- 
sels, or microvessels), the endothelial cells are 
surrounded by a single layer of pericytes em- 
bedded in a basement membrane (also known 
as the basal lamina), whereas in large blood 
vessels (i.e., arteries and veins), endothelial 
cells rest on a lamina, which is encircled by 
multiple layers of smooth muscle cells (Fig. 
5.1). Pericytes (which express a-smooth mus- 
cle actin) and the smooth muscle cells are 
thought to regulate blood flow, as well as to 
stabilize the vasculature (1-3). 

2.2 General Description of Angiogenesis 

The process by which new vasculature arises 
from preexisting blood vessels is known as an- 

giogenesis (4, 5) (Fig. 5.2). This proces 
mains imperfectly understood. Endotk 
cells are nonmigratory and quiescent 
These cells become "activated" when thl 
mulative effects of proangiogenic stimul 
sufficient to overcome the influence of 
antiangiogenic regulators (5). Endotk 
cells of normal blood vessels rest on a 1 
ment membrane (1, 2) (Fig. 5.1). For ti 
genesis to proceed in response to a stim 
the endothelial cells must first detach 
one another and degrade this basement n 
brane (4,5,7). Once released from these I 
ical constraints, the endothelial cells begii 
grating in a column toward the source o 
proangiogenic stimulus. Cell division occ~  
the front of the advancing column, wht 
cell differentiation occurs in the rear. Thi 
ferentiated endothelial cells adhere to on 
other and begin the process of forming a 
capillary. Maturation of the capillaries i 
lieved to be regulated by newly recruited 
cytes, which are thought to suppress endl 
lial cell proliferation, as well as to collabc 
with the endothelial cells in the synthesi: 
basement membrane (2, 3, 8, 9). 

3 COMPOUNDS THAT INHIBIT 
ANGIOGENESIS 

3.1 Inhibitors of Proteolysis 

The major structural components of blooc 
sel basement membranes are collager 
laminin, and heparan sulfate proteoglj 
(HSPGs) (10-13). Endothelial cells u 
group of zinc-binding endopeptidases, k~ 
as matrix metalloproteinases (MMPs), t 
grade these components and breach the 
ment membrane (13-19). They also use 1 

enzymes to migrate through the extracel 
matrix of the perivascular stroma (whi 
predominantly composed of collagens I 
and VII, fibronectin, and HSPGs) towar 
proangiogenic stimulus (13, 14). 

A number of synthetic substrate anal( 
hibitors of MMPs with antiangiogenic acl 
have been developed (20,21) (Table 5.1). 
of the most potent broad-spectrum inhil: 



ompounds That Inhibit Angiogenesis 

LMP activity, marimastat and batimastat, 
collagen peptidomimetics coupled to the 

:-binding group, hydroxamic acid (Fig. 5.3) 
15, 22, 23). These inhibitors bind to the 

ve site of MMPs, which contains a zinc 
n. They have been shown to be capable of 
ibiting the formation of microvessels in 
o (24) and angiogenesis in animal models 
1. Unfortunately, clinical trials using these 
other MMP inhibitors to treat angiogenic- 
?d diseases (such as cancer) have not been 
rly successful (20, 21). The reasons for the 
:of success of MMP inhibitors in the clinic 
lain obscure, although it has become obvi- 
that the roles played by MMPs during an- 
~enesis in vivo require further clarification 
). 

Figure 5.2. The angiogenic process. (a) 
The lumen of a mature microvessel is 
formed by endothelial cells (EC), which 
are supported by pericytes (P) and an 
extracellular matrix (EM). (b) After re- 
ceiving an angiogenic signal, endothelial 
cells secrete enzymes (matrix metallo- 
proteinases) that degrade the extracel- 
lular matrix, thus allowing them to mi- 
grate into the surrounding stroma. (c, d) 
The migrating endothelial cells proceed 
to form a microvascular column, or 
sprout. (e) Finally, the sprouts coalesce 
to from intact vessels. Further details 
concerning the angiogenic process are 
given in the text. 

3.2 Inhibitors of Growth Factor Receptor 
Function 

The ability of receptor tyrosine kinases 
(RTKs) and their growth factor ligands to reg- 
ulate angiogenesis has been extensively docu- 
mented (5,8,9,  17,26,27). RTKs are integral 
membrane glycoproteins that exist as mono- 
mers on the cell surface (26, 27). They form 
dimers upon binding to their ligands. This 
triggers their intracellular kinase domain to 
catalyze the transfer of phosphate from ATP 
to protein substrates, thus initiating signaling 
cascades that ultimately cause changes in 
gene expression (26-30). 

Vascular endothelial growth factor (VEGF), 
fibroblast growth factor (FGF), and platelet- 

Table 5.1 MMP Inhibitors with Demonstrated Antiangiogenic Activity" 

Inhibitor Class Company 

Marimastat Peptidomimetic British Biotech 
Batimastat Peptidomimetic British Biotech 
AG3340 Nonpeptidomimetic Aguoron Pharmaceuticals 
Bay 12-9566 Nonpeptidomimetic Bayer Corporation 
BMS-275291 Nonpeptidomimetic Bristol-Myers Squibb 
CGS 27023A Nonpeptidomimetic Novartis Pharmaceuticals 

"Modified from Ref. 20. 
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Figure 5.3. Structures of ma- 
trix metalloproteinase inhibitors. 

derived growth factor (PDGF) are considered 
to be the most important positive regulators of 
angiogenesis (1,5,8,9). VEGF and FGF stim- 
ulate endothelial cell migration, proliferation, 
and survival (1, 9, 17, 28, 31, 32), whereas 
PDGF regulates pericyte recruitment to im- 
mature microvessels (3,8). In addition, VEGF 
is a potent inducer of vascular permeability, 
causing the detachment of endothelial cells 
from one another within microvessels (33,341. 
This is likely to be the first step in the angio- 
genic process. Endothelial cells express the 
RTKs for VEGF, PDGF, and FGF (VEGF-R, 
PDGF-R, and FGF-R, respectively), whereas 
pericytes express FGF-R and PDGF-R (2,351. 

Two inhibitors of VEGF-R (also known as 
Flk-l/KDR) kinase activity are SU5416 and 

Batimastat 

ZD4190 (Table 5.2) (26, 36). SU5416 and 
ZD4190 have indolinone and quinazoline core 
structures, respectively (Fig. 5.4). A third 
broad-spectrum RTK inhibitor with an indo- 
linone structure is SU6668 (37). Crystallo- 
graphic studies have shown that SU6668 in- 
teracts with amino acids at the entrance to the 
ATP-binding site in the RTKs. 

Because VEGF, FGF, and PDGF are all 
positive regulators of angiogenesis, it is not 
surprising that SU6668 is a more potent in- 
hibitor of angiogenesis than agents (such as 
SU5416) that target only a single angiogenic 
factor (35, 37). SU6668 has been shown to in- 
hibit VEGF- and FGF-induced endothelial cell 
proliferation in vitro and cause endothelial 
cell apoptosis within tumors in vivo (35, 37). 

Table 5.2 RTK Inhibitors with Demonstrated Antiangiogenic Activity" 

Inhibitor Target Company Clinical Trial 

SU5416 VEGF-R Sugen Phase I11 (colorectal cancer) 
SU6668 VEGF-R, FGF-R, PDGF-R Sugen Phase I 
ZD4190 VEGF-R AstraZeneca Discontinued 

"Modified from Ref. 26. 
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5.4. Structures of receptor tyrosine kinase 

rthermore, this agent also caused a de- 
ase in pericyte vessel coverage within the 
ly formed vasculature of tumors in vivo 
Collectively, these observations suggest 
agents capable of simultaneously antago- 

ing the activity of multiple RTKs should be 
ffective inhibitors of angiogenesis in the 

Inhibitors of Endothelial Cell Migration 

grins mediate the migration of endothelial 
through the extracellular matrix (38-41). 

ese cell surface receptors are heterodimers 
sed of a- and P-subunits (42, 43). The 

egms a&,, a,&, and a,& have been 
wn to play pivotal roles during angiogene- 
38-41). These integrins all recognize the 
o acid sequence Arg-Gly-Asp (RGD), 

ich is found within many extracellular ma- 

Figure 5.5. Structure of cyclo(RGDf-N(Me)V-). 
SU6668 

trix proteins (such as fibronectin) (44). They 
Br bind to RGD-containing proteins with differ- 'aF ent affinities, thus making it possible to design 

antagonists that are specific for individual in- 
tegrins (45-47). ~ 3 y y :  Linear (44) and cyclic (41, 45, 46) peptides 

N= containing the RGD sequence have been de- 

L L o  veloped that inhibit the interaction between 
integrins and various RGD-containing extra- 

ZU4190 cellular matrix proteins. Cyclic RGD-contain- - - 
ing peptide antagonists of integrin a$, have 
been shown to block angiogenesis (41, 45). 
Currently, the integrin a,& antagonist cyclo 
(RGDf-N(Me)V-) (code EMD121974; Merck, 
Darmstadt, Germany) (Fig. 5.5) is in phase 1/11 
clinical trials for Kaposi's sarcoma, brain tu- 
mors, and solid tumors (48). 

3.4 Disruptors of the Endothelial Cell 
Cytoskeleton 

Microtubules are an integral component of the 
endothelial cell cytoskeleton (49). They are in- 

OH 

Figure 5.6. Structure of combretastatin A4. 
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Table 5.3 Examples of Angiogenesis-Related Conditionsa 

Malignant tumors 
Trachoma 
Meningioma 
Hemangioma 
Angiofibroma 
Diabetic retinopathy 
Neovascular glaucoma 
Macular degeneration 
Vascular restenosis 
Corneal graft neovascularization 
Arteriovenous malformations 
Hemorrhagic telangiectasia 

Synovitis 
Hemophilic joints 
Psoriasis 
Pyogenic granuloma 
Atherosclerotic plaques 
Hypertrophic scars 
Retrolental fibroplasias 
Scleroderma 
Vascular adhesions 
Dermatitis 
Endometriosis 
Rheumatoid arthritis 

"From Ref. 63. 

volved in regulating endothelial cell shape and 
division (49-52). Microtubules are composed 
of tubulin polymers (53). Drugs capable of in- 
terfering with tubulin polymerization would 
therefore be expected to be effective antiangio- 
genic agents (54). 

Combretastatin A4 (Fig. 5.6) is a tubulin- 
binding compound that was initially isolated 
from the South African tree Combretan 
caffrum (55, 56). This lipophilic cis stilbene 
destabilizes microtubules, thus affecting the 
cytoskeleton of dividing endothelial cells, 
causing apoptosis and inhibiting angiogenesis 
(53, 54,56-58). 

The solubility of combretastatin A4 was in- 
creased by attaching a phosphate moiety (59). 
The resulting compound, combretastatin A4 
3-o-phosphate is a water-soluble prodrug 
whose phosphate moiety is cleaved in vivo by 
serum phosphatases to generate the active 
drug. This prodrug (developed by Oxigene 
Inc.) is currently in phase I clinical trials to 
evaluate its effects on tumor vasculature (54, 
60). 

4 SUMMARY AND FUTURE DIRECTIONS 

Synthetic antiangiogenic compounds directed 
against four main groups of targets are cur- 
rently being tested in the clinic: MMP, RTK, 
integrin, and microtubule antagonists. The 
preliminary clinical results obtained using 
most of these antagonists have been encourag- 
ing. 

In view of the success of RTK antagonists 
in the clinic, a potentially promising area of 
investigation would be the development of 

compounds that antagonize the interaction 
between growth factors and their RTKs. Fur- 
thermore, in light of the clinical results ob- 
tained using antagonists of cell surface adhe- 
sion molecules (integrins), it would seem 
reasonable to target other adhesion molecules 
such as VE-cadherin and N-cadherin (1). 

Only a few synthetic drugs have thus far 
been developed that are directed against spe- 
cific proteins involved in angiogenesis. Al- 
though angiogenesis has been well described 
from a morphological perspective, there is a 
need to more precisely define the molecular 
mechanisms regulating this process (61, 62). 
Only then can new drugs be developed that are 
capable of modulating angiogenesis. 

Most of the clinical trials to date have fo- 
cused on determining the ability of antiangio- 
genic agents to prevent malignant tumor neo- 
vascularization. Angiogenesis has also been 
implicated in a wide variety of nonneoplastic 
diseases (Table 5.3) (63). Further clinical re- 
search is necessary to determine whether an- 
tiangiogenic agents will be useful in the treat- 
ment of these diseases. 
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1 INTRODUCTION 

The immune system is a complex, but remark- 
ably precise cellular and molecular orchestra 
capable of responding to, eliminating, and pro- 
viding protection from invading pathogens 
such as viruses, bacteria, fungi, and even tu- 
mors. The primary function of the immune 
system is to distinguish "self" from non-self. 
The term "self" encompasses host-derived tis- 
sue, whereas non-self includes infectious and 
non-infectious foreign agents. The immune 
system consists of many cell types, each spe- 
cialized to fulfill an important role in the gen- 
eration of a robust immune response on en- 
counter of an invading agent and to provide 
life-long protection to the host. 

The first section of this chapter will focus 
on the cellular and molecular components of 
the immune response and will be discussed in 
the context of future directions in immuno- 
therapy. The remainder of the chapter will 
discuss current cutting edge and future immu- 
notherapeutic strategies for cancer. 

1.1 Innate Immunity 

The two major components of immunity are 
the innate and adaptive (acquired) immune 
systems. As part of the innate immune system, 
physical barriers such as skin and mucosa pro- 
vide the first line of defense against the out- 
side environment (1). If skin or mucosal barri- 
ers (ocular conjunctiva, for example) are 
broken and an invading agent enters the eye 
or the blood stream, biochemical barriers such 
as lysozyme, present in tears, and serum com- 
plement provide protection from bacterial in- 
vasion and infection. Lysozyme breaks down 
bacterial cell walls and complement deposits 
on the surfaces of bacteria and viruses, ulti- 
mately resulting in their destruction. The 
breakdown of complement components also 
attracts inflammatory cells such as macro- 
phages, neutrophils, and other granulocytes 
that are important cellular components of the 
innate immune response (2). These inflamma- 
tory cells bridge innate and adaptive immune 
responses. If these innate components are not 

successful, or if the antigenic insult is suffi- 
ciently large, adaptive immunity is called into 
play. 

1.2 Adaptive Immunity 

The adaptive immune system responds'specif- 
ically to an enormous arsenal of antigens, dis- 
criminates between foreign and "self" anti- 
gens, and remembers previously encountered 
antigens so it can respond faster and more ef- 
fectively to a second antigenic challenge. An 
adaptive immune response results in produc- 
tion of antigen-specific antibodies and T-cells. 
Antibodies provide protection against re- 
peated invasion in an infectious disease set- 
ting and also coat, or opsonize, agents so that 
effector cells can destroy them (3). CD4-posi- 
tive T-helper cells signal other cells in the im- 
mune system using a network of cytokines (4), 
whereas CD8-positive cytotoxic T-lympho- 
cytes (CTL) lyse tumor cells or virally infected 
cells (5). Multiple gene segment rearrange- 
ments of B-cell receptors [immunoglobulins 
(Ig)] and T-cell receptors generate over a mil- 
lion different specificities in each B-cell and 
T-cell population to match the antigenic diver- 
sity found in nature (6). 

Generation of specific immunity requires 
antigen-presenting cells (APC), including 
macrophages, dendritic cells (DC), skin-de- 
rived DC (Langerhans cells), and B-lympho- 
cytes. These cells enzymatically digest protein 
antigens and present the derived peptides to 
the T-cell receptor (TCR) in association with 
class I and class I1 major histocompatibility 
complex (MHC) proteins (7). CD4+ T-helper 
lymphocytes recognize peptides presented by 
MHC class 11, whereas CD8+ cytotoxic T-lym- 
phocytes (CTL) recognize peptides presented 
by MHC class I. Class I1 peptides are derived 
from proteins outside the cell that have been 
engulfed by APCs into endosomes. These pro- 
teins are enzymatically digested into individ- 
ual peptides, loaded onto MHC class I1 and 
carried to the surface for presentation to 
CD4+ T-cells. In contrast to class I1 peptides, 
class I peptides are derived from within the 
cell. For example, cells that become infected 
with a virus present endogenous peptides in 
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class I molecules to CD8+ T-cells. Tumor cells 
also present endogenous tumor antigens in 
context of MHC class I. APC often become in- 
fected with viruses and present peptides de- 
rived from exogenous and endogenous sources 
to both CD4 and CD8' T-cells simultaneously. 
When an APC and T-cell interact, the TCR is 
responsible for the specificity of the interac- 
tion, and the interaction between a variety of 
co-stirnulatory and adhesion molecules on 
both APC and the T-cell activate the T-cell, 
resulting in secretion of appropriate cyto- 

Two subsets of T-helper lymphocytes (Thl 
and Th2) have been reported based on the cy- 
tokines they secrete. The Th l  subset produces 
interferon-y (IFN-y) and interleukin-2 (IL-2) 
and enhances cell-mediated immunity by acti- 
vation of macrophages, CTL, and natural 
killer (NK) cells. The Th2 subset produces 
IL-4, IL-5, and IL-6, which induce B-cell pro- 
liferation followed by differentiation into an- 
tibody-secreting plasma cells. These subsets 
down-regulate each other, such that Th2 cells 
produce IL-10, which inhibits cytokine pro- 
duction by Thl  lymphocytes. Conversely, 
IFN-y produced by Thl  cells inhibits the pro- 
liferation of Th2 cells. Although these subsets 
have been well characterized in uitro, it is still 
unclear whether they exist in uiuo as distinct 
populations or as a single T-helper cell popu- 
lation that is capable of exhibiting either phe- 
notype depending on the type of the antigen 
they encounter (8). 
CD8' CTL are activated only after peptide 

antigen presentation and co-stimulation by 
APC. Then they become serial killers and no 
longer require co-stimulation by APC. With- 
out initial co-stimulation, T-cells may become 
unresponsive to further antigenic stimulation 
(anergy). Activated CTL induce target cell 
death through lytic granule enzymes ("gran- 
zymes"), perforin, and the Fas-Fas ligand 
(Fas-FasL) apoptosis pathways. CD8+ cells 
are thought to be a major component of anti- 
tumor responses and are the activation target 
of nearly all cellular immunotherapy proto- 

The immune system may eliminate tumors 
that arise spontaneously. Circumstantial evi- 
dence that the immune system is capable of 
tumor destruction is offered by the fact that 

individuals with natural or acquired immune 
deficiencies develop cancer at an increased in- 

- 

cidence over the general population. For ex- 
ample, AIDS patients develop tumors at a 
much high rate than immunocompetent indi- 
viduals (9). Spontaneous regression of tumors 
may result from hormonal fluctuations, tumor 
necrosis caused by abrogation of blood supply, 
elimination of carcinogens, differentiation, 
epigenetic mechanisms, apoptosis, and even 
psychological factors. However, the prevailing 
view is that immunological mechanisms play a 
leading role in spontaneous tumor regressions 
(10). 

Although the innate immune system is 
clearly involved in prevention and early rejec- 
tion of tumors, two general arms of the adap- 
tive immune system participate in the elimi- 
nation of established tumors. The humoral 
arm of the immune system consists of B-lym- 
phocytes that primarily secrete antibodies. 

- 

The cellular arm of the adaptive immune sys- 
tem is composed of T-cells responsible for tu- 
mor cell destruction. Both arms interact with 
each other intimately. For example, B-cells ex- 
pressing surface immunoglobulin in periph- 
eral secondary lymphoid organs may bind a 
soluble tumor protein antigen shed from a tu- 
mor (Her-2/neu, for example) (11). That pro- 
tein is then internalized, processed into pep- 
tides and then presented as peptide-class I1 
major histocompatibility complexes to CD4+ 
T-helper cells that recognize each peptide- 
class I1 complex through their TCR. These T- 
helper cells then secrete cytokines, such as 
IL-4, that act directly on the B-cell that bound 
the antigen to help it differentiate into clonal 
antibody-secreting plasma cells producing 
high affinity antibody. Circulating soluble an- 
tibody may bind to antigen on the surfaces of 
tumor cells, marking the tumor cells for de- 
struction by effector immune cells such as 
macrophages, NK cells, or neutrophils by anti- 
body-dependent cellular cytotoxicity (ADCC) or 
by complement-mediated lysis. 

One problem for the cellular arm of the im- 
mune system in fighting cancer is that most 
tumor cells express self-antigens. The im- 
mune system is tolerant to self (12), as T-cells 
strongly reactive to self-peptides are deleted in 
the thymus early in life (13-15). Therefore, 
when peptides from a tumor are presented to 



T-cells, they do not recognize the peptides as 
avidly as they would if the cell were infected 
with a virus and presenting a foreign peptide. 
However, anti-tumor T-cells exist and can be 
isolated from peripheral blood and from tu- 
mors or tumor-draining lymph nodes (16-19). 
Tumor cells secrete cytokine that suppress im- 
mune cell function such as including trans- 
forming growth factor-p and IL-10 (20-29). 
Several strategies have been employed to 
rescue and re-activate tumor-specific T-cells, 
including isolation of tumor-infiltrating lym- 
phocytes (TIL), expansion of TIL, demonstra- 
tion of autologous tumor lysis, and re-infusion 
of these TIL into the patient, indicating exis- 
tence of tumor-specific CTL (30). Recent strat- 
egies for activating tumor-specific CTL have 
focused on the use of dendritic cells, which will 
be discussed in the latter section of this chap- 
ter. Next, we describe antibodies that have 
been humanized or made chimeric using ge- 
netic engineering techniques that are FDA- 
approved for cancer and anti-inflammatory 
treatment modalities. 

2 ANTIBODY-DIRECTED 
IMMUNOTHERAPY 

2.1 History 

The development of "hybridoma" technology 
by Milstein and Koohler in the mid-1970s rev- 
olutionized the generation of specific antibod- 
ies for use in research and clinical applications 
(31). Hybridomas are made by fusing anti- 
body-forming B-cells with an immortal, non- 
antibody-secreting plasma cell line resulting 
in a population of hybrid cells that are selected 
for secretion of an antibody specific for an an- 
tigen of interest. The secret to this technology 
is that the immortal ~ l a s m a  cell line does not 
secrete antibody and is deficient in a purine 
enzymatic salvage pathway, hypoxanthine 
phosphoribosyl transferase (HPRT). When 
these plasma cells are fused to B-cells and - 
placed in medium containing hypoxanthine- 
aminopterin-thymidine (HAT), the aminop- 
terin poisons the de novo purine synthesis 
pathway. Unfused cells die, and only the hy- 
bridomas survive in HAT, while the B-cell 
component of the hybridoma provide the pu- 
rine salvage pathway and the plasma cells con- 

Future Strategies in lmmunotherapy 

tribute unlimited in vitro proliferation. Super- 
natants of bulk cultures of hybridomas are 
then screened for the presence of antibodies of 
interest, usually by ELISA. On a "hit" (a well 
containing hybridomas secreting antigen-re- 
active antibody), the hybridomas can be sub- 
cloned by limiting dilution such that they are 
monoclonal. Monoclonal hybridomas secret- 
ing an antibody of interest can then be mass- 
cultured for antibody production and re-tested 
for reactivity against its target and lack of re- 
activity against other tissues. 

2.1.1 Humanized Antibodies. As one might 
imagine, mouse monoclonal antibodies far 
outnumber human monoclonal antibodies, be- 
cause it is relatively easy to immunize mice 
and obtain splenic B-lymphocytes for hybrid- 
oma formation. The drawback of using mouse 
monoclonal antibodies for passive immuno- 
therapy is that they induce "human anti- 
mouse antibody" (HAMA) responses when ad- 
ministered to humans (32). Therefore, many 
mouse antibodies have been "humanized" for 
therapeutic use in humans (33). Humaniza- 
tion of antibodies consists of exchanging 
mouse constant domains with their homolo- 
gous human constant domains, thus decreas- 
ing the immunogenicity of the mouse antibody 
when administered to humans. A diagram of 
an antibody is shown in Fig. 6.1. To further 
humanize an antibody, mouse framework 
variable regions are replaced with human 
frameworks that provide the scaffolding for 
the complementarity determining regions 
(CDR). The problem with replacing mouse 
framework sequences with their homologous 
human sequences is that antibody specificity 
is often lost. There is a delicate balance be- 
tween specificity and humanization. Com- 
puter modeling is most often used to overlay 
human amino acid sequences on mouse frame- 
work structures to determine what gene fam- 
ily of framework regions might least distort 
the CDRs. Then human framework region 
DNA is spliced frameworks 1-4, among mouse 
CDRs 1-3, cloned into an expression vector, 
and expressed as a recombinant protein from 
appropriate cells. 

2.1.2 Chimeric Antibodies. Chimeric anti- 
bodies are less "human" than humanized an- 
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gure 6.1. General structure of an antibody molecule. IgGl contains three constant heavy chain 
nains, CH 1-3, and one variable domain. Each domain is approximately 110 amino acids in length. 
riable light chains and constant light chains are noncovalently associated to the heavy chain 
riable and CHI domains. Interchain disulfide bonding links the two heavy chains together in the 
ige region, whereas intrachain disulfide bonding occurs within domains. The Fc portion of an 
tibody activates serum complement. The Fc portion binds Fc receptors on effector cells such as 
crophages and neutrophils. The Fab contains variable heavy and light chains, and constant heavy 
i light chains. Fabs may be generated by papain digestion of I&. Framework (FR) sequences 
erspersed between complementarity determiningregions (CDR) may be exchanged among species, 
:awe CDR sequences impart specificity of the antibody. 

?s, and as such, generally elicit more 
\ responses than a fully humanized an- 
. Chimeric antibodies are generated by 
ig DNA from murine heavy and light 
variable regions onto human IgG con- 
:egion DNA. This means that the entire 
le region, including frameworks, is of 
e origin, and only the effector, or Fc por- 
f the antibody is human. The Fc portion 
antibody imparts effector function and 
antibody-dependent cellular cytotoxic- 

DCC) to occur after the antibody has 
to its target. Specificity is not usually a 
m after generating a chimeric antibody, 
re it retains the natural framework scaf- 
IS the parent murine antibody. 

2.2 Current Antibodies on the Market 

2.2.1 Therapeutic Antibodies. Recently, the 
FDA has approved several humanized mono- 
clonal antibodies for the treatment of various 
diseases. Because this chapter concentrates on 
future directions in immunotherapy for can- 
cer, only chimeric or fully humanized antibod- 
ies will be described in detail. It should be rec- 
ognized that antibodies for infectious diseases 
such as respiratory syncytial virus have been 
humanized (Palivizumab, Synagis; Medim- 
mune) and are significant products for the 
treatment of those diseases. It is also impor- 
tant to note that many mouse monoclonal 
antibodies directed against human tumor an- 



Table 6.1 Therapeutic Antibodies 

Absorption, 
Distribution, 

Trade Name Structure1 Route of Potential Side Drug Interactions1 Metabolism, 
(Generic Name) Target Manufacturer Chemical Class Administration EfficacylPotency Dose Effects Contraindications Eliminations 

Herceptin Her-2lneu 
N 
N 

(Trastuzumab) positive 
CD tumors 

Rituxan CD20 
(Rituximab) positive 

B-cell neo. 
plas ms 

Mylotarg CD33 
(Gemtuzumah) positive 

leukemias 
such as 
acute 
myelogenous 
leukemia 

Genentech 

IDEC and 
Genentech 

Wyeth-Ayerst 

Humanized 
mouse 
monoclonal 
antihody, 
I&1, K 

Chimeric 
mousehuman 
monoclonal 
antibody, 
I&1, K 

Humanized 
mouse 
monoclonal 
antibody, 
I&, K 50% 
conjugated 
to 
calicheamicin 

Mediates ADCC 
K d = 5 n M  

Mediates direct 
apoptosis, 
ADCC and 
complement 
dependent 
lysis (CDL) Kd 
= 8 n M  

N o r  central Internalization 
line of antibody, 

Calicheamicin 
binds DNA 
and cause 
strand breaks 

4 m a g  
loading 
dose; 2 
mgflrg 
weekly 
dose 

375 mgim2 
weekly for 
4 or 8  
doses 

9 mgim2 2 
doses, 14 
days apart 

Anaphylaxis; 
cardiotoxicity; 
infusion 
reactions; 
pulmonary 
events; anemia 
or leukopenia; 
diarrhea 

Tumor lysis 
syndrome; 
severe infusion 
reactions; 
severe 
mucocutaneous 
reactions; 
pulmonary 
events; 
lymphopenia 
(B-cell) 

Severe 
myelosuppression; 
hepatotoxicity; 
tumor lysis 
syndrome; 
infusion 
reactions; 
pulmonary 
events; 
Mucositis 

None known 

Known IgE 
hypersensitivy 
to murine 
proteins, No 
drug 
interactions 

Known 
hypersensitivity 
to 
calicheamicin, 
no drug 
interactions 

Half-life = 1.7-12 
days, eliminated 
by RES 

Half-life = 76.3 h; 
eliminated by RES 

Half-life = 45-100 h; 
eliminated by RES 

Hematologic Known Half-life = 12 days; 
CD52 MiUenium Humanized rat IV Mediates ADCC Dose Campath and CDL escalation: toxicity; hypersensitivities eliminated by 

(Alemtuzumah) positive and ILEX 3, 10,30 infusion to components monoclonal 
leukemia antibody, m e  as reactions; of drug; pre- 



ieukemia 
such as 
B-chronic 
lymphocytic 
leukemia 

Remicade TNF-a 
(Infliximab) 

Enbrel TNF-a and 
(Etanercept) TNF-8 

Millenium Humanized rat IV 
and ILEX monoclonal 

antibody, 
b&12 K 

Mediates ADCC 
and CDL 

Centocor Chimeric N 
mousebuman 
monoclonal 
antibody, 
I&? K 

Neutralizes the 
biological 
activity of 
TNF-a; Kd = 
0.1 nM 

Immunex Dimeric fusion Subcutaneous Neutralizes the 
(Arngen) protein biological 

between activity of 
TNF TNF-a 
receptor and 
W l  

Dose 
escalation: 
3, 10,30 
mg as 
tolerated. 
Maintenance 
dose is 30 
mg three 
times per 
week. 

3 or 10 mg/ 
kg every 4 
or 8 weeks 
with 
concurrent 

Hematologic 
toxicity; 
infusion 
reactions; 
opportunistic 
infections 
resulting in 
grade 3 or 4 
sepsis 

Risk of infection; 
infusion related 
reactions ANA 
formation 

methotrexate 
Tx 

Adults: 25 
mg Peds: 
0.4 mgfkg 

Risk of infection; 
ANA formation; 
mild injection 
site reaction 

Known Half-life = 12 days; 
hypersensitivities eliminated by RES 
to components 
of drug; pre- 
existing 
immunodeficiency; 
no drug 
interactions 

Known IgE Half-life = 8-9.5 
hypersensitivity days; eliminated 
to murine by RES 
proteins; no 
drug 
interactions 

Known Half-life 102 h; 
hypersensitivity eliminated by RES 
to components; 
sepsis 



tigens have been approved by the FDA as ra- 
dioconjugates for diagnostic imaging applica- 
tions. These radiolabeled antibodies search 
out and bind primary and metastatic tumors, 
revealing their locations on scanning of cancer 
patients. Because these radiolabeled antibod- 
ies are of mouse origin and have not been hu- 
manized using genetic engineering tech- 
niques, they will not be discussed here. 

Over the past 5-10 years, the promise of 
antibodies as "magic bullets" in treating dis- 
ease has been partially realized. The FDA has 
approved 15 antibodies for use in humans as 
therapeutic treatments andlor imaging agents 
at the time of this writing. Therapeutic anti- 
bodies for cancer and rheumatoid arthritis are 
listed in Table 6.1. 

2.2.2 Trastuzumab. Herceptin (Trastuzu- 
mab) is a prototype for future antibody-based 
immunotherapeutics. It is a recombinant 
DNA-produced, humanized monoclonal anti- 
body (IgG,-K chain) containing human frame- 
work regions and complementarity determin- 
ing regions (CDRs) of mouse monoclonal 
antibody, 4D5 (34). It selectively binds to the 
extracellular domain of the human epidermal 
growth factor receptor-2 (EGF-2), also known 
as Her-2 with an affinity of 5 nM. The Her-2 
protein is overexpressed on approximately 25- 
30% of primary human breast tumors as well 
as several other adenocarcinomas. Overex- 
pression of Her-2 is often associated with in- 
creased tumor aggressiveness. Because Tras- 
tuzumab inhibits the proliferation of tumors 
overexpressing Her-2, it has been shown to be 
more effective against aggressive tumors in 
patients with an otherwise poor prognosis (35, 
36). One of the effector mechanisms of Tras- 
tuzumab tumor cell killing is ADCC (37). 
ADCC occurs after multiple antibodies have 
bound to a tumor cell, exposing the Fc portion 
of the antibodies so that immune cells with 
IgG Fc receptors, such as macrophages, neu- 
trophils, eosinophils, or NK cells, bind and ei- 
ther phagocytose the tumor cell or secrete lytic 
granules that result in tumor cell death. An- 
other potential mechanism of tumor cell kill- 
ingis induction of p27KIP1 and the Rb-related 
protein, p130, which results in a significant 
reduction in the number of cells in S-phase, 
thereby reducing tumor growth. Trastu- 

zumab also induces phenotypic changes in tu- 
mors, which include down-modulation of the 
Her-2 receptor, increased cytokine suscepti- 
bility, restored E-cadherin expression, and re- 
duced vascular endothelial growth factor pro- 
duction (38). 

Because Her-2/neu is overexpressed on 
many adenocarcinomas, including breast tu- 
mors, Trastuzumab was tested for efficacy in 
humans with breast cancer. Phase I11 clinical 
trials designed to evaluate Trastuzumab in 
over 500 patients with metastatic breast can- 
cer, either in combination with paclitaxel or as 
a single agent, demonstrated a significantly 
longer time to disease progression, a higher 
overall response rate, longer duration of re- 
sponse, and higher 1-year survival compared 
with chemotherapy alone. Trastuzumab is 
supplied lyophilized and reconstituted to 21 
mg/mL with supplied diluent followed by fur- 
ther dilution in 0.95% sodium chloride. In 
studies using a loading dose of 4 mgkg fol- 
lowed by weekly infusions of 2 mgkg, a mean 
half-life of 5.8 days was observed (range, 1-32 
days), with a mean serum concentration be- 
tween 79 and 123 mg/ml between weeks 16 
and 32, respectively. Trastuzumab is ap- 
proved by the FDA for use in patients with 
metastatic breast cancer whose tumors over- 
express Her-2 and who have previously re- 
ceived one or more chemotherapy regimens 
for their metastatic disease. 

Adverse events from Trastuzumab admin- 
istration are rare but can result in severe hy- 
persensitivity, including systemic anaphy- 
laxis, urticaria, bronchospasm, angioedema, 
or hypotension. A recent warning of cardiotox- 
icity has been issued for Trastuzumab, where 
its use in patients with cardiac dysfunction 
has resulted in congestive heart failure. This 
phenomenon is currently under further eval- 
uation and investigation. 

2.2.3 Rituximab. Rituxan (Rituximab) was 
the first monoclonal antibody to be approved 
by the FDA for cancer treatment. It is a genet- 
ically engineered monoclonal antibody that 
binds to CD20. CD20 is a B-lymphocyte lin- 
eage-restricted differentiation antigen found 
on normal and malignant B-lymphocytes, but 
not on other normal hematopoietic cells or an- 
tibody-producing plasma cells. CD20 has a mo- 
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- - 
odgkin's lymphoma. In clinical trials, pa- 

ients were treated weekly with either four or 
ight doses of Rituximab at 375 mg/m2 as an 

IV infusion at a concentration of 1-4 mg/mL 
in 0.9% sodium chloride or 5% dextrose in wa- 
ter. The overall response rate for four doses 
weekly was 48% with six complete responses; 
for eight doses weekly it was 57% with a 14% 
complete response rate. The mean serum half- 

of Rituxan is dependent on dose, but also 
pends greatly on tumor burden and circu- 
ing CD20-positive tumor cells or B-lympho- 
s. Peak and trough serum levels are in- 

versely proportional to the number of 
dating CD20-positive cells. After the third 
fourth dose, normal B-cells remain depleted 
r 6-9 months after treatment, after which 
cell numbers returned to normal by 12 
nths. Retreatment can be attempted, be- 
e only 4 of 356 patients developed a hu- 
anti-chimeric antibody response. How- 

r, patients should be closely monitored on 
reatment for serum sickness. Rituximab is 
ently under study for the treatment of 
r B-cell malignancies including chronic 
phocytic leukemia, Hodgkins disease, and 
er lymphoid malignancies which CD20 

Adverse events caused by Rituximab infu- 
n include severe infusion reactions, includ- 
hypotension, angioedema, hypoxia, bron- 
pasm, pulmonary infiltrates, myocardial 
ction, ventricular fibrillation, and cardio- 

lecular weight of 35 kDa and is a hydrophobic 
transmembrane protein that regulates cell 
cycle activation and differentiation during B- 
lymphocyte development (39). In contrast to 
Trastuzumab, Rituximab (MW 145 kDa) con- 
tains murine heavy and light chain variable 
regions genetically fused to human IgGl 
heavy chain constant regions and human K 

chain constant regions; it is a chimeric mu- 
rinehuman antibody (40,41). The binding af- 
hity for the CD20 antigen is approximately 8 
nM. Rituximab-mediated killing of CD20-pos- 
itive tumor cells in vivo is largely because of 
ADCC, and to a minor degree, induction of 
apoptosis by direct ligation of CD20 and com- 
plement-dependent lysis (40,421. 

Rituximab was initially approved for the 
treatment of low-grade or follicular, relapsed, 
or refractory CD20-positive B-cell non- 

genic shock. Tumor lysis syndrome has been 
observed in patients with high levels of circu- 
lation CD20-positive tumor cells, in which 
rapid reduction of tumor volume is followed by 
acute renal failure, hyperkalemia, hypocalce- 
mia, hyperuricemia, or hyperphosphatasemia. 
Patients with known IgE-mediated immediate 
hypersensitivity reactions to murine proteins 
should not receive Rituximab. 

2.2.4 Gemtuzumab. Mylotarg (Gemtuzu- 
mab ozogamicin, CMA-676; Wyeth-Ayerst 
Laboratories) is an FDA-approved monoclonal 
antibody specific for CD33, a sialoadhesion 
protein found on leukemic blasts in 80-90% of 
patients with acute myelogenous leukemia 
(AML) (44). CD33 is also expressed on normal 
immature cells of the myelomonocytic lineage. 
The humanization of Gemtuzumab is similar 
to Trastuzumab in that it contains mouse 
CDRs and human framework and constant re- 
gions, such that over 98% of the antibody is 
human. Gemtuzumab is an IgG, with a K light 
chain chemically linked to the cytotoxic agent, 
calicheamicin. In the formulation of the drug, 
50% of the antibody is linked to N-acetyl-y- 
calicheamicin through a bifunctional linker at 
between 4 and 6 moles of calicheamicin per 
mole of antibody, whereas the remaining 50% 
is not derivatized (Fig. 6.2) (45). Tumor cell 
internalization of Gemtuzumab linked to cali- 
cheamicin results in release of the cytotoxin 
from the antibody in the lysosome. Cali- 
cheamicin is then free to bind to the minor 
groove in DNA causing double strand breaks 
and cell death (46). The exact mechanisms of 
induction of leukemic cell death by Gemtu- 
zumab without calicheamicin linkage are not 
yet known, but the binding of the &tibody to 
CD33 on the leukemia cell surface is thought 
to induce apoptosis (47). 

Gentuzumab was approved in May 2000 by 
the FDA for the treatment of patients 60 years 
and older in first relapse with CD33+ AML 
who are not considered candidates for other 
types of cytotoxic chemotherapy. In combined 
phase I1 studies, 142 patients with CD33-pos- 
itive AML in first relapse demonstrated a 30% 
overall response rate with Mylotarg therapy 
alone. Treated patients had relatively high in- 
cidences of myelosuppression, hyperbiliru- 
binemia, and elevated hepatic transaminases 
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Figure 6.2. Diagram and chemical structure of Gemtuzumab ozogamicin. Calicheamicin (ozogami- 
cin) is coupled to Gemtuzumab at an average loading of 4-6 moles per mole of antibody. The antibody 
is linked to N-acetyl y calicheamicin. The molecular weight of the antibody-toxin conjugate is 151- 
153 kD. The injected formulation consists of 50% conjugated antibody and 50% unconjugated anti- 
body. 

(48). The incidences of severe mucositis and fection after Gemtuzumab administration 
infections were low compared with mucositis and treated appropriately if necessary. 
resulting from conventional chemotherapeu- Other adverse events associated with Gem- 
tic treatment. Sixteen percent of the patients tuzumab are hypersensitivity reactions, in- 
had a complete response (CR), while 19% had cluding anaphylaxis, infusion reactions, and 
a CR requiring platelet transfusions. The clin- pulmonary events including pulmonary 
ical data support the use of Gemtuzumab in edema, dyspnea, pleural effusions, hypoxia, 
AML patients with CD33-positive leukemia. and acute respiratory distress syndrome. 

Adverse events caused by the administra- Patients with greater than 30,000 leukemic 
tion of Gemtuzumab ozogamicin include cells1pL should be considered for leukore- 
severe myelosuppression, especially neutro- duction to avoid tumor lysis syndrome, 
penia, requiring careful hematological mon- similar to that observed with Rituximab 
itoring. Patients should be monitored for in- therapy. 
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2.2.5 Alemtuzumab. Campath (Alemtu- 
zumab) is a recombinant DNA-derived hu- 
manized monoclonal antibody directed 
against CD52, a 21- to 28-kDa cell surface gly- 
coprotein. CD52 is expressed on the surfaces 
of normal and malignant B- and T-lympho- 
cytes, NK cells, monocytes, macrophages, a 

bset of granulocytes, and tissues of the male 
tract, but not on hematopoietic 

cells. Alemtuzumab is an IgGl with a K 

chain containing human variable frame- 
constant regions and (CDRs) from a 

t monoclonal antibody (Campath-1G). CD52 
a glycosylphosphatidylinositol (GP1)-an- 

ored protein with unknown function (49). 
ding of Alemtuzumab to CD52 is thought 

omplement-dependent lysis and 
CC on tumor and normal cells (50). 
Alemtuzumab is indicated for the treat- 

ment of B-cell chronic lymphocytic leukemia 
(B-CLL) in patients who have been treated 
with alkylating agents and who have failed flu- 
darabine therapy. In a study where Alemtu- 

fused intravenously once weekly 
r a maximum of 12 weeks over a range of 

erall average half-life during 
atment was about 12 days. Alemtuzumab 

intravenous infusion 
r week evaluated in CLL pa- 

ed variable peak and trough 
body during the first few 

ks of treatment, but seemed to level off by 
ek 6. Inter-patient variability was likely 
sed by tumor burden and circulating num- 

ells. However, increases in 
tuzumab corresponded to 
stic cells. Clinical trials 

e shown that in previously treated B-CLL 
onses occur at a rate of 
s. Responses are more 

in blood and bone marrow compared 
ph nodes. The median duration of re- 

s. Because of the strong 
leting activity on circulating lymphocytes, 

rging residual disease in 
tologous stem-cell 

zumab is provided as a sterile, clear, 
sotonic solution, pH 6.8-7.4, for in- 

h single use vial of antibody con- 
s 30 mg Alemtuzumab, 24.0 mg sodium 

oride, 3.5 mg dibasic sodium phosphate, 0.6 

mg potassium chloride, 0.6 mg monobasic po- 
tassium phosphate, 0.3 mg polysorbate 80, 
and 0.056 mg disodium edetate. No preserva- 
tives are added. Infusions should be initiated 
at an initial dose of 3 mg with gradual escala- 
tion to 30 mg. Careful monitoring of blood 
pressure and hypotensive symptoms is recom- 
mended especially in patients with ischemic 
heart disease and in patients taking antihy- 
pertensive medications. If therapy is inter- 
rupted for 7 or more days, Alemtuzumab may 
be reinstituted with gradual dose escalation. 

Adverse events are infusion related and are 
caused by tumor necrosis factor (TNF)-a and 
interleukin (1L)-6 release, usually during the 
first intravenous infusion, and include fever, 
rigor, nausea, vomiting, and hypotension that 
responds to steroids. Adverse events are usu- 
ally less severe with subsequent infusions and 
can be prevented by with appropriate medica- 
tion. Antihistamine and acetaminophen are 
recommended before infusion. Because CD52 
is present on many types of leukocytes, immu- 
nosuppression resulting from depletion of 
normal B- and T-lymphocytes usually occurs, 
resulting in an increased risk for opportunistic 
infections. 

2.3 Anti-Inflammatory Therapeutic 
Antibodies 

Two recombinant antibodies, Infliximab and 
Etanercept, that bind to and neutralize 
TNF-a have been approved by the FDA for the 
treatment of rheumatoid arthritis (RA) and 
Crohn's disease. 

2.3.1 Infliximab. Remicade (Infliximab) is 
a chimeric monoclonal antibody containing 
human constant and murine variable regions 
that inhibits TNF-a from binding to its recep- 
tor (53). It binds to TNF-a very strongly, with 
an association constant of 0.1 nM. TNF-a is 
secreted as a trimer by macrophages, T-cells, 
and NK cells. Biological activities of TNF-a 
include induction of pro-inflammatory cyto- 
kines such as IL-1 and IL-6 and increased 
leukocyte migration through up-regulation of 
endothelium permeability and adhesion mole- 
cules by both endothelial cells and leukocytes. 
TNF-a also activates eosinophils and neutro- 
phils and induces acute phase proteins as well 
as enzymes such as matrix metalloproteinases 



involved in degradation of synoviocytes and 
chondrocytes in joint tissue. It is thought to 
play a major role in mediating tissue damage 
in RA and other autoimmune diseases. Inflix- 
imab has been shown to prevent RA in trans- 
genic mice that develop polyarthritis caused 
by constitutive expression of TNF-a (54). 
When administered to mice after joint de- 
struction had been established, damaged 
joints began to heal. 

Infliximab in combination with methotrex- 
ate (MTX) is indicated for reducing the symp- 
toms and inhibiting the progression of struc- 
tural joint damage in patients with moderate- 
to-severe active rheumatoid arthritis who 
have had an inadequate response to metho- 
trexate alone. It is also indicated for patients 
with Crohn's disease who have had inade- 
quate responses to conventional therapy. Clin- 
ical studies with Infliximab in combination 
with MTX in 428 RA patients demonstrated 
serum half-lives of 8-9.5 days. In clinical tri- 
als, approximately 50% of patients receiving 
either 3 or 10 mg/kg of Infliximab every 4 
weeks responded to treatment at a rate of ap- 
proximately 50%, compared with placebo as 
measured by the American College of Rheu- 
matology (ACR) response criteria (55). Treat- 
ment with Infliximab decreased inflammatory 
cell infiltration into inflamed areas in the 
joint, expression of adhesion molecules, E-se- 
lectin, intercellular adhesion molecule-1 
(ICAM-11, and vascular cell adhesion mole- 
cule-1 (VCAM-I), chemoattractants such as 
IL-8 and monocyte chemotactic protein 
(MCP-1) and also inhibited expression of ma- 
trix metalloproteinases 1 and 3, which are in- 
volved in joint destruction (56). The treatment 
of Crohn's disease with Infliximab alone re- 
sulted in better than a 70% response rate com- 
pared with placebo within 4 weeks of receiving 
a single intravenous infusion according to the 
Crohn's Disease Activity Index (57). 

Infliximab is provided as a sterile, lyophi- 
lized powder for reconstitution with 10 mL 
USP sterile water for injection such that the 
reconstituted material is 10 mg/mL followed 
by additional dilution into 250 mL of 0.9% so- 
dium chloride. Recommended dose of Inflix- 
imab is 3 mgkg given as an intravenous infu- 
sion between 0.4 and 4 mg/mL over a period of 
2 h or more. 
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2.3.2 Etanercept. Enbrel (Etanercept), sim- 
ilar to Infliximab, binds to and neutralizes the 
biological activity of TNF-a. Etanercept is 
novel in that it was constructed by &sing 
cDNA from the extracellular ligand-binding 
portion of the TNF receptor to cDNA from the 
Fc portion of IgGland has the same approxi- 
mate molecular weight (150 kDa) as an IgG 
molecule (58). Because Etanercept contains 
the TNF receptor, it binds and neutralizes 
both TNF-a! and TNF-/3 (lymphotoxin) (59), in 
contrast to Infliximab, which binds only 
TNF-a. However, Etanercept suppresses the 
same biologic and pathogenic mechanisms 
leading to RA as does Infliximab. 

Like Infliximab, Etanercept is approved for 
use in adult patients with moderate-to-severe 
active RA. However, Etanercept was also ap- 
proved to reduce the symptoms of moderate- 
to-severe polyarticular-course juvenile RA 
(JRA) in patients who have had inadequate 
responses to disease-modifying anti-rheu- 
matic drugs (60) and for use in patients with 
psoriatic arthritis in combination with MTX 
who do not respond to MTX alone (61). Clini- 
cal evaluation of subcutaneous administration 
of Etanercept twice per week for 6 months 
demonstrated an overall 23% major clinical re- 
sponse, defined as maintenance of an ACR70 
(70%) response over a 6-month period. Discon- 
tinuation of Etanercept generally resulted in 
return of symptoms within 1 month. If pa- 
tients were retreated with Etanercept, they 
achieved the same response as the initial 
treatment. 

Etanercept is supplied as 25 mg of lyophi- 
lized powder for reconstitution with 1 mL of 
USP bacteriostatic water for injection, result- 
ing in a 25 mg/mL solution that may be self- 
injected by a patient or physician into the 
thigh, abdomen, or upper arm. 

Risks associated with Infliximab and Etan- 
ercept treatment include increased risk of in- 
fections such as reactivation of latent tubercu- 
losis, invasive fungal infections, and sepsis. 
Autoantibodies against DNA and other nu- 
clear components were observed in 10% of pa- 
tients treated with Infliximab or Etanercept, 
mimicking a lupus-like syndrome. Patients re- 
ceiving placebo did not generate lupus-like an- 
tibodies. Infusion-related reactions to Inflix- 
imab included fever, chills, cardiopulmonary 
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reactions, urticaria, and pruritus. Because Et- 
anercept is injected subcutaneously, injection 
site reactions were limited to erythema, itch- 
ing, pain, or swelling at the site of injection. 
Thirteen percent or fewer patients receiving 
Infliximab developed anti-Infliximab specific 
antibodies, while 11% of patients receiving Et- 
anercept generated anti-TNF receptor-spe- 
cific antibodies. These antibodies were all non- 
neutralizing and did not inhibit TNF-a from 
binding to its cell surface receptor. Adminis- 
tration of Infliximab and Etanercept is associ- 
ated with increased infections (62), therefore 
immune responses to vaccines may be af- 
fected. Although not studied in-depth, pa- 
tients may be immunized if necessary, with 
the exception of live or attenuated vaccines. 

3 DENDRlTlC CELL IMMUNOTHERAPY 

The successful induction of cell-mediated anti- 
tumor immunity relies on the efficient capture 
of antigen by antigen-presenting cells, antigen 
processing, and presentation to T-lympho- 
cytes. Antigen presenting cells (APC) such as 
B-cells, macrophages, and dendritic cells dis- 
play antigenic peptides in the context of major 
histocompatibility complexes (MHC) to T-cells. 
Although B-cells and macrophages are capable 
of antigen uptake, processing, and antigen 
presentation, these APC are ineffective activa- 
tors of nayive T-cells. In contrast, dendritic 
cells (DC) are considered the most effective, 
efficient, and potent APC of the immune sys- 
tem, because they are the only subset of APC 
that can present antigen to naive T-cells re- 
sulting in T-cell activation (63). Cell-mediated 
tumor cytotoxicity is the desired outcome of 
tumor immunotherapy. Modalities aimed at 
the induction of specific anti-tumor T-cell re- 
sponses by DC are extremely promising in the 
fight against cancer. The following sections 
emphasize pre-clinical and clinical studies em- 
ploying DC to induce active, specific immunity 

nst tumors. 

3.1 Dendritic Cell Physiology 

The first studies involving DC generation 
were performed by isolating CD34+ progeni- 
tor cells from the bone marrow and culturing 
these cells in the presence of GM-CSF and 

TNF-a (64, 65). While this was an effective 
means of DC generation, a relatively small 
number of DC were obtained, because of the 
limited number of progenitor cells present in 
bone marrow. Subsequent studies demon- 
strated that DC could be generated from pe- 
ripheral blood mononuclear cells (PBMC) di- 
rectly isolated from blood. Monocyte-derived 
DC can be generated ex vivo by culturing 
monocytes with a cocktail of cytokines such as 
GM-CSF and IL-4 or IL-13, yielding an imma- 
ture population of DC (66, 67). Immature DC 
can be driven to a mature phenotype with the 
addition of inflammatory cytokines such as 
IL-1P and TNF-a, bacterial derived products 
[lipopolysaccharide (LPS)], recombinant CD40L 
(costimulatory molecule found on T-cells), or 
double-stranded RNA (68-72). The ability to 
effectively generate DC in vitro, coupled with 
the fact that DC efficiently present antigens, 
makes this subset of immune cells attractive 
candidates for the treatment of cancer and 
other diseases. 

3.2 T-cell Activation by Dendritic Cells 

Immature DC are efficient at antigen uptake 
through micropinocytosis, receptor-mediated 
endocytosis, or phagocytosis; however, they 
have low T-cell stimulatory capacity (73). Con- 
versely, while mature DC are less efficient at 
antigen uptake and processing, they are very 
efficient presenters of antigenic peptide to T- 
cells, resulting in the initiation of immune re- 
sponses (73, 74). Mature DC express high lev- 
els of MHC molecules, high levels of co- 
stimulatory molecules (such as CD80, CD86, 
and OX40L), and adhesion molecules (i.e., 
CD54 and CDllc) that bind to counter-recep- 
tors on T-cells (73, 75, 76). These multiple in- 
teractions between DC and T-cells play a ma- 
jor role in the activation of T-cells specific for 
antigenic peptide/MHC complexes displayed 
by DC (Fig. 6.3). DC also secrete a milieu of 
cytokines and chemokines involved in the re- 
cruitment and activation of T-cells. Chemo- 
kines are small molecules that serve as chem- 
ical attractants for lymphocytes. DC-CK and 
RANTES are two examples of such chemo- 
kines that attract nayve and memory T-cells 
toward DC displaying antigenic peptide (77). 
The production of cytokines such as interleu- 
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mulatory and MHC 

Recruitment and 

Figure 6.3. Antigen presentation and 

kin-12 (IL-12) and IL-15 by DC are important 
cytokines for T-cell activation (78). 

3.3 lmmunotherapy Using Dendritic Cells 

Recently, DC have been used in numerous 
clinical trials for the treatment of cancer. Im- 
munization with DC is not toxic in either 
healthy subjects or cancer patients; no dose- 
limiting toxicity has been observed (79). The 
induction of tumor-specific T-cell responses 
has been detected in patients that have re- 
ceived DC immunotherapy. Several clinical 
trials are currently in progress investigating 
the safety and efficacy of immunotherapy of 
cancer with DC. Ex viuo incubation of DC with 
a source of tumor antigens is necessary to load 
tumor-derived antigenic epitopes on DC. 
Large numbers of DC generated ex viuo can be 
manipulated to enhance tumor antigen pre- 
sentation and then re-administered to the pa- 
tient to study the efficacy of DC immunother- 
apy. DC have been shown to induce strong 
anti-tumor immune responses both in uitro 
and in viuo. Early vaccination protocols in- 
volved DC pulsed with synthetic HLA-binding 
peptides. Since then, many other strategies in- 
volving DC have been investigated, such as 

W 

1 Activation and clonal 
expansion of T cells 

activation of nahe T-cells by mature DC. 

DC-tumor cell fusions, DC transfected T 

tumor RNA or viral vectors, and DC expot 
to tumor apoptotic bodies or exosomes. 
will discuss current DC immunotherapy st 
egies in further detail in the following, 
tions. Table 6.2 provides a brief listing of 
advantages and disadvantages of DC i m m ~  
therapy modalities. 

Antigenic peptides are presented to T-c 
by APC in the context of human leukocyte 
tigen (HLA) molecules. Numerous pep 
epitopes have been identified and studied 
both CD8+ and CD4+ tumor-specific T-c 
(reviewed in ref. 80). Table 6.3 provides ex 
ples of HLA class I-binding peptide epitc 
recognized by CD8+ CTL. Many tumor-a 
ciated antigens have been identified and I 

serve as targets for immunotherapy. M 
noma-specific cells can be propagated in ul 

therefore facilitating the identification of 
munogenic melanoma antigens. Howe 
there has been less success in the identii 
tion of tumor-associated antigens derj 
from other cancers because of the difficult 
generating tumor-specific CTL lines f o ~  
uitro studies. The use of peptides in immt 
therapy is an attractive approach beca 
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Table 6.2 Advantages and Disadvantages of DC Immunotherapy Modalities 

Advantages Disadvantages 

RNA transfection of DC Simple technique; no requirement of Difficult to measure transduction 
tumor antigen identification efficiency; potential oncogenic 

transformation of DC 
DC-tumor cell fusion Presentation full repertoire of tumor Low fusion efficiency; availability of 

antigens possible with DC-derived autologous tumor cells; DC may not 
costimulation; no requirement of home to secondary lymphoid organs 
tumor antigen identification 

No requirement of tumor antigen Availability of autologous tumor cells 
identification; multiple epitopes 
presented by DC 

Apoptotic tumor cell May carry proteins that aid in Availability of autologous tumor cells 
loading peptides onto MHC; no 
requirement of tumor antigen 
identification; multiple epitopes 
presented by DC 

Ease of peptide synthesis; GMP Single antigenic epitope restricted by 
manufacture straightforward HLA haplotype 
known immunogen; multiple single 
peptides may be used to broaden 
T-cell response 

Long-lived, gene expression; may DC often resist transduction; safety: 
transduction of DC incorporate multiple defined infectious agents 

antigens andlor costimulatory 
molecules 

A well-studied tumor antigen is gp100, a 
ma1 dosing and route of administration. melanocyte lineage-restricted glycoprotein 

Immunodominant peptides derived from that is expressed by most melanoma cells (17). 
tumor-associated antigens such as g p l O O  Bakker et al. (85) demonstrated that an HLA- 
(melanoma), Her-2/neu (overexpressed on ad- A*0201-restricted gplOO immunodominant 
enocarcinomas such as breast cancer), MAGE epitope (residues 209-217) was recognized by 

lanocyte differentiation g ~ ~ O O ( z o 9 - 2 1 7 ,  A2 ITDQVPFSV 85 
ty ros ina~e(~-~ ,  A2 MLLAVLYLL 86 
mT- l ( z , - aw  A2 AAGIGILTV 17 

ed tumorltestis antigens MAGE-1~61-169) A1 EADPTGHSY 87 
~ - E S O - ~ G ~ , Z )  A3 1 ASGPGGGAPR 88 

on-mutated, overexpressed H e r - 2 / n e ~ ( ~ ~ ~ - ~ , ~ ,  A2 KIFGSLAFL 89 
tumor antigens also CEAol-70) A3 HLFGYSWYK 90 
expressed on normal tissue MUC-1(950-958) A2 STAPPVHNV 91 

PS-%MM~, A2 FLTPKKLQCV 92 
or-specific antigen caused LLGRNSFEV 93 

SYLDSGIHF 19 
HSP70-2Mmw94) A2 SLFEGIDIY 94 
HPV E6(11-20) A2 YMLDLQPETT 95 

'Table is not a complete listing of tumor antigens and peptides. 
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tumor infiltrating lymphocytes derived from 
melanoma patients. This gplOO epitope was 
modified to enhance peptide binding to HLA- 
A*0201 as an attempt to increase peptide im- 
munogenicity (86). The modified peptide, g209 
2M, enhanced CTL responses from patients 
with melanoma compared with the wild-type 
gplOO peptide in uitro (86). Early peptide im- 
munotherapy trials involved g209 2M peptide 
administration in combination with IL-2 ther- 
apy (87). Vaccinations were well tolerated, and 
objective clinical responses were noted in 38% 
of patients (87). However, it was unclear 
whether these clinical responses were truly 
because of peptide therapy or a result of IL-2 
administration. Future studies confirmed that 
peptide-specific CTL were induced in patients 
immunized with the g209 2M peptide post- 
vaccination (88), demonstrating the feasibility 
of therapeutic peptide vaccines. 

Recently, clinical trials involving DC-pep- 
tide therapy have begun. Patients with ovar- 
ian or breast cancer were vaccinated with DC 
pulsed with either Her-2/neu or MUC-1 de- 
rived peptides (89). Peptide-specific CTL re- 
sponses were detected as measured by cyto- 
kine secretion and lysis of tumor cells. 
Another recent clinical trial involved pulsing 
autologous DC with the following melanoma 
peptides: g209 2M, MART-1 (AAGIGILTV), or 
tyrosinase (YMDGTMSQV) before adminis- 
tration in 16 patients with melanoma (90). 
Minimal toxicity was observed. Peptide-spe- 
cific T-cell responses were generated in uitro 
against gplOO or tyrosinase from five patients; 
four of five patients demonstrated either tu- 
mor regression or stable disease. Immune re- 
sponsiveness in this study correlated with 
clinical benefit. Transient increases in T-cell 
stimulation to MAGE peptides were also ob- 
served in six of eight patients enrolled in a 
separate DC clinical trial (91). These studies 
suggest that peptide-pulsed DC provide clini- 
cal benefit to melanoma patients. 

Autologous DC were pulsed with MAGE- 
3A1 tumor peptide and administered to ad- 
vanced stage IV melanoma patients who re- 
ceived five DC vaccinations (three intraderrnal 
and two intravenous injections). CTL specific 
for MAGE-3A1 were generated in 8 of 11 pa- 
tiants (92). Tumor regression of metastases 
was evident in 6 of 11 patients. Interestingly, 

CD8+ T-cells were absent from non-regress- 
ing lesions as well as the expression of 
MAGE-3 mRNA. 

Several factors may play a role in the lim- 
ited successes with DC-peptide immunother- 
apy. One reason may be that the optimal dose 
and route of administration are not yet 
known. Second, if tumor cells down-regulate 
the tumor antigen from which the peptide is 
derived, DC-peptide presentation to T-cells 
may be futile. Therefore, strategies using mul- 
tiple peptides from multiple antigens are most 
likely to elicit effective responses with mini- 
mal tumor escape variants. 

A current limitation of peptide immuno- 
therapy is the applicability to a large patient 
population. Peptides are specific for HLA hap- 
lotypes, such that only cancer patients whose 
haplotype matches that of the tumor-derived 
peptide may be candidates for a given single 
peptide therapy. However, recent studies in- 
vestigating peptide cross-reactivity for HLA 
molecules determined that a peptide with high 
affinity for one particular HLA class I allele 
can also bind to other alleles (93). Addition- 
ally, medical science is increasingly tailoring 
therapies to the individual. 

Another problem facing immunotherapeu- 
tic approaches designed to stimulate T-cells 
involves self-tolerance. Thymic education of 
T-cells is a selection process in which T-cklls 
that bind with high affinity to self-peptides are 
deleted through apoptosis (94). If these de- 
leted T-cells were specific for a tumor antigen, 
then only low affinity T-cells would remain 
(13, 95, 96). These low affinity T-cells are in- 
capable of responding strongly to tumor anti- 
gen without strong stimulation provided by 
DC. However self-specific T-cells can be found 
in the periphery (97-99). The existence of 
these self-specific T-cells, albeit with a low af- 
finity, may initiate an anti-tumor immune re- 
sponse. These cells alone are insufficient to 
completely resolve tumor burden. Therefore, 
attempts have been made to increase both the 
HLA affinity and peptide immunogenicity of 
tumor-derived peptide similar to the modified 
gplOO peptide, g9 209 2M. 

Several studies have shown that increased 
affinity of a peptide for MHC molecules is an 
important parameter in determining peptide 
immunogenicity (100 -102). By modifying self- 



3.4.1 Apoptotic Tumor Cells. In an effort 
to overcome the limitations of HLA restriction 
and identification of specific tumor-associated 
antigens, whole tumor cells containing un- 
identified antigenic components as an antigen 
source have been investigated. Apoptotic tu- 
mor cells (ATC) have been studied to deter- 
mine the effectiveness of these cells to serve as 
sources of antigen. Hoffmann et al. (105) gen- 
erated a CD8+ T-cell line specific for a squa- 
mous cell carcinoma of the head and neck cell 
line (SSCHN) to determine if immunogenic 
peptides could be presented by DC cultured 
with ATC. DC generated from healthy donors 
were tested for the ability to uptake ATC. Im- 
mature DC ingested ATC and were able to ef- 

3 Dendritic Cell lmmunotherapy 

peptides, there is potential to activate T-cells 
that are either tolerant or have a weak affinity 
for self to initiate an immune response. Al- 
tered peptide ligands for p53, Her-2/neu, 
MAGE, carcinoembryonic antigen (CEA), and 
MART-1 tumor peptides have been success- 
fully synthesized that have higher affinities 
for HLA molecules compared with wild-type, 
and elicit CTL responses in vitro (103,104). 

With the knowledge that tumor-derived 
peptides can be modified to increase HLA 
binding coupled with the potential that these 
peptides may cross-react with several HLA al- 
leles, these findings may greatly impact the 
design of HLA-binding peptides for cancer im- 
munotherapy applicable to a broad range of 
patients. 

3.4 Dendritic Cell lmmunotherapy 
Approaches for Undefined Tumor Antigens 

An important issue in optimizing DC vaccines 
is choosing an ideal tumor antigen for DC 
loading. Tumor cell lysates, apoptotic tumor 
bodies, and tumor cells can be used as immu- 
nogens in DC cancer therapy for the develop- 
ment of anti-tumor strategies. For several tu- 
mor types, antigenic epitopes are unknown. In 
contrast to peptide immunotherapy, using tu- 
mor-derived products bypasses the need to 
consider HLA haplotypes and the identifica- 
tion of specific tumor-derived antigens. Sev- 
eral of these treatment modalities will now be 
reviewed, which demonstrate specific anti-tu- 
mor responses against tumors with undefined 
tumor antigens. 

fectively present tumor antigens and induce a 
T-cell-mediated anti-tumor immune response 
more effectively than DC incubated with tu- 
mor-derived lysate preparations. An increase 
in CTL number and lytic function was ob- 
served when DC were loaded with pancreatic 
apoptotic tumor cells compared with cell ly- 
sate (106). The mechanism of enhanced DC 
priming using ATC is still unknown. Studies 
using ATC are ongoing in many laboratories 
and promise to yield data supporting their use 
in DC immunotherapy. 

3.4.2 Tumor Lysates. Compared with vac- 
cination approaches directed against a single 
tumor antigen, tumor cell lysates contain an 
array of tumor-derived antigens that have the 
potential of inducing broad T-cell responses 
against multiple antigens expressed by tumor 
cells, either previously identified antigens or 
unknown tumor-derived antigens. Although 
many vaccines employing tumor lysates have 
been prepared in the past, the addition of DC 
to the vaccine should lead to more robust im- 
mune responses than previously observed. 

Tumor lysate-pulsed DC were tested in a 
phase I trial of pediatric patients with solid 
tumors (107). Patients were vaccinated with 
immature DC pulsed separately with either 
tumor cell lysates or keyhole limpet hemocxa- 
nin (KLH; an immunological tracer molecule). 
DC were administered intradermally every 2 
weeks for a total of three vaccinations. Fifteen 
patients (10 of which completed all DC vacci- 
nations) diagnosed with neuroblastoma, sar- 
coma, and renal malignancies were immu- 
nized without observable toxicity. IFN-y 
secreting T-cells were detected in vitro in 3 of 
7 patients against tumor lysates and 6 of 10 
patients for KLH. Five patients showed stable 
disease, including three who had minimal dis- 
ease at time of vaccine administration and re- 
mained free of tumor 16-30 months post-vac- 
cination. This trial demonstrated that tumor 
lysate or KLH-pulsed DC generated specific 
T-cell responses, thereby inducing regression 
of metastatic disease. 

In another study, autologous tumor lysate- 
pulsed DC were administered intradermally to 
adult patients with stage IV solid malignan- 
cies every 2 weeks for three cycles with vary- 
ing amounts of DC (108). The vaccine for this 
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phase I clinical trial was composed of a mix- 
ture of lysate-pulsed DC and DC pulsed with 
KLH. No severe toxicity was reported in 14 
patients that received three DC vaccinations. 
CD4+ and CD8+ T-cells were detected at the 
vaccination sites. Two patients with mela- 
noma experienced a partial and a minor re- 
sponse, respectively. In other tumor types, 
phase I trials of patients with advanced gyne- 
cological malignancies and a malignant endo- 
crine carcinoma demonstrated that vaccina- 
tion with DC-autologous tumor lysates was 
safe, well-tolerated, and immunologically ac- 
tive with no significant adverse effects (109, 
110). Tumor lysates were also derived from 
ovarian cancer cells and used to evaluate the 
potential of lysate-pulsed DC to induce tumor- 
specific T-cell responses against autologous 
tumors (1 11). DC-lysate stimulated prolifera- 
tion of autologous T-cells and CTL-mediated 
lysis of autologous tumor cells. These effects 
were abrogated using anti-MHC class I and 
anti-CD8 antibodies. Furthermore, T-cells 
cultured with autologous tumor lysate-pulsed 
DC secreted cytokines that play an important 
role in immune cell recruitment, such as GM- 
CSF, TNF-a, and IFN-y. T-cells cultured with 
tumor lysates in the absence of DC resulted in 
no lytic activity, further confirming that DC 
play a major role in the initiation of anti-tu- 
mor immune responses. 

In another study, DC generated from mel- 
anoma patients were loaded with either a mel- 
anoma peptide, gplOO (280-2881, or mela- 
noma tumor cell lysate to determine the 
ability to induce cytotoxic autologous T-cell 
activation (112). Weekly stimulations of 
PBMC were performed with the lysate and 
peptide DC preparations. CD8+ CTL dis- 
played strong lytic activity against melanoma 
cells irrelevant of the DC stimulations (pep- 
tide versus lysate). These findings indicate 
that a variety of DC immunotherapy strate- 
gies are likely to be effective at inducing CTL 
responses. Collectively, these studies dem- 
onstrate that the administration of tumor 
lysate-pulsed DC is non-toxic and effective 
at inducing immunological responses 
against autologous tumor. 

3.4.3 Tumor RNA. Studies involving expo- 
sure of DC to purified tumor-derived RNA 

have shown that RNA is efficiently taken up 
by the DC, resulting in presentation of tumor 
antigens to T-cells. RNA extracted from met- 
astatic colon cancer or lung cancer were 
loaded onto autologous DC (113). In vitro lysis 
of autologous tumor cells was observed when 
RNA-transfected DC were incubated with au- 
tologous T-cells. Loading of DC with RNA fol- 
lowed by potent stimulation of T-cells is an 
interesting contrast to the resistance of DC to 
transfection with plasmids. 

A phase I trial involving patients with 
metastatic prostate cancer was conducted to 
determine the safety and efficacy of DC trans- 
fected with mRNA encoding for prostate-spe- 
cific antigen (PSA) to induce specific anti-PSA 
T-cell responses (114). At all doses of mRNA- 
transfected DC administered, no evidence of 
dose-limiting toxicity or adverse effects were 
observed. Furthermore, PSA-specific T-cell 
responses were detected in vitro in all patients 
who received the vaccine. 

This approach has also been applied to cer- 
vical cancer using autologous DC transfected 
with RNA encoding for E6 and E7 (115), onco- 
proteins constitutively expressed by many cer- 
vical carcinomas. Antigen-specific CTL re- 
sponses were observed both in vitro and in 
vivo. Human cervical carcinoma cells express- 
ing the E6 and E7 products were lysed by CTL. 

These studies provide a rationale for the 
development of immunotherapy using DC 
transfected with RNA encoding for tumor an- 
tigens. DC transfected with tumor RNA may 
emerge as a method for inducing immune re- 
sponses against tumor antigens. Clinical trials 
demonstrating vaccine safety are promising 
for the development of anti-tumor cellular 
vaccines. 

3.4.4 DC-Tumor Cell Fusion. Hybrid cells 
composed of tumor cells fused to DC have been 
generated using either polyethylene glycol 
(PEG) or electrofusion techniques, in which 
these hybrid cells possess antigen presenta- 
tion characteristics of DC as well as tumor an- 
tigens derived from tumor cells (Fig. 6.4). The 
distinct advantage of a fusion product be- 
tween tumor cell and a DC is that the hybrid 
contains the co-stimulatory molecules that tu- 
mors rarely express. The hybrid also contains 
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I Figure 6.4. Tumor cell-dendritic cell hybrid. (1) 
On fusion, DC express costimulatory molecules, ad- 

es, and MHC molecules necessary for 
i i T-cell activation. (2) Tumor cells transcribe genes 
i that encode for tumor-derived antigens. (3) Tumor 

antigens can be processed by DC machinery and as- 
t. 
3 sembled onto MHC molecules. (4) Tumor-derived 
I.' 
! peptides can be presented in context of MHC mole- 
!. 

cules on the dendritic cell to tumor-specific T-cells. 

multiple tumor antigens, including unidenti- 
fied antigens that are endogenously processed 
and presented by MHC class I molecules. 

Gong et al. (116) demonstrated that fusion 
between DC and autologous tumor cells is a 
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These DC-tumor hybrids expressed both tu- 
mor-associated antigens and co-stirnulatory 
molecules naturally expressed by DC. In  vitro, 
hybrids induced both autologous T-cell prolif- 
eration and lysis of autologous tumor cells by 
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a phase I clinical trial (118). Post-vaccina- 
with these fusion hybrids, four patients 

eded all metastatic tumor lesions and two 
patients demonstrated tumor regression 

than 50% in strong partial responses. 
en together, these studies indicate that 

evelopment of a "super" DC that can both 
mulate and activate T-cells through DC-as- 

dated co-stirnulatory molecules and presen- 
tation of tumor antigens derived from tumor 
cells may be a feasible approach for cancer im- 

unotherapy. Currently, fusion efficiency is 
latively low, ranging from 5-50% DC-tumor 
ll hybrids. This obstacle is currently being 

further addressed in several pre-clinical and 
clinical studies to maximize the clinical effec- 
tiveness of DC-tumor cell of hybrid cells. 

3.4.5 Exosomes. Exosomes are membrane- 
bound vesicles released from either tumor 
cells or DC that have processed tumor cells. 
They are of endocytic origin ranging from 60 
to 90 nm. Exosomes are thought to be secreted 
upon the fusion of multivesicular endosomes 
with the plasma membrane. Red blood cells, 
platelets, B- and T-cells, and DC have been 
found to secrete exosomes. Recent proteomic 
studies demonstrated that exosomes display 
MHC molecules (both class I and class II), co- 
stirnulatory molecules, and several adhesion 
molecules (119). The mechanism of action of 
exosomes in vivo is not well defined. Exosomes 
may stimulate T-cells directly through surface 
MHC molecule expression or they may be in- 
gested by other APC that could potentially 
further present peptide contained within the 
exosome. Wolfers et al. (120) demonstrated 
that upon DC uptake of tumor cell exosomes, 
presentation to CD8+ T-cells resulted in po- 
tent anti-tumor effects in in vivo murine mod- 
els, indicating that tumor-derived exosomes 
transfer antigenic tumor material to DC. In- 
jection of DC-derived exosomes sensitized 
with tumor peptides induced anti-tumor im- . 
mune responses in mice and eradicated previ- 
ously established tumors (121). This anti-tu- 
mor effect of DC exosomes was dependent on 
CD8' T-cells as determined by T-cell deple- 
tion experiments i n  vivo. Recently, the first 
protein map of DC-derived exosomes was es- 
tablished (119), which may provide substan- 
tial insights into the exploitation of exosomes 
for immunotherapeutic use. 

3.5 Dendritic Cells Transduced 
with Viral Vectors 

One promising strategy for the future of im- 
munotherapy is transduction of DC with re- 
combinant, replication-incompetent viruses 
expressing multiple or single tumor antigens, 
cytokines, or co-stirnulatory molecules. The 
goal of DC-based immunotherapy using viral 
vectors is to express one or more transgenes in 
DC so that endogenous and exogenous presen- 
tation of antigenic tumor peptides occurs in a 
favorable immunostimulatory environment 
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using the complete repertoire of co-stimula- 
tory molecules present on DC. The advantages 
of viral transduction of DC are as follows. (1) 
Presentation of multiple epitopes derived 
from the same or multiple antigens may re- 
duce the probability that mutant tumor cells 
will escape immunological surveillance. (2) 
Antigen presentation by multiple MHC alleles 
provides even greater diversity of peptide 
epitopes. (3) Cytokines and co-stimulatory 
molecules can be co-expressed along with the 
tumor protein, eliciting stronger activation of 
T-cells. (4) Finally, the viral transduction pro- 
cedure itself may mature DC, enhancing anti- 
gen presentation capacity and activation of T- 
cells (122). Next, promising viral vector 
systems for active specific immunotherapy 
will be discussed. 

3.5.1 Adenoviral Transduction of DC. DC 
have been shown to be uniformly resistant to 
nearly all transfection techniques in vitro 
(123). Additionally, monocyte-derived DC do 
not undergo cell division and are therefore re- 
sistant to transduction by retroviral vectors 
(124). The fact that adenoviruses do not re- 
quire active cell division for infection is a dis- 
tinct advantage of the adenoviral system 
(125). Thus, it is possible to transduce DC with 
recombinant adenovirus. The problem is that 
DC express very low levels of the receptor for 
adenovirus, "coxsackie adenovirus receptor" 
(CAR) (126). One solution is to transduce DC 
with recombinant adenovirus encoding CAR 
as the transgene (127). In lieu of transducing 
DC with CAR so that they can be transduced 
again with the gene of interest, multiplicities 
of infection (MOI) as high as 1000 must be 
used to achieve high transduction efficiency 
(124, 128). 

In a pre-clinical study, replication-deficient 
recombinant adenoviruses encoding human 
g p l O O  or MART-1 melanoma antigens were 
used to transduce human DC. The study dem- 
onstrated that human monocyte-derived DC 
could be infected at an MOI between 100 and 
500 independent of the CAR. DC transduced 
with this replication-deficient adenovirus also 
elicited tumor-specific CTL in vitro from pa- 
tients with gp100' metastatic melanoma 
(129). These findings led to a clinical trial eval- 
uating the safety, dose-limiting toxicity, and 

maximum tolerated dose of autologous DC 
transduced with adenoviruses encoding the 
MART-1 and gplOO melanoma antigens with 
or without interleukin-2 therapy in patients 
with stage I11 or IV melanoma. Although the 
preclinical results are encouraging, no results 
have been published from this trial as of this 
writing. 

3.5.2 Pox Virus Transduction of DC. Hu- 
man DC have also been successfully trans- 
duced with various pox viruses including fowl 
pox and modified vaccinia ankara (MVA), a 
highly attenuated vaccinia virus. Pre-clinical 
work characterized the transduction effi- 
ciency of W A  encoding human MUCl (tumor 
antigen that is aberrantly glycosylated on ma- 
lignant cells) and IL-2 with monocyte-derived 
DC. MUCl expression in DC was from 27-54% 
of the cells, which also secreted biologically 
active IL-2. Over 72 h post-transduction, cyto- 
pathic effects of MVA resulted in decrease of 
the transgene expression. Transduction of 
both immature and mature DC did not alter 
expression of the MUCl and IL-2 transgenes 
(130). 

Other pre-clinical work demonstrated that 
human DC can be transduced with W A  ex- 
pressing tyrosinase (melanoma-associated an- 
tigen). These transduced DC stimulated anti- 
tyrosinase CTL responses from melanoma 
patients who had received smallpox vaccina- 
tion earlier in life (131). This data demon- 
strate the use of MVA transduced DC and ne- 
gate the argument that immunodominance by 
the pox vector itself will overwhelm any tumor 
antigen-specific immune response. 

Another pre-clinical study that has led to a 
clinical trial in patients with carcinoembryonic 
antigen-positive (CEA) malignancies is evalua- 
tion of fowlpox transduced DC expressing three 
co-stimulatory molecules: B7-1, intercellular 
adhesion molecule-1, and leukocyte fundion-as- 
sociated antigen-3 (TRICOM). The goal of the 
study was to determine if DC infected with 
TRICOM would have an enhanced capacity to 
stimulate T-cell responses (132). Although the 
study was performed in a murine system, it 
showed that poxvirus vectors overexpressing 
of a triad of co-stimulatory molecules can sig- 
nificantly improve the efficacy of dendritic 
cells in priming specific immune responses. 



These studies led to an NCI-sponsored clinical 
trial to determine the safety and feasibility of 
active immunotherapy comprising autologous 
DC infected with recombinant fowlpox-CEA- 
TRICOM vaccine in patients with locally re- 
current or metastatic malignancies expressing 
CEA (133). In this ongoing study, autologous 
DC are harvested and infected with fowlpox- 
CEA-TRICOM vaccine. Patients receive their 
infected DC intradermally and subcutane- 
ously followed by autologous DC mixed with 
CMV pp65 peptide and autologous DC mixed 
with tetanus toxoid SC and intradermally on 
day 1. Treatment was repeated every 3 weeks 
for a total of 4, 8, or 12 immunizations in the 
absence of unacceptable toxicity. CMV pp65 
peptide and tetanus toxoid were administered 
so that immune responses to ndive and recall 
antigens can be monitored. We look forward to 
the results of this promising trial (134). 

4 CONCLUSIONS 

ing developments have occurred in 
munotherapy in the past several 

s. This chapter has highlighted human- 
antibody therapeutics, many of which 

been approved by the FDA, and 
hniques in DC therapies for can- 

. Clinical acceptance of humanized, chi- 
ostic monoclonal antibodies 

fostered growth in sales in 2000 of 1.8 bil- 
3 billion dollars in 2001. 

see many more humanized 
bodies in the immediate fu- 

Cellular immunotherapies using DC are 
d technologically feasible 
m processing laboratories 
on. However, several pa- 
timized to realize the full 
cancer immunotherapy. 
s, route of DC adminis- 

tion, and the number of DC for effective 
mune responses must be resolved. The life 

of DC in vivo post-vaccination and 
these cells effectively home to lym- 

sues to encounter and activate T-cells 
must be further investigated. Lastly, clin- 
trials involving DC immunotherapy need 

combined with other treatment modalities 

that are non-immunosuppressive to fully de- 
velop efficient anti-tumor therapies. Before 
poisoning the immune system with current cy- 
totoxic chemotherapies, hopefully a paradigm 
shift will occur to activate and manipulate pa- 
tients' own immune systems to therapeutic 
advantage, employing active specific immuno- 
therapy. Therapeutic antibodies have now 
been accepted as viable treatments for cancer 
and other diseases. We are optimistic that 
some of the immunotherapeutic strategies 
outlined in this chapter will become front-line 
therapies in the future. 

5 ABBREVIATIONS 

ADCC antibody dependent cell mediated cy- 
totoxicity 

APC antigen presenting cell 
CDR complementarity determing region 
CTL cytotoxic T lymphocyte 

DC dendritic cell 
HAMA human anti-mouse antibody 

HLA human leukocyte antigen 
IFN interferon 

Ig immunoglobulin 
IL interleukin 

MHC major histocompatibility complex 
NK natural killer cell 

PBMC peripheral blood mononuclear cell 
TCR T cell receptor 
TIL tumor infiltrating lymophocyte 

TNF tumor necrosis factor 
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1 INTRODUCTION 

Selective toxicity was popularized by Profes- 
sor Adrian Albert beginning with his lectures 
at University College London in 1948 and the 
first edition of his book in 1951. Subsequent 
editions appeared until the seventh edition in 
1985 (1). The latter was reprinted in Japanese 
as two volumes in 1993 and 1994 (2,3). 

Today, the concept of selective toxicity 
largely is limited to chemotherapy and antibi- 
otic therapy. How does one design a cancer 
chemotherapeutic agent that will kill a malig- 
nant cell and not interfere with mitosis in a 
benign cell? How does the biochemistry of a 
bacterial cell differ from that of a mammalian 
cell so that the antibiotic is toxic to the bacte- 
rium and "ignored" by the patient's cells? 

It is important to realize that nearly all 
types of drug therapy can be thought of as 
selectively toxic. With the possible exception 
of some forms of hormonal replacement ther- 
apy, a drug's desired pharmacological re- 
sponse is actually an intervention in normal 
biochemical processes. Consider the nonste- 
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roidal anti-inflammatory drugs (NSAIDs) that 
inhibit cyclooxygenase (COX). Although re- 
ducing inflammation is the desired response 
for these agents, the drugs are toxic to the 
enzyme. p-Adrenergic agonists are exogenous 
ligands for the same receptors as epinephrine 
but are not subject to the same regulatory con- 
trols (biosynthesis, release, reuptake, meta- 
bolic disposal) as for the endogenous hormone. 
Herbicide and pesticide use in agriculture in- 
creasingly is based on the agent being selective 
for a specific plant or taking advantage of some 
specific property of the insect that differs from 
those of farm animals and humans. 

1.1 Categorization of Therapeutic Agents 

Focusing on humans, most drugs are agonists, 
antagonists, or replacement agents. Hormone 
replacement therapy is the basis for the use of 
insulin by a person with type 1 diabetes (for- 
merly called insulin-dependent diabetes melli- 
tus or IDDM) and levothyroxine for a patient 
with a thyroid deficiency. Insulin and thyrox- 
ine act only on specific receptors. As long as 
the dosing is correct, patients do not experi- 
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ence unpleasant adverse reactions. Excessive 
insulin causes severe, life-threatening hypo- 
glycemia, leading to insulin shock. Because of 
the general distribution of thyroxine receptors 
throughout the body, excessive thyroxine ac- 
celerates intermediate metabolism in several 
organs. 

This concept of replacement therapy can be 
extended to the administration of vitamins 
and minerals to a patient whose body stores 
have been depleted, or has a medical diagnosis 
for which increased administration of nutri- 
tional supplements is indicated (e.g., digestive 
disorders, malignancies, clinical depression, 
weight control with low calorie diets). The nu- 
tritional agents combine with specific recep- 
tors or, usually after a metabolic transforma- 
tion, act as coenzymes (e.g., niacin-NAD/ 
NADP, thiaminelthiamine pyrophosphate, 
folic acid/tetrahydrofolates, and cobalamid 
adenosyl cobalamin). Again, when the dosing 
is correct, the patient does not experience ad- 
verse effects. Excessive doses of some vitamins 
can cause neuritis (pyridoxinelvitamin B,), 
hypercalcemia (cholecalciferol/vitamin D, and 
ergocalciferol/vitamin D,), and liver damage 
(retinolhitamin A). 

Agonists mimic the endogenous ligand 
when combining with the ligand's receptor. In 
theory, there should be excellent selectivity, 
but many times the receptors for the ligand 
are scattered widely throughout the body and 
located in many organs. Thus, an adrenergic 
agonist such as phenylephrine will constrict 
blood vessels while simultaneously increasing 
the heart rate. For some patients, the latter 
could lead to life-threatening tachycardia. De- 
pending on the receptor, the active form of 
cholecalciferol (vitamin D,), 1,25-dihydroxy- 
cholecalciferol (1) causes the synthesis of a 
calcium transport protein in the intestinal 
mucosa and regulates cell division. An analog 
of 1,25-dihydroxycholecalciferol, calcipotriene 
(Dovonex, 2) is used topically for psoriasis. If 
administered internally, the patient could ex- 
perience severe hypercalcemia, leading to cal- 
cification of the soft tissues and blood vessel 
walls. In the context of selective toxicity, cal- 
cipotriene has poor selectivity. 

Most drugs dispensed today are antago- 
nists. (See other chapters for discussions of 
partial agonists and antagonists.) The desired 

goal is to "block" responses in the cholinergic, 
adrenergic, rennin/angiotensin, and other in- 
tegrated systems. Rarely are these biochemi- 
cal systems localized in a specific organ. Inhibit- 
ing one enzyme can have unforeseen meta- 
bolic consequences downstream. A classic ex- 
ample is the angiotensin-converting enzyme 
(ACE) inhibitors that produce an irritating 
cough (to the patient and patient's family). 
Angiotensin-converting enzyme has more 
than one substrate: angiotensin I and brady- 
kinin (Fig. 7.1). The desired target was inhib- 
iting the formation of angiotensin I1 from an- 
giotensin I and was the focus for the 
development of the ACE inhibitors (e.g., cap- 
topril, enalapril, and lisinopril). Angiotensin- 
converting enzyme also degrades bradykinin, 
one of the many peptides involved with pain 
production and inflammation. ACE inhibitors 
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Figure 7.1. Rennin-angiotensin converting en- 
zyme biochemistry. 

cause production of excess bradykinin and 
may be the cause of the annoying dry cough 
characteristic of these drugs. 

An important approach to increasing the 
selectivity of a pharmacological agent is to 
thoroughly understand the biochemistry of 
the system where drug therapy is indicated. 
By going downstream from the angiotensin- 
converting enzyme and employing an angio- 
tensin I1 antagonist, there are fewer adverse 
reactions. 

Asthma is a complex inflammatory disease 
of the respiratory system. One of the family of 
chemical mediators are the leukotrienes 
synthesized from arachindonic acid by the li- 
poxygenase enzyme complex (Fig. 7.2). The 
leukotrienes are one of the mediators of bron- 
choconstriction. In the treatments of asthma, 
the leukotriene D, (LTD,) receptor antago- 
nists, montelukast sodium (3) and zafirlukast 
(4), exhibit less adverse responses than the 
5-lipoxygenase inhibitor, zileuton (51, which 
interferes with the formation of LTA,, LTC,, 
LTD,, and the LTE, family of leukotrienes, all 
of which are chemical mediators of the im- 
mune response at several sites. 

Selective Toxicity 

Distribution of enzyme types is another 
way to increase the selectivity. The cyclooxy- 
genase (COX) isozymes are distributed un- 
evenly among the various organs. What is now 
known as COX-1 is a constitutive enzyme 
found in many organs. COX-2 is inducible by 
cytokines and appears at sites when there is 
inflammation. Although not free of adverse re- 
actions, celecoxib and rofecoxib do show fewer 
side effects in patients who must take these 
drugs on a chronic basis compared to the older 
COX-1 inhibitory nonsteroidal anti-inflam- 
matory drugs (NSAIDs). 

1.2 Principles of Selectivity 

Professor Albert, after examining the various 
ways that selectivity of biological response is 
obtained from both natural products or syn- 
thetic agents, concluded that there are three 
possible ways that a pharmacologically active 
agent exerts selectivity: (1) comparative dis- 
tribution, (2) comparative biochemistry, and 
(3) comparative cytology (4). 

1.2.1 Comparative Distribution. Compara- 
tive distribution can be caused by differences 
in physical area where absorption occurs or 
differences in the drug's biodistribution. An 
insecticide accumulates in the insect because 
the insect has more exposed surface area rela- 
tive to that of animals in the same environ- 
ment. Radioactive iodine is used both to diag- 
nose diseases of the thyroid and to destroy the 
thyroid gland because it accumulates in the 
thyroid as a result of specific iodine transport 
proteins. Parasites that remain in the intesti- 
nal tract are easier to treat because many of 
the newer drugs also remain in the intestinal 
tract. A rapidly dividing cell line will preferen- 
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ing those used in the treatment of cancer. 1.2.2 Comparative Biochemistry. Compar- 

There are several examples where drugs ative biochemistry is the basis for successful 
cause adverse responses in patients because of antibiotic therapy. The antibiotic class is one 
poor comparative distribution. Most of the of the main reasons that human life expect- 
drugs used in the treatment of cancers do not ancy has increased, producing a significant 
differentiate between benign tissues, which older population. The p-lactam antibiot- 
are constantly dividing (bone marrow, intesti- ics, penicillins and cephalosporins, inhibit 
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Figure 7.2. Outline of leukotriene biosynthesis. 
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bacterial transpeptidase, thus preventing the 
microorganism from completing the synthesis 
of its cell wall. Mammals do not have cell walls 
and, thus, are not affected by p-lactam antibi- 
otics. Our lipid bilayers have completely dif- 
ferent biochemistry from that of a bacterium. 
The various drugs that inhibit the biosynthe- 
sis of folic acid or its reduction to tetrahydro- 
folic acid (trimethoprim, sulfonamides) are 
bacteriocidal or bacteriostatic and do not af- 
fect mammals that cannot synthesize folic 
acid. (That is why folic acid is a vitamin.) Py- 
rimethamine shows a preference for plasmo- 
dia dihydrofolate reductase relative to the hu- 
man enzyme and, therefore, has found use in 
the treatment of malaria (6). 

In contrast, it has been difficult to develop 
antiviral and antifungal drugs that are selec- 
tive for the infectious agent. Viruses are com- 
plete parasites in that they can reproduce only 
inside the host cell. Many viruses are depen- 
dent on the host cell's polymerases, ribo- 
somes, and transfer RNAs. Most of today's an- 
tiviral drugs not only poorly differentiate 
between viral and human polymerases, but 
they also cannot distinguish between cells in- 
fected with the virus versus noninfected cells. 
Even inhibitors preferential for RNA-depen- 
dent DNA polymerase (reverse transcriptase), 
an enzyme not found in mammalian cells, can 
inhibit mammalian DNA-de~endent DNA - 
polymerase, leading to suppression of the pa- 
tient's bone marrow. 

Acyclovir and its analogs probably are the 
most successful antiviral drugs in use today. 
They are indicated for herpes simplex I and I1 
and varicella zoster (chicken pox). The herpes 
virus has one of the more complicated viral 
genomes, coding for over 160 genes. One of 
these structural genes codes for thyrnidylate 
kinase, which is different from the mamma- 
lian kinase enzyme. The viral enzyme will 
phosphorylate inactive acyclovir (actually a 
prodrug), producing active acyclovir mono- 
phosphate (Fig. 7.3). The latter is phosphory- 
lated next to the diphosphate and finally the 
triphosphate, which is the active antiviral 
drug. None of the mammalian kinases can sig- 
nificantly phosphorylate inactive acyclovir to 
the active form. 

Fungal metabolism is more similar to 
mammalian metabolism than to bacterial me- 
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tabolism (Fig. 7.4). Whereas fungi and plants 
produce ergosterol rather than cholesterol, 
fungi and mammals follow the same pathway 
to lanosterol from mevalonate and squalene 
(7). In contrast, plants produce cycloartenol 
from mevalonate and squalene. 

Many of today's antifungal drugs take ad- 
vantage of the fact that fungi produce ergos- 
terol rather than cholesterol; however, ergos- 
terol biosynthesis is very similar to that of 
cholesterol. Several of the antifungal drugs in- 
hibit the C-14 demethylase that removes the 
14-methyl group from lanosterol, thereby pre- 
venting the subsequent synthesis of ergos- 
terol. For this reason, antifungal drugs that 
inhibit ergosterol's biosynthesis show poorer 
selectivity, with the result that many antifun- 
gal drugs can only be used topically, far away 
from the patient's organs that synthesize cho- 
lesterol. 

1.2.3 Comparative Cytology. The third 
principle, comparative cytology, refers to the 
comparative taxonomic structure of cells. 
Examples include plant vs. animal cells; undif- 
ferentiated malignant cells vs. fully differenti- 
ated mature benign cells; the patient's im- 
mune system recognizing nonself cells, which 
produces the basis for monoclonal antibody 
therapy; cell wall vs. cell membrane; rqito- 
chondria vs. chloroplasts; and the presence of 
mitochondria in aerobes vs. their absence in 
anaerobes (8). There is overlap between com- 
parative cytology and the first two principles. 
It is not uncommon to see selectivity caused by 
two and possibly all three principles, although 
usually one predominates. Penicillins and 
cephalosporins are selective for bacteria be- 
cause of comparative cytology (cell wall vs. cell 
membrane) and comparative biochemistry 
(transpeptidase in bacteria). 

1.2.4 Comparative Stereochemistry. The 
fourth principle of selectivity that is being 
used today in drug design is comparative ste- 
reochemistry. Most receptors are chiral and 
respond differently to drugs of different 
chirality. Increasingly, the Food and Drug Ad- 
ministration requires new drug applications 
to resolve racemic mixtures to determine 
which stereoisomer is biologically active. 
Drugs with chiral centers may exhibit more 
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complex selectivity. This can be caused by flex- 
ibility at the receptor, variations in transport 
across cell membranes to the site of action, 
and differences in metabolism for each stereo- 
isomer. A classic example is the antitussive 
dextromethorphan (d-3-methoxy-N-methyl- 
morphinan) (6), which is devoid of opiate ac- 

Figure 7.3. Acyclovir (acyclo- 
quanosine) activation. 

tivity compared to that of the levo isomer (1-3- 
methoxy-N-methylmorphinan) (7). 

The remainder of this chapter consists of a 
brief review of strategies to enhance selectiv- 
ity in biological response. Most examples con- 
sist of commercially available pharmacologi- 
cally active agents, but there are descriptions 
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2 Examples of Selective Toxicity (9) 

3f recent research involving strategies that 
may or may not result in commercial products. 
Although Professor Albert's three principles 
are presented in each example, a standard 
pharmacological or toxicological classification 
is used. 

2 EXAMPLES OF SELECTIVE TOXICITY (9) 

2.1 Cancer Chemotherapy 

2.1.1 Monoclonal Antibodies (Comparative 
Cytology). Monoclonal antibodies were going 
to be the fulfillment of Ehrlich's "magic bul- 
lets," particularly in the treatment of cancer 
where selective toxicity has been poor. They 
would carry the cytotoxic drug to the malig- 
nant cell where it would be released. The an- 
tibody would ignore benign cells. Alterna- 
tively, the antibody itself would attach to the 
malignant cell, providing the initial step for 
further response by the patient's immune 6yS- 
tern involving complement, macrophages, and 
T killer cells. This goal still has to be reached, 
but significant progress is being made. 

The first impediment is the main source of 
monoclonal antibodies. They come from di- 
verse nonhuman sources such as rodents and 
sheep. Repeated injections sensitize the pa- 
tient to the animal protein. A partial solution 
as been "humanizing" the monoclonal anti- 
body by using human genes to code for the 
constant region of the heavy and light chains 
and the animal genes for the variable regions. 
The result is that now approximately 70-75% 
of the immunoglobulin is human. 

In addition, the malignant cell is not recog- 
nized by the patient's immune system as non- 
self because its surface contains essentially 
the same self-antigens as the patient's benign 
cells. Otherwise, the patient's immune system 
likely would have killed the malignant cells 
before they grew into a detectable mass. 
Therefore, the monoclonal antibodies devel- 
oped in an animal where human cell surface 
antigens are foreign, also will respond to be- 
nign cells. 

The most successful product to date that 
addresses this problem is trastuzumab (Her- 
ceptin) indicated for metastatic breast cancer 
containing cells that overexpress the HER2 

proto-oncogene. This particular gene codes for 
a transmembrane receptor structurally re- 
lated to the epidermal growth factor receptor. 
Trastuzumab binds to this receptor. This 
overexpression is seen in only 25-30% of pri- 
mary breast cancers. Also, the gene is nor- 
mally expressed in other cells, which means 
trastuzumab is not as selective as would be 
desired. 

2.1.2 lmatinib (Comparative Biochemistry). 
The search for selective metabolism in malig- 
nant cells has focused on unique proteins syn- 
thesized by the cell that are involved in cell 
division. In the case of chronic myeloid leuke- 
mia, imatinab [Gleevec, (8)] inhibits a protein- 
tyrosine kinase formed by the Ber-Abl gene. 
The latter, and its protein product, are not 
found in normal cells. Although this drug does 
show selectivity, tyrosine kinases are common 
enzymes and imatinib also inhibits this ty- 
rosine kinase receptor in platelet-derived 
growth factor and stem cell factor. Therefore, 
the patient can experience thrombocytopenia 
and neutropenia. 

2.1.3 Cisplatin/Carboplatin (Comparative 
Distribution). It has been known almost from 
the time of its serendipitous discovery that the 
cis analogs of the platinum-containing cyto- 
toxic agents, cisplatin (9) and carboplatin 
(101, are much more cytotoxic than the trans 
isomers. Both the cis and trans compounds en- 
ter the growing cell and form inter- and intras- 
trand crosslinks within the DNA double helix. 
The kinetics of this binding is very different 



between the two isomers. Further, DNA re- 
pair is more efficient with the trans isomers. 
The net result is that the cis isomer remains in 
the DNA long enough to be cytotoxic (10). 

2.1.4 Newer (Not Commercially Available) 
Selective Approaches to Cancer Chemotherapy 

2.1.4.1 Paclitaxel Antibody Conjugate (Com- 
parative Cytology). The rationale for this 
project was to combine the best properties of 
two drug types and overcome each of their un- 
desirable characteristic~. Paclitaxel is a very 
effective anticancer drug but has poor solubil- 
ity and lacks tumor specificity. Monoclonal im- 
munoglobulins have good solubility properties 
and better tumor specificity, but lack good 
therapeutic efficacy. The goal was to develop a 
conjugate that would be inactive until at- 
tached to the malignant cell. The conjugate 
was produced by synthesizing 2'-glutaryl pac- 
litaxel from glutaric anhydride. The latter's 
free carboxyl group was derivatized with 
N,N1-carbonyldiimidazole followed by addi- 
tion of the monoclonal antibody (11). The 
binding character of the antibody was not al- 
tered by adding it to paditaxel, and paclitax- 
el's cytotoxicity also was not affected when 
tested in rat neuroblastoma cell lines (11). 

2.1.4.2 Cationic Rhodacyanine Dye Analog 
(Comparative Distribution). One cytotoxic tar- 
get in a malignant cell is the cell's mitochon- 
dria, the membranes of which are negatively 
charged. Therefore, a positively charged mol- 
ecule lipophilic enough to pass through the 
cell's hydrophobic membrane's lipid bilayer 
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might be one way to obtain comparative distri- 
bution within the cell. It has been found that 
the positively charged rhodyacyanine dyes 
pass through the hydrophobic cell membrane 
lipid bilayer and concentrate in the negatively 
charged mitochondria membranes. Of course, 
both malignant and benign nucleated cells 
have mitochondria. The selectivity claimed for 
the rhodacyanine dyes (12) is based on the 
observation that carcinoma cells have a higher 
mitochondrial membrane potential relative to 
that of benign cells (12). 

2.1.4.3 Tricyclic Thiophene (Comparative 
Distribution and Comparative Metabolism). 
The National Cancer Institute uses a panel of 
60 human tumor cell lines to develop a "fin- 
gerprint" that, when analyzed using appropri- 
ate software, provides leads to mechanisms of 
cytotoxicity. An example is a tricyclic thio- 
phene (13) that showed selective accumula- 
tion and metabolism in renal tumor cell lines. 
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Preliminary work in cell cultures and extracts 
indicate that a CYP 450 enzyme in the malig- 
nant cells may be responsible for forming an 
oxidized product that binds to proteins inside 
the cell. The latter leads to the cytotoxic re- 
sponse (13). 

2.1.4.4 Diphtheria Toxin (Comparafive Bio- 
chemisfry). Rhabdomyosarcomas are charac- 
terized by a fusion protein formed from two 
abnormal genes that may contribute to the tu- 
mor cell's immortality, possibly by inhibiting 
apoptosis. By a process called protein swap- 
ping, the gene for diphtheria toxin A-chain is 
inserted into the malignant cell by a plasmid 
vector, thereby producing a fusion protein 
containing the toxin's A-chain and causing 
these tumor cells to undergo programmed cell 
death. Cells lacking the defective genes do not 
experience protein swapping and the gene for 
the toxin A-chain is not expressed (14). 

2.1.5 Summary. The examples used in the 
treatment of cancers are attempts at trying to 
increase the selectivity in cancer chemother- 
apy using Professor Albert's three compara- 
tive principles. Nearly all of the drugs used 
today in cancer chemotherapy interfere with 
cell replication. Unfortunately, it has been dif- 
ficult to specifically target malignant cells 
while sparing normal cells (i.e., gastric lining, 
skin, bone marrow). The end result is the use 
ofvery toxic drugs in the treatment of disease. 
If it were not for the lethality of most cancers, 
cancer chemotherapeutic drugs would not be 
approved by the regulatory authorities. 

2.2 Dopaminergic Receptors 

2.2.1 Receptor Destruction (Comparafive 
Cytology). Although selective toxicity in drug 
design focuses on mechanisms that avoid ad- 
verse reactions, the concept can be applied to 

models that help explain how receptors are 
destroyed during the disease process. Parkin- 
son's disease involves destruction of dopami- 
nergic receptors. Molecular probes that are 
very specific to dopaminergic receptors tar- 
geted in Parkinson's disease and do not affect 
other receptors in the brain are useful in de- 
termining how the disease progresses. One 
such probe is 1-methyl-4-phenylpyridinium 
[MPP+, (15)l obtained by monoamine oxidase 
B oxidation of 1-methyl-l,2,3,6-tetrahydropy- 
ridine [MPTP, (14)]. MPPt inhibits mito- 
chondrial complex I. It has been suggested 
that this inhibition results in less ATP for the 
neuron, depolarization of the mitochondria, 
and generation of reactive oxygen species, 
which leads to neuronal death. This model 
does not explain why dopaminergic neurons 
are more susceptible than other aerobic cells 
to MPP+. In a series of experiments using an- 
other mitochondria1 complex I inhibitor, rote- 
none, it appears that MPPf is specific to the 
structure of the dopaminergic receptor (15). 

2.3.1 introduction. The approach to anti- 
infective therapy is based on the drug's being 
selectively toxic to the pathogen and, ideally, be- 
ing "ignored" by the patient's cells. This group 
of widely prescribed drugs is covered in more 
detail in a separate chapter. Thus, this discus- 
sion is limited to a representative set of exam- 
ples. Table 7.1 provides a summary of sites 
where antibiotics exert their antibacterial activ- 
ity. The reader should refer to the anti-infectives 
chapters for discussions of structure-activity re- 
lationships (SARs), including how to reduce the 
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Table 7.1 Summary of Sites Where Antibiotics Exert Their Antibacterial Effect 

Site of Action Antibiotic Class 
- - - - - - - - - 

Bacterial cell wall (peptidoglycan) synthesis P-Lactams, Bacitracins, Vancomycin 
Bacterial ribosomal units Aminoglycosides, Tetracyclines, Macrolides 
Organization of bacterial membrane Polyrnixins, Colistins, Gramicidins 
Bacterial DNA gyraseltopoisomerase Quinolones 
Folic acid biosynthesis Sulfonamides 
Dihydrofolate reductase Trimethoprim 

risk of antibiotic resistance and improve the 
drug's pharmaceutical properties. 

Most of the examples in this section are 
based on Professor Albert's principle of com- 
parative biochemistry. Comparative cytology 
also plays a role, although most of the time 
this principle frustrates the drug designer and 
clinician. Many times antibiotics will be effec- 
tive against Gram-positive but not Gram-neg- 
ative bacteria. This difference often is attrib- 
uted to the additional proteoglycan layer on 
the outside of the cell wall of Gram-negative 
bacteria. At the macro level, the additional 
barrier that keeps the gram stain from enter- 
ing the bacterium also hinders the antibiotic 
from entering the cell. 

valently binding to "protein-binding proteins" 
(Fig. 7.5). The carbonyl carbon of the steri- 
cally strained p-lactam ring is attacked by the 
serine hydroxyl at the protein's active site, 
forming a stable covalent protein-antibiotic 
conjugate. In general, the p-lactam antibiotics 
are very safe. Adverse reactions are usually 
found in a small subset of patients who are 
allergic to this group of drugs. 

2.3.2 Examples Based on Chemical Class 
2.3.2.1 P-Lactams (Comparative Biochemis- 

try). The p-lactam antibiotics consist of two 
major groups, penicillins (16) and cephalopor- 
ins (17), both of which are still the most widely 
prescribed drugs indicated for bacterial infec- 
tions. They exhibit classic selective toxicity be- 
cause they inhibit a key enzyme, transpepti- 
dase, in the biosynthesis of the bacterial cell 
wall, a structure not found in the lipid bilayer 
of mammalian cell membranes. The inhibition 
is complex and involves the antibiotic co- 

2.3.2.2 Aminoglycosides (Comparative Bio- 
chemistry and Comparative Distribution). In 
contrast with the P-lactam antibiotics, the ami- 
noglycoside antibiotics have more structural di- 
versity (Fig. 7.6). Examples include streptomy- 
cin, the gentamycin family, the kanamycin 
family, and the neomycin family. The one struc- 
tural characteristic they have in common is one 
or two amino hexoses connected to a six-mem- 

Ser 

Figure 7.5. Penicillin mechanism. 
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bered ring substituted with alcohols and amino 
moieties. Sometimes these are called aminocy- 
clitols. Because the latter do not have an ano- 
meric carbon, they are not sugars. 

The aminoglycosides bind to the bacterial 
30s ribosomal unit, causing inhibition of ini- 
tiation of protein synthesis and sometimes 
misreading of the genetic code. Fortunately, 
the ribosomal units in mammalian cells are 
sufficiently different that the aminoglycosides 
do not readily bind to mammalian ribosomes. 

Unfortunately, the arninoglycoside antibiot- 
ics do have severe toxicities. The neomycin farn- 
ily has such severe nephrotoxicity that these 
drugs usually are only administered topically. 
One of the most distressing and common ad- 
verse responses is ototoxicity, which can lead to 
permanent deafness. Although the biochemical 
mechanism of this toxicity is poorly understood, 
these antibiotics concentrate in the lymphatic 
tissue of the inner ear. The half-lives of the arni- 
noglycosides are five to six times longer in the 
otic fluid compared to that of the plasma (16). 
This is an example in which comparative distri- 
bution increases the toxicity of the drug. 

2.3.2.3 Tetracyclines (Comparative Biochem- 
istry and Comparative Distribution). Like the 
aminoglycoside antibiotics, the tetracyclines 
(18) preferentially bind to the 30s ribosomal 
subunit, thus preventing elongation of peptide 
chains. In addition, the tetracyclines are actively 
transported into the bacterium, causing the 
drugto concentrate in the susceptible cell. Mam- 
malian cells lack this active transport system for 
tetracyclines. Interestingly, some resistant bac- 
teria have an active efflux system that can pump 
the tetracycline back out of the cell. 

The tetracyclines are considered relatively 
nontoxic. Their ability to chelate di- and triva- 
lent cations, particularly divalent calcium, can 
be a problem during certain periods of a 
patient's development. Tetracyclines are de- 

posited in the bones of fetuses and growing 
children. They also are deposited in the devel- 
oping teeth, producing discoloration. There- 
fore, tetracyclines normally are contraindi- 
cated for infants and pregnant women, 
although this problem is easily handled by pre- 
scribing an alternate antibiotic. 

2.3.2.4 Macrolides (Comparative Biochem- 
istry). Erythromycin (R = H) (19), clarithro- 
mycin (R = CH,) (191, and azithromycin (20), 
produced by ring expansion of erythromycin, 
reversibly bind to the bacterial 50s ribosomal 
subunit. The result is inhibition of the grow- 
ing protein chain. (Carbon 9 is labeled on 
erythromycin for reference.) Selective toxicity 
is achieved because these agents do not bind to 
mammalian ribosomes. 

The macrolide antibiotics are not as selective 
as other anti-infective drugs. They can cause se- 
vere epigastric distress, possibly functioning as a 
motilin receptor agonist, which stimulates gas- 
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targets two bacterial DNA topoisomerase I1 
enzymes, also known as DNA gyrases. DNA 
gyrase relaxes and reforms the DNA supercoil 
that is necessary for DNA to first be read and 
then reformed during replication. Selective 
toxicity arises because mammalian cells do not 
have DNA gyrases, although they do have a 
topoisomerase 11. The latter requires a much 
higher dose of quinolones for inhibition to oc- 
cur. Although no group of drugs administered 
internally is completely nontoxic, the quino- 
lones show good selectivity. 

tric motility. This group also inhibits cyto- 
chrome P450 isozymes, CYPlA2 and CYP3A4. 
Table 7.2 lists the clinically relevant interac- 
tions. In each case, erythromycin causes an in- 
crease in serum concentrations of the drugs 
whose metabolism is inhibited by the antibiotic. 

2.3.2.5 Quinolones/Fluroquinolones (Com- 
parative Biochemistry). The quinolones/fluro- 
quinolones (21) are one of the newer chemical 
classes of antibiotics and are completely syn- 
thetic. Their mechanism of action is unique 
among the antibiotics. The quinolone group 

2.3.2.6 Sulfonamides/Sulfanilamides and 
Diaminopyrimidines (Comparative Biochemis- 
try and Comparative Distribution). The discov- 
ery of sulfonamides (22) was the start of modern 
antibacterial chemotherapy and gave credence 
to the "magic bullet" ideal in drug design. The 
sulfonamide pharmacophore has several impor- 
tant applications in drug design. Although there 
are very few antibacterial sulfonamides still be- 

Table 7.2 Erythromycin-Drug Interactionsn 

T Serum Levels Remarks 

XF'1.42 Inhibition 
Theophylline Rifampin inhibits CYPlA2 metabolism of theophylline. 

X 3 A 4  Inhibition 
Warfarin Recommend monitoring when beginning or stopping erythromycin. 
Cisapride Cisapride is contraindicated in patients taking erythromycin. 
Alprazolam Patients on these drugs should be monitored for increased sedation. 
Diazepam 
Midazolam 
Triazolam 
Atorvastatin 
Cerivastatin 
Lovastatin 
Simvastatin 
Sildenafil 
Astemizole 
Cyclosporine 

Patients should be monitored for statin adverse reactions including liver and 
muscle damage. 

Lower doses should be considered. 
Astemizole is contraindicated in patients taking erythromycin. 
Serum levels should be monitored. 

"Pharmacists Letter, Document 150401 (2001). 



ing used in medicine, the sulfonamide moiety is 
found in diuretics (furosemide, thiazide, and thi- 
azide-like, carbonic anhydrase inhibitors) and 
oral hypoglycemics (chlorpropamide, glyburide, 
glipizide, glimepiride, and other sulfonylureas). 

The sulfonamides are selective for a key re- 
action found only in bacteria. Most bacteria 
synthesize their own folic acid. In contrast, 
humans obtain their folic acid from food and 
vitamin supplements. Therefore, in bacteria 
sulfonamides block folic acid biosynthesis by 
competitive inhibition of dihydropteroate syn- 
thase, which is the enzyme used by bacteria to 
incorporatep-aminobenzoic acid to form dihy- 
dropteroic acid (Fig. 7.7). Upon the addition of 
glutamic acid to the latter, the bacteria syn- 
thesize dihydrofolic acid (FAH,, FH,, DHF). A 
second antibiotic, trimethoprim (23), selec- 
tively inhibits bacterial dihydrofolate reduc- 

Selective Toxicity 

tase. As long as the patient's folic acid status is 
adequate, there is minimal metabolic toxicity 
from the sulfonamides or trimethoprim. 

In contrast with these two antibacterial an- 
tibiotics, methotrexate (24) is one of the most 
used cytotoxic drugs for malignancies and, in 
lower doses, an immunosuppresive in autoim- 

I 
mune diseases (i.e., psoriasis and rheumatoid 
arthritis). Methotrexate inhibits mammalian 
dihydrofolate reductase (DHFR), which is 
found in every cell that uses one of the coen- 
zyme forms of folic acid. Because of its poor 
comparative biochemical selectivity, it is com- 
mon to administer one of the tetrahydrofo- 
lates as an antidote for methotrexate toxicity. 

Dihvdrofolate reductase also is a ~otential 1 
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gal version of this enzyme. The result was py- 
rimethamine (25), which shows a preference 
for plasmodia dihydrofolate reductase relative 
to the mammalian enzyme. 

2.3.3 Examples Based on the Target Organ- 1 
ism. When the pathogen's biochemistry and 
cell structure becomes more mammalian-like, 
it becomes more difficult to target a specific 
site that is significantly different from that 
found in the host. In some cases, the pathogen 
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is able to hide from the host's immune system. 
This creates a problem getting the drug to the 
microorganism, which leads to reduced selec- 
tivity. 

2.3.3.1 Antiviral Drugs (Comparative Bio- 
chemistry). Viral biochemistry duplicates much 
of the host's biochemistry because it is a com- 
plete parasite. A virus cannot reproduce un- 
less it is inside the host's cells where it uses 
many, if not all, of the cell's DNA and RNA 
polymerases, ribosomes, and t-RNAs. In con- 
trast with bacteria where most antibiotics are 
effective against a wide variety of microorgan- 
isms, antiviral drugs are specific for narrow 
virus types. This is because the virus biochem- 
istry tends to be specific for the virus type. 
Amantadine (26) and rimantadine (27) only 
block the uncoating of Influenza A, whereas 
oseltamivir (28) and zanamivir (29) inhibit vi- 
ral neuraminidase found in influenzas A and 
B. Both sets of antiviral drugs show good se- 
lectivity for the virus. 

In contrast, the large number of drugs used 
to treat human immunodeficiency virus infec- 
tions target enzymes (RNA-dependent DNA 
polymerase and HIV protease) specific to this 
virus and, in general, show poor selectivity for 
a variety of reasons. See Table 7.3 for exam- 
ples and the antiviral chapter for more infor- 
mation. 

2.3.3.2 Anfimycobacferial Drugs (Compara- 
tive Biochemistry and Comparative Cytology). 

Selective Toxicity 

Mycobacteria-caused diseases are difficult to 
treat because the bacterium's complex outer I 

membrane makes it difficult to get the drug in- 
side the microorganism. It also is very slow 
growing, making it less susceptible to drugs that 
will stop the mycobacterial's reproduction: One 
of the standard drug treatments is isoniazid 
(301, which, after oxidative activation, inhibits 
mycolic acid biosynthesis. Mycolic acid is an es- 
sential part of the mycobacterium's cell wall. In 
contrast with the P-lactam antibiotics that show 
excellent selectivity, isoniazid has a boxed warn 
ing regarding adverse responses involving the 
liver, particularly in older patients whose life- 
style may have damaged this organ. Rifampin 
(31) shows a significant preference for DNA- 
dependent RNA polymerase. Even though the 
selectivity for the bacterial enzyme is very 
good, rifampin also induces the CYPlA2 and 
CYP3A4 isozymes and can be the cause of clin- 
ically significant drug-drug interactions (Ta. 
ble 7.4) that result in decreased serum concen- 
trations of drugs metabolized by these 
isozymes. 

2.3.3.3 Antifungal Drugs (Comparative Bio. 
chemistry). Selective toxicity is more difficult 
with these targets. Most are structurally based 
on ergosterol, the central fungal sterol, and its 
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Table 7.3 Representative Antiviral Drugs Classified by Virus 

Virus Drug Site of Activity Remarks 

Influenza Type A 

Influenza Types A and B 

Herpes Simplex I and I1 
(HSV I and 111, 
Varicella zoster (VZV) 

Human 
Immunodeficiency 
Virus (HIV) 

Cytomegalovirus (CMV) 

Amantadine 
Rimantadine 
Oseltamivir 
Zanamivir 

Acyclovir 
Famciclovir 

Zidowdine 
Didanosine 
Zalcitabine 
Lamivudine 
Stavudine 
Abacavir 
Delavirdine 
Nevirapine 
Efavirenz 
Indinavir 
Ritonavir 
Saquinavir 
Nelfinavir 
Amprenavir 
Lopinavir 

Foscarnet 
Cidofovir 

Blocks uncoating or entrance 
of the virus into the cell 

Viral neuraminidase 

Substrate for herpes 
thymidine kinase 

HIV-RNA-dependent DNA 
polymerase (reverse 
transcriptase) 

HIV protease 

Viral DNA-dependent DNA 
polymerase 

Good selectivity. Restricted 
to Influenza Type A virus. 

Good selectivitv. Effective " 

against both Influenza 
Types A and B virus. 

Good selectivity. This group 
of drugs are very poorly 
phosphorylated by the 
host cell's kinases. 

Although mammals do not 
have reverse 
transcriptase, the 
inhibitors also inhibit the 
host cell's DNA- 
dependent DNA 
polymerase. 

This group of drugs are very 
effective, but they have a 
large number of adverse 
reactions. The 
mechanisms of these 
complications are poorly 
understood. 

There is a preference for the 
viral polymerase, but 
these drugs also inhibit 
the host cell's DNA 
polymerase. 

biosynthesis. Because ergosterol and its biosyn- limited to topical use. Several of the groupings 
thesis are so similar to that of cholesterol, anti- are summarized in Table 7.5. More detailed in- 
fungal drugs show poor selectivity when used formation is to be found in the chapter on anti- 
internally. Thus, several antifungal drugs are fungals. 

: Table 7.4 Rifampin-Drug Interactionsa 

i 
1 Serum Levels Remarks 

k CIPlA2 Induction 
Theophylline Rifampin induces CYPlA2 metabolism of theophylline. 

W 3 A 4  Induction 
Warfarin Recommend monitoring when beginning or stopping rifampin. 

Recommend monitoring when beginning or stopping rifampin. 
Depending on the clinician and the patient, rifampin can be 

contraindicated for these anti-HIV drugs. 

Saquinavir 
Oral contraceptives Nonhormonal methods of birth control or warn the patient to refrain from 

intercourse. 

"Pharmacist's Letter, Document 150401 (2001). 
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Table 7.5 Antifungal Drugs Classified by Site of Action 

Site of Drug's Action Drug Remarks 

Ergosterol in fungal Amphotericins 
membrane 

Poor selectivity: Complexes with 
cholesterol (whose structure is very 
similar to that of cholesterol) in 
mammalian kidneys. Selectivity might 
be increased by forcing amphoteracin 
into an extended conformation." 

Fungal C-14a- Ketoconazole, Fluconazole, Most are limited to topical use because of 
demethylase Itraconazole, poor selectivity. The same enzyme is 

Clotrimazole, found in the biosynthesis of cholesterol 
Miconazole, Terconazole in mammals. 

Fungal squalene-2,3- Tolnaftate, Naftifine, Most are limited to topical use because of 
epoxidase Terbinafine poor selectivity. The same enzyme is 

found in the biosynthesis of cholesterol 
in mammals. 

2.3.3.4 Drugs Used to Treat Parasitic Infec- 
tions (Comparative Biochemistry). The selec- 
tivity for receptor sites specific to parasites gen- 
erally is not good. There are problems with 
patient compliance because of significant ad- 
verse reactions. Drugs must be taken over long 
periods of time and are costly for a patient pop- 
ulation generally living in economically de- 

"H. Resat, F. A. Sungur, M. Bagmski, E. Borowslu, andV. Aviyente, J. Cornput.-Azded Mol. Des., 14,689-703 (2000) 

prived areas. The result is that diseases caused 
by parasites are difficult to treat. Malaria, the 
most common disease in this group, involves 
hundreds of millions of people. The quinine- 
based drugs, which are widely used to treat this 
disease, interfere with the last steps in the pa- 
tient's heme biosynthesis that cause an increase 
in porphyrins, which may be toxic to the para- 
site. With the site of action being an essential 
component of the patient's metabolism, these 
drugs can be very toxic to the patient. See the 
chapter on drugs used to treat malaria and other 
parasitic infections for more information. 

3 DRUG CHIRALITY 

Many drugs are asymmetric. At least 25% are 
marketed as racemic mixtures (17). The Unit 
ed States Pharmacopeia recognizes this in de- 
fining the chemical standards for many drugs 
(18). Examples include: 

Clomiphene Citrate, USP (Fig. 7.8) 
Clomiphene citrate contains not less than 

98.0% and not more than 102.0% of a mixture 
of the (El- and (2)-geometric isomers of 
C,,H,,ClNOAC,H,O,, calculated on an anhy- 
drous basis. It contains not less than 30.0% 
and not more than 50.0% of the 2-isomer. 
Doxepin Hydrochloride, USP (Fig. 7.9) 

Doxepin hydrochloride, an (E)- and (2)- 
geometric isomer mixture, contains the equiv- 
alent of not less than 98.0% and not more than 
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Figure 7.8. Clomiphene isomers. 

102.0% of doxepin (C,,H,,NOAHCl), calcu- 
lated on a dried basis. It contains not less than 
13.6% and not more than 18.1% of the (2)- 
isomer and not less than 81.4% and not more 
than 88.2% of the (E)-isomer. 
Cefprozil, USP (Fig. 7.10) 

Although not specifically defined as a mix- 
ture, it is clear from the assay procedure that 
it is a mixture. The chromatographic proce- 
dure requires preparation of a resolution solu- 
tion consisting of a mixture of equal volumes 
of the Cefprozil (2)-isomer standard prepara- 
tion and of the stock solution used to prepare 
the Cefprozil (E)-isomer standard prepara- 
tion. The final line in the assay reads, "Calcu- 
late the quantity, in micrograms of cefprozil 
(C,,H,,N303S) in each mg of the Cefprozil 
taken by adding the values, in micrograms per 
mg, obtained for the cefprozil (2)-isomer and 
for cefprozil (E)-isomer." 

Figure 7.10. Cefprozil isomers. 

It now is realized that many times only one 
isomer contains the pharmacological activity. 
The routes of a drug's metabolic degradation 
also may vary with the isomer. In a few cases, 
the adverse responses may be stereoselective. 
Here are a few representative examples in 
which stereoselectivity can be significant (19). 

3.1 Propoxyphene 

Dextropropoxyphene [Darvon, (32)] is mar- 
keted as an analgesic, and levopropoxyphene 
(Nowad) as an antitussive (33). (Note that the 

Figure 7.9. Doxepin isomers. 



brand name Novrad is Darvon spelled back- is superior to the other. S-Verapamil (34) is 
ward and, therefore, the mirror image of Dar- the more active pharmacological stereoisomer 
von.) than the less active R-verapamil (351, al- 

though the former is more rapidly metabo- 
3.2 Verapamil lized by the first-pass effect. (First-pass refers 
This calcium channel antagonist illustrates to orally administered drugs that are exten- 
why it is difficult to conclude that one isomer sively metabolized as they pass through the . 

S-Warfarin 

Figure 7.11. CYOd 

7-Hydroxy-S-Warfarin 

$50 2C9 metabolism of S-warfarin. 
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Figure 7.12. CW450 3A4 metabolism of R-warfarin. 

liver. It is not as significant when the drug is 
administered parenterally because the drug is 
dispersed before reaching the liver.) There- 
fore, intravenous administration of the race- 
mic mixture of verapamil produces a longer 
duration of action than when administered 
orally because the more potent S-isomer will 
be metabolized more slowly. 

3.3 Warfarin 

The S-isomer of warfarin is more active and is 
metabolized by the CYP450 2C9 (CYP2C9) 
isozyme (Fig. 7.111, whereas the R-isomer is 
metabolized at a different position by CYP450 
3A4 (CYP3A4) (Fig. 7.12) (20-22). The fact 
that two different CY.450 isozymes are re- 
quired for warfarin metabolism and polymor- 
phism is seen with CYP2C9 increases the 
chances of drug-drug interactions with this 
potent anticoagulant. Indeed, the package 
insert lists 22 different pharmacological 
classes of drugs that can alter warfarin's 
pharmacological response, as measured by 
prothrombin timelinternational normalized 
ratio (PTIINR). Specific examples are found 
in Table 7.6. 

3.4 Other Examples 

There are many synthetic products where 
the drug is marketed as a specific stereoiso- 
mer. Early SAR studies on the phenethyl 
amines showed that the substituent stereo- 
chemistry on both the a-carbon (amine car- 
bon) and @-carbon (benzylic carbon) is cru- 
cial. Dextrorotatory substituents on the 
p-carbon increase central activity relative to 
that of the enantiomeric levorotatory ana- 
log. In contrast, levorotatory substituents 
on the P-carbon increase peripheral activity 
relative to that of the dextrorotatory analog. 
As already mentioned, the dextrorotatory 
opiates have antitussive activity and low 
abuse potential whereas the levorotatory 
opiates are analgesics with such high 
abuse potential that most are classified as 
Schedule I1 drugs by the Drug Enforcement 
Agency. Sometimes the generic name indicates 
the specific isomer: dextroamphetamine (Fig. 
7.13), dexamethasone (36), dextromethor- 
phan (6), levamisole (37), levobupivacaine (38), 
levothyroxine (Fig. 7.13), and levodopa (Fig. 
7.13). 

Table 7.6 Potential Inhibitors and Inducers of Warfarin Metabolisma 

Warfarin 
Isomer CW3A4 Inducers CYP3A4 Inhibitors 

R-warfarin Carbamazepine, phenobarbital, dexamethasone, Amiodarone, diltiazem, erythromycin, 
nevirapine, phenytoin, rifabutin, rifampin mole antifungals, norfloxacin, 

zafirlukast, zileuton 

CW2C9 Inducers CYP2C9 Inhibitors 

S-warfarin Carbamazepine, phenobarbital, phenytoin, Amiodarone, cimetidine, azole 
primadone, rifampin antifungals, fluoxetine, isoniazid, 

sertraline, zafirlukast 

aPharmacists Letter, Document 150401 (2001). 
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D-DOPA L-DOPA 

Figure 7.13. Stereoisomers based on L-phenylalanine. 

Other than its use as an analytical tool, the 
optical rotation does not provide information as 
to the molecule's shape, which, of course, deter- 
mines fit at the receptor. Figure 7.13 contains 
drawings for a group of drugs based on L-phenyl- 

(38) 

alanine or L-tyrosine. R- and S-Amphetamine 

vous system (CNS) activity but stronger cardio- 
vascular effects compared to that of their S-iso- 
mers (dextro isomers). 

Steric differences in the two thyroxine iso- 
mers also cause differences in biochemical re- 
sponse. Both S- and R-thyroxine bind to thy- 
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roglobulin. The S-isomer (L-thyroxine) has 
about six times the antigoiter activity relative 
to that of R-thyroxine (D-thyroxine). The dif- 
ference is more pronounced with the triiodo- 
thyronine isomers. S-Triiodothyronine has 13 
times the antigoiter activity relative to that of 
R-triiodothyronine (23, 24). The fact that R- 
thyroxine is not devoid of hormonal activity is 
evidence for its being contraindicated in eu- 
thyroid patients who were prescribed the drug 
for hypercholesterolemia. (R-Thyroxine is no 
longer sold in the United States.) 

Finally, there is L- or D-DOPA. This drug is 
the natural metabolite from hydroxylation of 
~4yrosine. Keeping in mind that some peptide 
antibiotics contain D-amino acids, one would 
not expect D-DOPA to be a good substrate for 
DOPA decarboxylase. Further, repeated stud- 
ies show that D-DOPA (R-isomer) does not 
have significant neurotrophic effects (25). 

Levamisole [S-isomer; (37)l is an interest- 
ing drug. Its original indication was the treat- 
ment of worms in animals, possibly by block- 
ing the parasite's cholinergic receptors. Later 
it was found that levamisole restores the im- 
mune response in humans when given with 
the anticancer drug 5-fluorouracil for the 
treatment of certain cancers of the colon. In 
contrast the R-isomer (dexamisole) shows lit- 
tle anthelmintic activity (26, 27). 

A recent drug is the local anesthetic, 
levobupivacaine, the S-isomer (38) of bupiva- 
caine. Many of the local anesthetics affect the 
neurons servicing the cardiac muscle. Some- 
times this can be useful for the treatment of 
cardiac arrhythmias. On the other hand, par- 
ticularly when administered in large amounts 
such that plasma levels become significant, 
some local anesthetics may cause depression 
of the myocardium, decreased cardiac output, 
heart block hypotension, bradycardia, and 
ventricular arrhythmias. Bupivacaine has 
been resolved with the S-isomer showing less 
cardiotoxic responses but still good local anes- 
thetic activity (28). 

4 ADDITIONAL PHARMACOLOGICALLY 
ACTIVE AGENTS 

See the specific chapters for more complete 
discussions for each of the following pharma- 
cological groups. 

4.1 Bisphosphonates (Comparative 
Distribution) 

Osteoporosis is an increasing problem in an 
aging population. Its mechanism is very com- 
plex because bone metabolism is intricate. Be- 
sides its structural or support role, bone can 
be considered as the body's calcium reservoir 
used to maintain calcium homeostasis. That 
means that there has to be a means for cal- 
cium to be stored as hydroxyapatite when not 
needed and removed from bone as blood levels 
begin to decrease. For purposes of this discus- 
sion, consider that osteoporosis results when 
the osteoblast (bone-forming) and osteoclast 
(bone-resorption) cells are not in balance. 

Two widely used drugs (39), alendronate (R 
= 2-n-propylamine; Fosamax) and rise- 
dronate (R = 3-pyridyl; Actonel), used for re- 

ducing the rate of calcium loss from bone tis- 
sue, belong to the bisphosphonates class. Both 
are administered orally and are widely distrib- 
uted in the tissues and then concentrate onto 
the hydroxyapatite, where there are osteoclast 
cells. Although the mechanism of their toxic- 
ity is not understood, both drugs can cause 
local irritation and, for some patients, actual 
damage to the gastric linings. Even without 
damage, patients can experience severe gas- 
tric pain such that adherence is poor. Patients 
are advised to take either drug in an upright 
position with a full glass of water in the morn- 
ing, 30 min before eating breakfast. It must be 
remembered that the bisphosphonates will be 
taken by the patients for the rest of their lives 
or until a better drug is discovered. Of the two 
drugs, risedronate appears to exhibit less ad- 
verse reactions, but it contains the same warn- 
ing regarding taking it in an upright position 
with a glass of water. The selectivity of the 
current bisphosphonates is poor. 
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Arachidonic acid 

Figure 7.14. End products from the 
genase cascade. 

cy clooxy - 

4.2 Inhibitors of Cyclooxygenase I (COX-1 ) 
and I I  (COX-2) (Comparative Biochemistry 
and Comparative Distribution) 

Beginning with aspirin through today's non- 
steroidal anti-inflammatory drugs (NSAIDs), 
the cyclooxygenase inhibitors have been very 
beneficial for the control of inflammation and 
fever. It now is realized that COX exists in at 
least two isozyme forms. COX-1 is constitutive 
and is found in many tissues. Its inhibition can 
reduce the integrity of the tissues where inhi- 
bition of COX-1 occurs. Note the outline 
shown in Fig. 7.14. Inhibition of the COX en- 
zymes will reduce levels of prostacyclins, pros- 
taglandins, and thromboxanes. Examples in- 
clude the gastric lining and the kidney 
tubules. Although the NSAIDs are reasonably 
specific for cyclooxygenase, this enzyme is lo- 
cated at the beginning of an essential set of 
reactions, producing a diverse group of active 
compounds. There is an important difference 
between COX-1 and COX-2. Whereas COX-1 is 
constitutive, COX-2 is induced in tissues 
where inflammation is occurring. Therefore, 
selectivity is increased by designing NSAIDs 
that preferentially inhibit COX-2 in tissues ex- 
periencing inflammation without affecting 
COX-1 in healthy tissue (29,301. 

Fortunately, there are sufficient differences 
in the receptor sites of these two isozymes that 
compounds with reported good selectivity can be 
designed. The NSAIDs such as indomethacin 
(Indocin), (40) that inhibit COX-1 have a car- 
boxylate group that binds to the guanidium res- 
idue of an arginine. COX-2 has a valine where 

Cyclooxygenase 2 

Prostaglandin G2 

Prostaglandin H2 

xtacyclins Prostaglandins Thromboxanes 

COX-1 has a bulkier isoleucine. The latter's 
larger hydrophobic side chain blocks entrance to 
a pocket that both enzymes contain. The net 
result is that the older acidic NSAIDs preferen 
tially bind to COX-1 and the newer COX-2 inhib- 1 
itors, rofecoxib Wioxx, (41)] and celecoxib [Cele- 
brex, (42)], do not bind well to the COX-1 site 
because the bulky aromatic ring on the COX-2 
inhibitors cannot enter the cleft "guarded" by 
COX-1's isoleucine. 
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4.3 Antihistamines (Comparative 
Biochemistry and Comparative Distribution) 

With two distinct classes of receptors and sig- 
nificant differences in their locations, antihis- 
tamines have good to excellent selectivity. 
First, there are the H1 and H2 receptor 
classes. Histamine is produced by a variety of 
cells. Patients taking the H1 antihistamines 
do so in response to the release of histamine 
from mast cells. These are located in the respi- 
ratory passages, skin, and gastrointestinal 
tract and are the cause of what patients refer 
to as an allergic response. The "first genera- 
tion of H1 antihistamines" represented by di- 
phenhydramine [Benadryl, (43)l and chlor- 

pheniramine [Chlor-Trimeton, (4411 are 
effective, but they cross the blood-brain bar- 
rier, causing mild to significant sedation. In- 
deed, some of the early antihistamines are 
used as nonprescription sleep aids. They also 
could show anticholinergic effects. Sometimes 
the combination of crossing the blood-brain 
barrier and anticholinergic activity was put to 
good use in antinausea drugs, particularly 
when caused by motion sickness. The familiar 

Dramamine is the chlorotheophylline salt of 
diphenhydramine (43). Thus, useful as these 
products are, the first generation of antihista- 
mines show poor selectivity. 

In contrast, the second generation of H1 
antihistamines, loratidine [Chitin,  (45)l and 
fexofenadine [Allegra, (46)l show better selec- 

tivity because they are less likely to cross the 
blood-brain barrier, and, therefore, preferen- 
tially inhibit peripheral H1 receptors. As can 
be seen from their structures, they tend to be 
larger molecules. Nevertheless, their distribu- 
tion is not an either-or situation. The second- 
generation H1 antihistamines still have cen- 
tral effects. 

The H2 antihistamines, or blockers, are 
mainly used to reduce the secretion of gastric 
HC1. Their structure-activity relationships 
are significantly different from those of the H1 
antagonists. Using cimetidine [Tagamet, (4711 
as the prototypical molecule, H2 antagonist 
structure-activity relationships are based on 
the histamine structure. The selectivity of this 
group of drugs for the H2 receptor in the gas- 
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tric lining is remarkable when one considers 
how widely distributed are the H2 receptors. 
Although no drug is without adverse reac- 
tions, the H2 antagonists are approved for 
nonprescription use. 

4.4 Selective Estrogen Receptor Modulators 
(Cornpara tive Biochemistry) 

The pharmacology of the selective estrogen re- 
ceptor modulators (SERMs) is complex (see 
the chapter covering this group). They are not 
simple agonists or antagonists. Rather they 
can be considered variable agonists and antag- 
onists. Their selectivity is very complex be- 
cause it is dependent on the organ where the 
receptor is located. 

This complexity can be illustrated with ta- 
moxifen [Nolvadex, (48)], which is used for 
estrogen-sensitive breast cancer and reducing 
bone loss from osteoporosis (31). Prolonged 
treatment, however, increases the risk of en- 
dometrial cancer. Thus, tamoxifen is an estro- 
gen antagonist in the mammary gland and an 
agonist in the uterus and bone. In contrast, 
raloxifene [Evista, (49)l does not appear to 
have many agonist properties in the uterus, 
but like tamoxifen is an antagonist in the 
breast and agonist in the bone. 



5 Insecticides 

4.5 Phosphodiesterase Inhibitors 

Inhibitors of phosphodiesterase type 5 have an 
important role in maintaining a desired life- 
style: treatment of erectile dysfunction caused 
by a variety of conditions. Originally devel- 
oped for the treatment of angina (and not ef- 
fective for this purpose), male test subjects re- 
ported the ease of having an erection, and the 
rest is history (32). A complex mechanism is 
involved. Nitric oxide (NO) activates guany- 
late cyclase, forming cyclic GMP (cGMP), 
which is hydrolyzed by a phosphodiesterase. 
Sildenafil [Viagra, (50)l and the newer com- 
pounds, cialis (51) and vardenafil(52), inhibit 
the phosphodiesterase. The selectivity is good, 
but it must be remembered that cyclic GMP, 

like cyclic AMP, is ubiquitous and, therefore, 
the phosphodiesterases required to hydrolyze 
these chemical transmitters are also ubiqui- 
tous. There are a wide variety of phosphodies- 
terase isoforms and their distribution tends to 
be uneven. In other words, phosphodiesterase 
type 5 tends to be found in the corpus caver- 
nosum and type 6 in the retina. Depending on 
the organ and enzyme isoform, sildenafil 
shows a 10 to 8500 times preference for the 
type 5 isoform (33, 34). More information on 
this group of drugs is found in another chapter 
of this series. 

5 INSECTICIDES 

This chapter closes with a brief description of 
the type of selectivity seen with insecticides. 
Today an insecticide must show good selectiv- 
ity by targeting the insect and not affect the 
plant or mammal consuming the plant. Ide- 
ally, exploiting the principle of comparative 
biochemistry would be the goal, but many 
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times the principle of comparative distribu- 5.1.2 Spinosyns. A commercial mixture of 
tion is used by designing an insecticide to be the natural products spinosyns A and B (54) is 
nonsystemic and remain on the surface of the reported to selectively activate insect acetyl- 
plant. Usually it can be washed off. Alterna- choline receptors. They appear to have good 
tively, a systemic insecticide is desired to kill selectivity for the insect receptor. 
sucking insects. Another approach is to design 
an insecticide that will degrade before the 
plant is harvested. Although the thrust is to 5.2 Insect Growth Regulators (Comparative 

protect humans and animals that consume the Biochemistry) 

~lan ts ,  safety of farm workers and food proces- Many of the insecticides in this class mimic 
sors also is important (35, 36). The following insect juvenile hormone, including the insect- 
classification is based on the target. molting hormone, 20-hydroxyecdysone. This 

group of compounds are considered to have 
5.1 Neurotoxic Insecticides (Comparative excellent selectivity because hormonal control 
Biochemistry and Comparative Distribution) 

of development in insects differs significantly 

5.1 .I Neonicotinoids. The prototype com- from those of vertebrates. The growth regula- 

pound that has wide use is imidacloprid (53). tors prevent the insect from undergoing nor- 

This group preferentially binds to the nico- ma1 maturation. 

tinic acetylcholine receptors of insects relative 
to those found in animals (37). Their lipophi- 5.3 Inhibitors of Oxidative Phosphorylation 
licity also tends to increase their safety for (Comparative Biochemistry and Comparative 
aquatic species. Distribution) 

This group tends to show specificity for either 

C l G  CH2 

mitochondrial complex I or 111. The basic se- 
lectivity is not as good as the neurotoxins and 

\ /  \ insect growth regulators. Mammals have sim- aN'No2 ilar mitochondrial complexes. Selectivity can 
be increased by administering the insecticide 
as a proinsecticide that is converted to the ac- 
tive chemical by an enzyme found only in the 

(53 )  
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insect. Pharmacokinetic properties also may 
help increase selectivity. 

6 CONCLUSION 

Selective toxicity is an important goal and con- 
cept that must be used in designing a success- 
ful biologically active molecule. Today's drugs 
increasingly are being used to treat complex 
disease processes whose target receptors are 
found at several locations throughout the pa- 
tient's body. There is selectivity within these 
receptors. The challenge continues to be to 
discover these differences and then use the 
principles of comparative biochemistry, distri- 
bution, cytology, and stereochemistry in de- 
signing new and better drugs. 
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1 INTRODUCTION 

Chemotherapy is a mainstay of cancer thera- 
pies given to patients today. From the intro- 
duction of systemic chemotherapy in the late 
1940s, an individual's response has been rec- 
ognized to be dependent on many factors 
unique to the host, as well as the specific his- 
tologic and genetic subtype of malignancy. 
The design of rational, effective chemothera- 
peutic protocols involves using agents to 
which the tumor is susceptible that have dif- 
ferent mechanisms of action, nonoverlapping 
dose-limiting toxicities, and that attack the 
malignant cells during different phases of the 
cell cycle. However, because of baseline ge- 
netic alterations in tumor cells and the fact 
that malignant cells can acquire pleiotropic 
changes in the presence of chemotherapy, tu- 
mors may still become refractory to both 
drugs they have been exposed to as well as to 
drugs with which they have never been 
treated. The latter case, termed multidrug re- 
sistance, can involve compounds with com- 
pletely unrelated structures and mechanisms 
of action (1, 2).  Clinical resistance occurs as 
the resistant clones are positively selected for 
during a course of chemotherapy (3). Despite 
the emergence of new classes of chemothera- 
peutic agents and the widespread use of ratio- 
nal protocol design, the study of the panoply of 
mechanisms of drug resistance continues to be 
essential for using this tool effectively for the 
most resistant subtypes of malignancies. 

This chapter will attempt to describe some 
examples of acquired resistance in cancer 
cells, and discuss strategies employed thera- 
peutically to overcome this resistance. Addi- 
tionally, some somatic mutations also alter 
the susceptibility of a tumor to chemotherapy, 
and these will be discussed in brief. It is im- 
portant to note, that although beyond the 
scope of this chapter, somatic polymorphisms 
that affect the amount of drug or dose inten- 
sity of a drug regimen given to a patient can 
ultimately impact the induction of resistance 
in tumor cells exposed to subclinical doses of 
drug and are also important clinical consider- 
ations concerning drug resistance. 

amplify copies of the genes encoding the 
drug's target and transcribe and translate 
more of the target molecules, overwhelming 
the drug's cytotoxic ability. Finally, some pre- 
existing somatic mutations that are present in 
the tumor cell confer resistance to therapy and 
must be considered when choosing active 
agents for individuals. 

Drug Resistance in Cancer Chemotherapy 

2 MECHANISMS OF RESISTANCE 

In 1984, Goldie and Coldman published a 
- 

landmark paper attempting to use a mathe- 
matical model to follow the emergence of clin- 
ical drug resistance (4). This model attempted 
to describe clonal heterogeneity in tumors 
that provided the means for positive selection 
of resistant clones in the presence of a con- 
stant fraction of cell-kill during chemotherapy 
(Fig. 8.1). The Goldie-Coldman hypothesis of 
acquired mutations during therapy directly 
impacting resistance provides a basic frame- 
work for understanding drug resistance in the 
clinical setting. 

The cancer cell exhibits uniaue molecular 
properties, which render the cell unable to 
halt replication in the presence of DNA dam- 
age. Thus, cancer cells can continue to survive 
despite DNA damage, can rapidly incorporate 
new molecular configurations that confer a 
survival benefit, and can replicate rapidly and 
efficiently, increasing the speed at which mo- 
lecular mechanisms of resistance can be incor- 
porated into the population of cells. These 
changes include increased gene copy, muta- 
tions, altered transcription, and epigenetic 
changes. The overall phenotype of a cancer 
cell that has incorporated these changes in its 
genome is a cell that either no longer accumu- 
lates drug, no longer makes the drug's target 
protein, or alters the target protein in such a 
way that the protein no longer binds or is af- 
fected by the drug (see Table 8.1). 

2.1 Alterations in Drug Targets 

One of the first mechanisms of acquired resis- 
tance to chemotherapy by the tumor cell was 
determined to be an alteration of the protein 
targeted by the drug, either by loss or gain of 
function. Additionally, some tumor cells can 
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Figure 8.1. Goldie-Coldman model of tumor growth versus acquisition of drug-resistant clones 
measured by mutation rate. As acquired mutations increase over time, the probability of cure with 
chemotherapy decreases secondary to the emergence of drug resistance. Plot of two mutation rates, 
A and B, where A > B (function p = eKmN, where "the function defines the probability of there being 
zero resistant cells present for any given value of the tumor size and the mutation rate to resistance"). 
As tumors approach the steep portion of the curves, any increase in number of resistant cells 
significantly impacts the probability of success with single agent therapy, and combination chemo- 
therapy should be considered. Adapted with permission from J. H. Goldie and A. J. Coldman AJ, The 
genetic origin of drug resistance in neoplasms: Implications for systemic therapy. Cancer Res., 44, 
3643-3653 (1984). 

or cells that had increased levels of intra- for de novo purine synthesis, pyrimidine syn- 
ular dihydrofolate reductase (DHFR) after thesis, and ultimately for the synthesis of 
sure to the antifolate, methotrexate (5- amino acids. Because of its critical role in the 
HFR is required to maintain intracellular folate pathway, this enzyme is the target of 

creased expression of drug's target DHFR, methotrexate 
reased expression of biologic target Bcrlabl, imatinib mesylate (Gleevac, ST15711 

Thymidylate synthase, 5-fluorouracil 
mor mutations in drug target Topoisomerase 11, epipodophyllotoxins 
ations in intracellular retention of drug 

RFC, methotrexate 
or increases efflux of drug MDR, MRPs, BCRP and substrates 

mor affects pharmacologic path FPGS, methotrexate 
responsible for retention of drug 
terations in drug detoxification pathways Cellular glutathione pathway, alkylators 
creased DNA repair OGAT, nitrosureas 
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the 4-amino folate analogs, or antifolate drugs 
(e.g., methotrexate). Some tumors that devel- 
oped resistance to methotrexate over time 
were found to have amplified the DHFR gene, 
and subsequently increased levels of ex- 
pressed DHFR enzyme (5,6). These cells had 
increased DHFR activity, and an increased 
concentration of methotrexate was required 
to kill these cells. Mutation of DHFR has 
also been documented in some cell lines with 
acquired methotrexate resistance, resulting 
in either a DHFR molecule that is catalyti- 
cally less active than wild-type DHFR or is 
less able to bind antifolates, but this has 
not yet been documented in patient samples 
(8, 9). 

Another mechanism of resistance is to am- 
plify genes encoding oncogenic fusion pro- 
teins. A new area of active investigation is the 
production of antitumor agents that target tu- 
mor tissue, avoiding damage to normal host 
tissue. One strategy is to target oncogenic fu- 
sion proteins, expressed in tumor cells with 
chromosomal translocations that result in an 
expressed protein. For example, BCRIABL is a 
chimeric protein, whose expression is the re- 
sult of the unbalanced translocation of chro- 
mosomes 9 and 22. BCRIABL has been identi- 
fied in both chronic and acute lymphocytic 
leukemias. The expressed protein is a tyrosine 
kinase. ST1571 (Gleevac) was developed for its 
ability to inhibit the tyrosine kinase of BCRI 
ABL. In viuo, ST1571 is able to successfully 
eradicate malignant lymphoblasts on initial 
exposure to the drug. However, patients uni- 
formly relapse after therapy. Studies done 
with cells in culture show that these cells de- 
velop resistance due to either amplification of 
bcrlabl after prolonged exposure to ST1571 or 
due to a single amino acid substitution in the 
threonine residue of the Abl portion of the fu- 
sion protein that is required for hydrogen 
bond formation with the drug molecule (10). 
Therefore, the early clinical results need to be 
viewed with caution, and additional investiga- 
tion of combination therapies is currently un- 
derway. 

Additional mechanisms of resistance occur 
when somatic variations of gene sequence af- 
fect a drug target. 5-Fluorouracil (5FU) is 
a chemical analog of uracil, and in viuo, is 

converted to its active metabolite 5-fluoro-2- 
deoxyuridine monophosphate (5-Fd-UMP). 
5-Fd-UMP inhibits thymidylate synthase 
(TS), an enzyme required in the de nouo py- 
rimidine synthesis pathway. Somatic poly- 
morphism~ in the enhancerlpromoter region 
of (TS) have been documented, which involve 
a variable number of tandem repeats (VNTRs), 
and have been shown to influence cellular re- 
sponse to 5FU exposure (and potentially anti- 
folate exposure) (11, 12). Cells whose promot- 
ers contain three repeats have higher TS 
activity than do cells with two repeats because 
of enhanced TS expression. Patients with a 
homozygous genotype for two tandem repeats 
have lower TS activity; therefore, tumor cells 
derived from this somatic background will re- 
spond well to 5FU therapy when compared 
with patients with a homozygous genotype for 
three repeats (13). Therefore, prospective 
pharmacogenetic screening of the host's so- 
matic TS promoter region may help predict 
both tumor response to conventional doses of 
5FU, as well as consider either alternative 
drug regimens or increasing 5FU dosing for 
patients with higher TS activity. 

Finally, cancer cells can acquire structural 
changes in drug targets over time. Topoisom- 
erase I1 is an enzyme targeted by several anti- 
cancer drugs because of its normal cellular 
role in affecting nuclear structure and func- 
tion. Topoisomerases induce transient breaks 
in the phosphodiester backbone of DNA. Class 
I1 topoisomerases are necessary for the in- 
ducement of double-strand breaks during 
DNA synthesis, transcription, and chromo- 
somal segregation, resolving torsional strain 
induced during the unwinding of DNA. Topo- 
isomerase I1 inhibitors (epipodophyllotoxins 
and anthracyclines) stabilize the topoisomer- 
ase 11-DNA covalent bond intermediate after 
scission has occurred, creating DNA damage 
that ultimately results in cell death. Multiple 
mutations in topoisomerase I1 have been iden- 
tified in tumor cells. These mutations have 
been shown in uitro to induce resistance either 
through reduction in enzyme activity or alter- 
ation in protein structure that prevents bind- 
ing of drug to the topoisomerase molecule (re- 
viewed in Ref. 14). 
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2.2 Alterations in lntracellular Retention 
of Drug 

By reducing the drug's ability to enter the cell 
or by rapid efflux of the drug from the cell, the 
cancer cell effectively removes the ability of 
the drug to exert its effect. This can be accom- 
plished by either reducing copies of the genes 
for transporters required for the drug's influx 
into the cell or by increasing copy number of 
genes encoding transporters that rapidly ef- 
flux either the parent drug or the activated 
drug metabolite from the cell. Additionally, 
the cell can decrease metabolism of the parent 
drug, preventing the formation of toxic acti- 
vated metabolites. 

Altered influx of a drug as a mechanism of - 
mor resistance has been documented for 
rapy with methotrexate. The reduced fo- 
e carrier (RFC) is an ATP-dependent trans- 
rter that actively imports reduced folates 
o the cell against a concentration gradient 

for their use in DNA, RNA, and amino acid 
synthesis. Classic antifolates (e.g., methotrex- 
ate) are also transported via RFC into the cell. 
Mutations in RFC have been isolated in both 
human and rodent cells with acquired resis- 
tance to methotrexate (15). These mutations 

RFC resulted in decreased methotrexate ac- 
mulation in the tumor cells, and therefore 
s cytotoxicity when these cells were exposed 
increasing doses of methotrexate (15). Addi- 

onally, some human leukemia cells have been 
d to decrease expression of RFC, conferring 
ked resistance to antifolate therapy (16). 

By increasing the efflux of drug molecules 
the cell, resistance can be achieved. A 

set of ATP binding cassette (ABC) trans- 
rters are localized to the plasma membrane 
cells, and when expressed, confer resistance 
multiple structurally unrelated drug com- 
unds (this family of transporters is summa- 
ed with relevant references at http:// 

www.nutrigene.4t.com/humanabc.htm) (17). 
ese include the multidrug resistance pro- 

in (MDR), the multidrug resistance-related 
tein (MRP) and related family members, 

d the breast cancer resistance protein 
RP). Expression of these gene products is 
n turned on in tumor cells after they ac- 

alterations or deletions in the regulator 
normally controlling their expression 

(e.g., P53 or N-MYC) (18-21). Therefore, tu- 
mor cells can either increase expression of sev- 
eral ABC transporters after the transforma- 
tion event, thus conferring de novo resistance 
to a broad spectrum of drugs or increase ex- 
pression of these transporters after exposure 
to a drug in vivo. Because these transporters 
do transport a spectrum of compounds, up- 
regulation of ABC transporters in tumor cells 
not only yields cells that are resistant to drugs 
they have had previous exposure to, but also to 
drugs to which they have not yet been ex- 
posed. This limits the number of agents that 
can then be effectively used for eradication of 
these tumors in vivo. 

MDR1, otherwise known as the P-glycopro- 
tein (Pgp), was first identified in cells selected 
for muitidrug resistance (22). It was subse- 
quently discovered that cells that overexpress 
MDRl acquire resistance to several com- 
pounds (primarily cationic and hydrophobic in 
structure), including etoposide, anthracy- 
clines, taxanes, vinca alkaloids, steroids, and 
actinomycin D (23). A somatic mutation in 
MDRl has been identified (SNP in exon 26, 
C3435T) that confers a twofold decrease in du- 
odenal exmession of MDRl and a fourfold re- - 
duction of activity in homozygous mutant in- 
dividuals (24). The allele frequency for this 
mutation is ethnically distributed, with high 
frequency of the C allele found in African pop- 
ulations (25). The presence of somatic muta- 
tions in MDRl may have prognostic value 
for patients treated with chemotherapeutic 
agents that are substrates for this trans- 
porter. 

MRP was first isolated in 1991 by Cole and 
colleagues, who were studying a small cell 
lung cancer cell line with acquired resistance 
unrelated to the expression of MDRl (26-28). 
Since the discovery of MRP, many related 
family members have also been isolated (e.g., 
MRP2-6), each of which confer resistance to a 
signature spectrum of anionic compounds. 
(Table 8.2). Up-regulation of expression of 
MRPs in tumors, both at diagnosis and at re- 
lapse, have been documented. These tumors 
have been shown both in vitro and in vivo to be 
less responsive to chemotherapy (reviewed in 
Ref. 29). 

Somatic mutations in MRP2 that result in 
expression of an inactive transporter have 
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Table 8.2 Multidrug Resistance Transporters and Chemotherapy Substrates 
(as Validated In V i t r o )  

MDRl Vinca alkaloids, anthracyclines, taxanes, actinomycin D; epipodophyllotoxins, steroids 
MRPl Doxorubicin, daunomycin, vincristine, etoposide, methotrexate 
MRP2 Vinca alkaloids, cisplatin, CPT-11, methotrexate 
MRP3 Etoposide, teniposide, methotrexate, vincristine 
MRP4 Methotrexate, purine antimetabolites 
MRP5 Purine antimetabolites 
BCRP Mitoxantrone, camptothecins, anthracyclines 

been identified as the causative mutations in 
Dubin-Johnson Syndrome, an inherited disor- 
der characterized by chronic mild hyperbiliru- 
binemia (30-32). Patients who are heterozy- 
gotes for these mutations also excrete excess 
bilirubin byproducts in urine. It is suspected 
that mutations in this transporter may also 
contribute to hepatic toxicity with some anti- 
cancer drugs, and this is under current inves- 
tigation. 

BCRP was first identified in breast cancer 
cell lines with acquired resistance to mitox- 
antrone. Unlike MDR and the MRPs, BCRP is 
a "half molecule" transporter and is thought 
to function as either a homo- or heterodimer. 
This transporter also transports several anti- 
cancer agents (Table 8.2) (33, 34). Interest- 
ingly, a polymorphism has been identified in 
the third transmembrane domain of this pro- 
tein that alters its substrate profile (35). At 
amino acid 482, three variants were isolated 
with nonredundant amino acid substitutions 
(arginine, glycine, and threonine). The fre- 
quency of the SNPs responsible for these sub- 
stitutions is being investigated and may prove 
to be an additional somatic mutation that can 
alter individual response to chemotherapy. 
Additionally, the cell type in which BCRP is 
expressed may affect its substrate profile, es- 
pecially if it is determined that this protein 
can function as a heterodimer. Conceivably, 
different cell types might express different 
"partners" for BCRP function, which would 
alter its substrate specificity profile. 

Alterations in the pharmacologic retention 
of a drug molecule within the cell are also doc- 
umented as a mechanism for resistance. Meth- 
otrexate is an anionic compound with a mono- 
glutamate moiety, to which intracellular 
fclylpolyglutamate synthase (FPGS) adds ad- 
ditional glutamate molecules. Polyglutamy- 

lated methotrexate is highly anionic and is no 
longer a substrate for either passive or active 
efflux from the cell. These polyglutamylated 
metabolites are active inhibitors of all pro- 
teins in the folate metabolism pathway nor- 
mally inhibited by the parent molecule and 
provide prolonged toxicity when retained 
within the cell. In childhood acute lympho- 
blastic leukemia (ALL), patients with T lym- 
phoblastic ALL have lower overall formation 
of polyglutamylated MTX than do patients 
with B lineage ALL. Because T lineage ALL is 
known to have a worse prognosis than B lin- 
eage ALL, the mechanism by which this occurs 
was investigated in primary ALL blasts. T lin- 
eage blasts were found to have lower FPGS 
activity than B lineage blasts, providing the 
mechanism by which less active metabolite 
was formed, and the tumor cells were more 
resistant to therapy (35-37). 

2.3 Alterations in Drug Detoxification 

Cells use secondary metabolism pathways 
(e.g., phase I1 metabolism) for the primary 
purpose of making drug molecules more water 
soluble in order to efflux them from the cell. 
By enhancing phase I1 metabolism, cancer 
cells can rapidly excrete drugs, thereby reduc- 
ing their overall exposure time to the cytotoxic 
agents. For example, alterations in the gluta- 
thione conjugation pathway can alter a tumor 
cell's sensitivity to drugs that are significantly 
excreted via conjugation with glutathione. 

y-Glutamlycysteinylglycine, or reduced glu- 
tathione, is nucleophilic and conjugates with 
electrophilic atoms in three primary reac- 
tions: (1) nucleophilic addition of glutathione 
to electrophiles (e.g., detoxifies epoxides), (2) 
reduces lipid and DNA hyperoxides (e.g., thy- 
mine hydroperoxide), and (3) readily directly 
reduces some free radicals (e.g., hydroxy and 
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a. Although these enzymes are polymorphic, 
with p and 0 mutations comprising the major- 
ity of polymorphisms within the population, 
tumor cells usually up-regulate only the a and 
~risoforms, thereby making these the most im- 
portant predictors of tumor resistance. GSTs 
are active as either homo- or heterodimers. In 
uitro assays of GST activity in tumor cells has 
shown that in vivo tumor cells have increased 
GST activity, which renders them resistant to 
alkylating agents (38). Drugs with convincing 
data for the impcrtance of glutathione conju- 
gation in vivo include chlorambucil, melpha- 
lan, nitrogen mustard, acrolein, BCNU, hy- 
droxyalkenals, ethacrynic acid, and steroids 

2.4 Increased DNA Repair 

By increasing either the rapidity of DNA 
repair or decreasing the efficiency of repair, 
cancer cells can overcome some of the DNA 
damage exerted by certain chemotherapeutic 
agents. One example is 06-alkyl guanine alkyl 
transferase (OGAT), a constitutively expressed 

carbon). Glutathione is present at high con- 
centrations in tissues (0.1-10 rnM) but is 
present in highest concentration in the liver 
(5-10 mM). At these high concentrations, glu- 
tathione can undergo nonenzymatic conjuga- 
tion with nucleophiles. Cancer cells are noted 
for decreased glutathione concentrations 
when compared with the somatic tissues from 
which they are derived. Decreased intracellu- 
lar glutathione pools prevent detoxification of 
nucleophiles. However, this decreased intra- 
cellular concentration of glutathione in some 
cell types is caused by overexpression of MRPs 
1 a n d ,  which use glutathione to cotransport 
anticancer agents from the cell, even when 
these compounds are not conjugated to GSH 
(e.g., vincristine) (38). Conversely, some can- 
cer cells have been shown to have elevated in- 
tracellular glutathione concentrations (two- 
to threefold), providing resistance to vinblas- 
tine, adriamycin, and VP-16 (39). 

In tissues with low glutathione concentra- - 
tions, glutathione-S-transferases are impor- 
tant to mediate glutathione conjugation to nu- 
cleophiles. There are multiple GST isozymes 
that have extensive substrate overlap. In hu- 
mans, four cytosolic subfamilies of GSTs are 
important for drug detoxification: T, p, 6, and 

DNA repair protein, which removes alkyl 
groups from the 06-position of guanine in 
DNA. Tumor cells that exhibit high OGAT ac- 
tivity are resistant to agents that form 06- 
alkyl adducts, such as the nitrosureas (e.g., 
BCNU) and triazene compounds (e.g., procar- 
bazine and temozolomide). Agents are cur- 
rently in development that inactivate OGAT, 
rendering tumors sensitive to nitrosourea and 
triazene therapy (41). 

2.5 Defective Apoptosis 

Apoptosis, or programmed cell death, is an en- 
ergy-dependent process by which cells un- 
dergo an orderly series of intracellular events 
leading to cell death. This process is initiated 
by a cell in response to specific stimuli, such as 
DNA damage. Apoptosis is required for main- 
taining appropriate function and structure of 
normal proliferating for renewable tissues. 
Disruption of the normal programmed cell 
death response prevents cells from self-de- 
structing when irreversible damage takes 
place, and they survive with this damage. Be- 
cause they do not apoptose, these cells can con- 
tinue to replicate unchecked. Two examples of 
genes that are commonly mutated in cancer 
cells are p53 and bc12. 

p53 is a transcription factor, which in its 
wild-type form, both represses and initiates 
specific promoter transcription in addition to 
several other cellular functions. In normal 
cells,p53 is activated in response to DNA dam- 
age, triggering either growth arrest or apopto- 
sis depending on the current stage of the cell 
cycle (Fig. 8.2). Greater than 50% of tumors 
have been documented to contain functional 
inactivation of p53. The cancer cell genome is 
rendered unstable secondary to these alter- 
ations inp53 or other changes that inactivate 
the apoptotic pathway (e.g., bcl-2). This allows 
for multiple secondary and tertiary molecular 
changes within the cancer cell genome (both 
in coding and noncoding regions), some of 
which are exploited in the presence of drug to 
allow for survival of the cell despite therapy. 
Cells that have mutant p53 show a propensity 
to amplify DNA and show a distinct growth 
advantage to cells with wild-type p53. There- 
fore, these tumor cells can continue to divide, 
even under the selective pressure of chemo- 
therapeutic agents whose mechanism of ac- 
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Chemotherapy induces DNA damage 

Activation of wild-type p53 

Blocks cycle 

Cycle resumes 
when damage 
is repaired. 

Apoptosis 

Cell death 

Figure 8.2. Chemotherapy induces DNA damage, stimulating activation of p53. Based on the stage 
of the cell cycle the cell is in when the damage takes place, different pathways are activated. When 
damage occurs early in the cell cycle, progression is arrested until DNA damage is repaired. Late in 
the cell cycle, apoptosis is stimulated. 

tion is to damage DNA. Lowe et al. showed became sensitive to these drugs and died F 
that normal mouse embryo fibroblasts lacking the apoptotic pathway (44). 
the p53 gene were resistant to doxorubicin, bc12 is an oncogene, the expression of whil 
5-FU, and etoposide (42, 43). When the p53 inhibits apoptosis. In tumor cells, be12 is ac 
gene was transfected into these cells, the cells vated, allowing cell to survive in the face 
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cellular damage that would normally signal 
for programmed cell death, thus making these 
cells more resistant to chemotherapy-induced 
cytotoxicity. In vitro models of cell lines with 
bcl-2 activation show that these cells continue 
to divide and grow despite high concentrations 
of drug in the media (45). 

2.6 Epigenetic Changes 

Changes in the cancer cell phenotype that 
do not alter the genotype (i.e., epigenetic 
changes) are an additional source of drug re- 
sistance. One example is the process of meth- 
ylatioddemethylation of DNA. Epigenetic si- 
lencing of tumor suppressor genes has been 
documented in human cancers. Methylation 
of DNA occurs in eukaryotic cells. DNA meth- 
yltransferase catalyzes the reaction, whereby 
a methyl group is transferred to the carbon 5 
position of the cytosine ring within a 5'-CG-3' 
sequence. Methylation of genes silences ex- 
pression by preventing binding of transcrip- 
tion factors and recruiting binding of other 
proteins that limit the accessibility of the gene 
to the cell's transcription machinery. Demeth- 
ylation of a gene activates its expression. Nor- 
mal methylation patterns are disrupted in 
many tumor cells, with tumors exhibiting de- 
creased methylation in areas of repetitive 
DNA and an increase in methylation of pro- 
moter CpG islands. Hypermethylation of tu- 
mor suppressor genes has been documented in 
many tumor cells, and tumor-specific patterns 
of gene methylation has identified a subset of 
patients whose tumors display widespread 
methylation abnormalities. These tumors are 
referred to as displaying the CpG island meth- 
ylate phenotype (CIMP), and these patients 
tend to respond less well to chemotherapy. 
The exact mechanism by which this occurs is 
not known, but investigators are currently de- 
termining whether this phenomenon extends 
to drug targets or enzymes that catalyze drug 
activation/detoxification pathways. 

3 STRATEGIES TO OVERCOME 
RESISTANCE 

The future strategy to overcome resistance 
will be to individualize a patient's therapy pro- 
spectively, employing both knowledge of the 

patient's somatic mutations in drug metabo- 
lizing enzymes, drug receptors, and drug tar- 
gets with knowledge of tumor-specific changes 
that affect cytotoxicity of agents normally 
given systemically to patients. Some strate- 
gies used clinically are pharmacokinetic-based 
strategies, pharmacogenetic-based strategies, 
and basic tumor biology-directed strategies for 
dosing. The future of individualization,for pa- 
tients lies in developing algorithms for dosing, 
based on a synthesis of all of these methods, to 
determine an overall phenotype for each pa- 
tient prospectively. 

3.1 Pharmacokinetic Monitoring 

One strategy to overcome tumor cell resis- 
tance to chemotherapy is to employ pharma- 
cokinetic strategies to further intensify doses 
of drugs by giving the maximally tolerated 
dose of drug as close together as possible. For 
example, by using 24-h methotrexate infu- 
sions clinically, one can presumably overcome 
the resistance phenotype seen in tumors over- 
expressing certain ABC transporters in vitro, 
whereby long exposure to methotrexate was 
able to overcome the high levels of resistance 
observed after short (4-h) exposure (e.g., 
MRP 1-3) (46 - 48). Additionally, higher serum 
concentrations of methotrexate can overcome 
the resistance achieved by increased quanti-' 
ties of DHFR intracellularly or decreased ex- 
pression of the reduced folate carrier. Unfor- 
tunately, not all interpatient variability can be 
determined prospectively for pharmacokinetic 
strategies to be completely effective prior to an 
individual's initial exposure to drug. Addition- 
ally, pharmacokinetic-guided dosing can be la- 
bor intensive for both the patient and medical 
staff. 

3.2 Pharmacogenetic Monitoring 

Pharmacogenetic-based strategies are cur- 
rently used to identify monogenic traits in pa- 
tients that would alter either a predisposition 
to toxicity or the efficacy of response. Cur- 
rently, these strategies are not used prospec- 
tively in patients to alter dosing a priori, but 
rather once a patient experiences toxicity or 
doesn't respond to therapy, genotyping is per- 
formed. The future of pharmacogenetic moni- 
toring, however, will be to develop dosing 
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based on multiple genotypes in an individual 
(49-51), creating rational selection of drugs 
and doses for individual patients. 

One example of a well-characterized poly- 
morphism in drug metabolism that is cur- 
rently used to screen patients treated with 
thiopurines is the SNPs present in thiopurine 
methyltransferme. 6-Mercaptopurine is a thiol- 
substituted analog of hypoxanthine, used to 
treat patients with acute lymphoblastic leuke- 
mia. TPMT methylates both the parent com- 
pound (6-MP) and the active phosphorylated 
metabolites of 6-MP, resulting in detoxifica- 
tion of the compound. Patients with homozy- 
gous mutations in (G238C) (TPMT*2) or - 
(G460A and A719G) (TPMT*3A) experience 
profound neutropenia when exposed to thio- 
purines (52-54). Heterozygotes for these auto- 
soma1 codominant mutations experience in- 
termediate toxicity, with as many as one-third 
of these patients requiring a dose-reduction of 
thiopurines during therapy for ALL (55). 
Therefore, these somatic mutations alter the 
ability of patients to receive maximal doses 
potentially altering outcome in some studies. 

3.3 Biologic Inhibition of Tumor Cell 
Proaerties (ABC Transaorters) 

Cyclosporine A, (CSA) and PSC833 are agents 
that block MDR1-mediated efflux of sub- 
strates in vitro and have been used systemi- 
cally to inhibit MDRl during chemotherapy, 
with mixed results (56). CSA has had some 
improvement in efficacy for systemic chemo- 
therapy, probably because of the fact that it is 
a nonselective inhibitor and also inhibits 
BCRP-mediated efflux. 

4 CONCLUSIONS 

Drug resistance continues to provide an obsta- 
cle for administering chemotherapy to pa- 
tients. Although some patients respond very 
well to chemotherapy, a significant number of 
treatment-refractory tumors are still under 
study. Ultimately, the combined knowledge of 
patient-specific factors that alter our ability to 
administer optimal doses of chemotherapy 
and tumor-specific factors that result in de- 
creased efficacy of chemotherapy will be used 
to more efficiently dose patients. As new drugs 

emerge for bioselective treatment of tumors, 
understanding induction of resistance contin- 
ues to be essential for providing the best ther- 
apy to patients. With the powerful genomics 
tools that are becoming more available, it will 
soon be feasible to monitor both tumor and 
somatic variations in DNA sequence, expres- 
sion of proteins, and in vitro response to ther- 
apy before initiating therapy in patients, 
thereby providing information required to 
reach the ultimate goals of reducing the inci- 
dence of side effects, improving response to 
therapy, and preventing the induction of resis- 
tant malignant clones in vivo. 
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Antiviral Agents, DNA 

1 INTRODUCTION DNA viruses have assumed more impor- 
tance as pathogens as the prevalence of pa- 

Antiviral chemotherapy is conceptually no dif- 
ferent than chemotherapy of other infectious 
agents, but the therapeutic targets are more 
limited. Viruses are obligate intracellular par- 
asites that rely heavily on their host cell to 
produce progeny virions. The virus may sup- 
ply as few as two nonstructural proteins to the 
production line, but may borrow dozens of cel- 
lular proteins to gain access to the cell, pro- 
duce the components of new virions, assemble 
them, and export them from the cell. The ge- 
nome sizes of viruses range from 25% to <1% 
the size of typical pathogenic bacteria. Fur- 
thermore, because they borrow heavily from 
cellular metabolic pathways, they tend to en- 
code proteins that are similar to cellular pro- 
teins. Viruses have relatively few proteins 
with unique activities not found in the host 
cell. Thus, the difference between inhibiting a 
viral protein and its cellular equivalent may be 
small. With most viruses, one is forced to con- 
centrate on a small number of targets and find 
compounds that can exploit the sometimes 
subtle differences between viral proteins and 
cellular proteins with similar functions. Occa- 
sionally, a more effective approach has been to 
not attack the virus directly, but rather to 
stimulate the body's own defenses to fight it 
more effectively. Some of the more effective 
antiviral agents have been compounds that 
stimulate the immune response against the vi- 
rus. 

2 THE VIRUSES 

There are seven families of DNA viruses that 
are pathogenic for humans. These pathogens 
come from the Adenoviridae, Hepadnaviridae, 
Herpesviridae, Polyomaviridae, Papilloma- 
viridae, Parvoviridae, and Poxviridae families. 
Herpesviruses, hepadnaviruses, and papillo- 
maviruses are well established as human 
health problems and as targets for antiviral 
chemotherapy. The biology of adenoviruses, 
parvoviruses, polyomaviruses, and poxviruses 
has been intensively studied, but these viruses 
have not been pursued as drug targets to the 
extent of the other viral families. 

tients with suppressed immune function has 
increased. This increased prevalence comes in 
turn from two sources: greater use of organ 
transplantation and the AIDS epidemic. Most 
of the DNA viruses are ubiquitous in the hu- 
man population, but several become a serious 
health threat in the absence of a fully func- 
tional immune system. The lack of immune 
surveillance allows them to propagate essen- 
tially unchecked. In particular, the overall 
health threats posed by herpesviruses, hepati- 
tis B virus (HBV), papillomav~ses, and poly- 
omaviruses are worsened by immunodefi- 
ciency. 

DNA viruses are defined as having their 
genome in the form of DNA for the infectious 
phase of their life cycle, although HBV goes 
through an RNA intermediate during the rep- 
lication cycle. Their genomes vary in size from 
approximately 5000-300,000 base pairs (by 
comparison, human cells contain about 3 x 
lo9 base pairs). The biology and clinical details 
of these viruses has been reviewed in detail 
elsewhere (1); only the features most likely to 
be important to drug development will be dis- 
cussed here. We start with a general discus- 
sion of traits that apply to most viruses, fol- 
lowed by specific discussions of each family. 

Most of the DNA viruses are chronic vi- 
ruses-they infect their host and establish a 
persistent infection in specific cell types that 
may last for the lifetime of the host. Two re- 
quirements of such a long-lasting relationship 
are a host cell in which it can remain indefi- 
nitely and a means of avoidingdetection by the 
immune system. For instance, a-herpesvi- 
ruses tend to infect nondividing cells in which 
they can "lie low" by turning off the expres- 
sion of most viral genes. On the other hand, 
y-herpesviruses infect dividing cells, but they 
have evolved special mechanisms for persist- 
ing in these cells and evading the immune sys- 
tem. Their genome is designed to be recog- 
nized similarly to host cell DNA, such that 
cellular machinery replicates it when the cell 
divides. They have also tailored the proteins 
needed to maintain their presence in dividing 
cells to evade the immune system. Some rela- 
tionships are not as sophisticated; for in- 



stance, most HBV and papillomavirus infec- 
stroyed by the immune system, 

t rates of production of virions are high 
ough to ensure long-term propagation of 
e viruses in a portion of the infected pop- 
ation. In this portion, a chronic infection 
ill be established that will last for years to 

decades, thus providing a reservoir of virus 

The following are the general steps needed 
s to produce progeny. 

. Adsorption and entry. Adsorption to the 
cell is mediated through interactions be- 
tween ligands on the viral surface and spe- 
cific cellular receptors, often involving mul- 
tiple cellular proteins. Entry is usually by 
one of two routes, either fusion of a viral 
membrane with the cellular membrane or 
internalization by endocytosis and release 
of the virus from internal vesicles. These 
steps create the potential for good drug tar- 
gets, and drugs to block retroviral binding 
have been developed. However, our under- 
standing of the virus-receptor interactions 
for DNA viruses is not yet sufficient to be 
used for drug development. 

, Uncoating and processing. The extent of 
uncoating varies between species. In some 
cases, the DNA genome, with a minimal set 
of associated proteins, is transferred from 
the capsid to the nucleus. At the other ex- 
treme, some viruses, such as poxviruses, do 
a minimal amount of uncoating, and the 
entire replication process takes place in a 
specialized viral structure constructed by 
the virus in the cellular cytoplasm. Other 
~teps may be required to prepare the ge- 
nome for use, such as circularization of the 
linear herpesvirus genome after removal 
from the capsid or conversion of the par- 
tially double-stranded HBV genome to a 
completely double-stranded, covalently 
closed circular form. Again, uncoating and 
processing steps have not yet been ex- 
ploited for drug development. 

. Transcription of early proteins. These in- 
clude both regulatory proteins and pro- 
teins needed for replicating the viral ge- 
nome. While critical to the production of 

progeny virions, achieving selectivity in in- 
hibiting transcription of specific genes has 
posed a severe limitation, independent of 
whether the genes are cellular or viral. 
Herpesviruses provide an additional poten- 
tial target, in that the productive cycle may 
be delayed indefinitely after infection (i.e., 
the virus becomes latent), in which case a 
reactivation step is needed to move the vi- 
rus into the lytic cycle. Reactivation is a 
potential drug target, and in some cases, 
the reactivation pathways have been par- 
tially mapped. However, it is largely an- 
other form of transcriptional regulation 
and has not been profitably pursued as a 
drug target. 
Viral genome replication. This is the pri- 
mary focus of attention for all DNA viruses 
except papillomaviruses, polyomaviruses, 
and parvoviruses, which lack a virally en- 
coded polymerase. Polymerase is the obvi- 
ous target, but accessory proteins provide 
additional possibilities. Inhibitors of the 
helicase activity of papillomaviruses have 
been identified, but drugs have not yet been 
developed against this enzyme. Nucleoside 
kinases of herpesviruses represent another 
piece of the replication machinery that has 
played a central role in drug development, 
because they permit the use of drugs that 
are inactive in uninfected cells. These ki- 
nases perform the first addition of a phos- 
phate to nucleoside analogs. Analogs that 
are poorly recognized by cellular kinases 
only get converted to the active form in in- 
fected cells. To the extent that the analog is 
selective for the viral kinase, toxicity is lim- 
ited by the fact that the addition of the neg- 
ative charge blocks the activated nucleo- 
side analog from crossing the cellular 
membrane; therefore, uninfected cells are 
protected from exposure to the activated 
drug. This is a critical factor in providing 
specificity to several herpesvirus drugs and 
will be discussed in the context of those 
drugs. 

Unlike RNA-dependent polymerases, 
DNA-dependent polymerases have rela- 
tively high fidelity, i.e., they are not as er- 
ror-prone. This decreases the likelihood of 
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resistance mutations accumulating in the 
viral population and has contributed to the 
emphasis on polymerase as a drug target. 
There are two types of exceptions to this 
generalization, however. The first is HBV, 
which has a polymerase with a high muta- 
tion rate. This is reflected in the relatively 
rapid appearance of strains of virus resis- 
tant to drugs. The second is loss of immune 
surveillance, which allows increased vire- 
mia with the accumulation of more muta- 
tions, even from viruses with a low overall 
error rate. 

5. Synthesis of late proteins. Late in the viral 
life cycle, structural proteins are synthe- 
sized, including nucleocapsid proteins 
needed to bind to DNA, capsidlcoat pro- 
teins that provide the shell of the virus, and 
in the case of lipid membrane-coated vi- 
ruses, glycoproteins that serve as the li- 
gands for cellular receptors. Whereas genes 
expressing these proteins are easy to iden- 
tify in the viral genome and the proteins 
are usually synthesized in large quantities, 
there is no precedent for directly blocking 
their synthesis. 

6. Processing and assembly. Two forms of 
processing have been exploited as drug tar- 
gets. First, processing of the viral genome 
is needed in some cases. A set of herpesvi- 
rus proteins needed to cleave the genome to 
monomeric length and package it into cap- 
sids has been identified (2-4). Inhibitors of 
these proteins have recently been devel- 
oped. Second, processing of the structural 
proteins is generally needed. Many of them 
are glycosylated by cellular glycosylation 
enzymes. Of more immediate interest, pro- 
teolytic cleavage is generally needed, either 
to cleave polyproteins to their individual 
proteins or to perform a maturation step, 
in which the morphology of the virus 
changes either after packaging is complete 
or after the virus has been released from 
the cell. Whereas the nature of this matu- 
ration step is not functionally well defined, 
protease inhibitors constitute one of the 
two major classes of currently licensed 
drugs for treatment of HIV-1, establishing 
a precedent for this approach. Recently, in- 

hibitors of cytomegalovirus protease have 
also been developed. 

7. Egress of the virion from the cell. Whereas 
the mechanisms by which viruses leave 
cells are understood to varying extents, 
this step has not been pursued for drug 
development. 

The pathology of DNA viruses comes in 
three guises: 

1. The destruction of the cell as an obligatory 
part of the production of progeny virus. All 
of the herpesviruses are capable of this, and 
it is the primary cause of damage by the a- 
and p-herpesviruses. This is also the pri- 
mary cause of the pathology of adenovi- 
ruses, parvoviruses, and poxviruses. 

2. Damage to the cell or organ resulting from 
the host immune response to the virus. 
This accounts for much of the pathology of 
the HBV; the loss of infected hepatocytes 
by T-cell-mediated destruction, coupled 
with high rates of viral infection, cause 
liver function to decrease to inadequate 
levels. 

3. Stimulation of proliferation of the infected 
cell with the eventual generation of tu- 
mors. Tumorigenicity is an unintended 
consequence of the evolution of some vi- 
ruses to regulate cellular proliferation, and 
it is a consequence from which the virus 
gains no benefit. This form of pathology is, 
in a sense, the most insidious of the three, 
because the tumors generally arise from 
the latent state of the virus or from a virus 
that has been unintentionally integrated 
into a cellular chromosome. In both cases, 
the viruses present very few protein targets 
for exploitation, either by the immune 
system or by drugs. The most serious clin- 
ical consequences of papillomaviruses 
and y-herpesviruses are a result of this 
mechanism. 

The classic examples of tumor viruses 
among DNA viruses are papillomaviruses, 
HBV, and y-herpesviruses, particularly Ep- 
stein Barr virus (EBV) and human herpesvi- 
rus-8 (HHV-8, KHSV). EBV presents two 



- 
humans. An estimated 50-90% of adult hu- 
mans are infected with at least one species of 
herpesvirus. This percentage points out the 
importance of latency in the life cycle of her- 
pesviruses-they spend most of their time in 
what is functionally a state of dormancy, and 
they have effectively evolved to evade immune 
surveillance. The importance of evading the 
host immune system is shown by the fact that 
herpesviruses are among the more common 
pathogens when immune surveillance is re- 
moved or impaired. 

Herpesviruses have large double-stranded 
ear genomes that range in size from approx- 
ately 120,000-230,000 kb. After infection, 
e genomes become circular, and they remain 
the nucleus as an episome. The protein com- 

position of herpesviruses is complex; typically 

2 The Viruses 

types of proliferative disorders. The first is an 
acute, usually benign and self-limiting, prolif- 
eration of B-cells when infection occurs as an 
adult, which is associated with mononucleosis. 
The second generally occurs years after the 
initial infection and causes tumors to form in a 
variety of cell types, usually of lymphoid or 
epithelial origin. Papillomaviruses cause pro- 
liferation of epithelial cells, which becomes 
more aggressive over time, with some cells 
eventually becoming neoplastic. The role of 
hepatitis B in forming hepatocellular carci- 
noma is less well understood, but it may re- 
quire the integration of the usually episomal 
genome into a host chromosome. This pro- 
vides the potential for disruption of regulation 
of both viral and cellular gene synthesis. For 
the herpesviruses, and to a lesser extent the 
papillomaviruses, the quantitative signifi- 
cance of virally induced tumors has increased 
with the increase in depression of immune sys- 
tem function, either because of infection by 
HIV or because of the need prevent organ re- 
jection after transplantation. 

2.1 Herpesviruses 

Herpesviruses are ubiquitous viruses, both in 
terms of the number of species that they infect 
and the proportion of human population in- 
fected. They are widely distributed through- 
out the animal kingdom, with about 100 spe- 
cies identified thus far, of which eight infect 

at least 30 proteins are found in the virion and 
at least twice that many are encoded in the 
genome. They are enveloped viruses, with sev- 
eral glycoproteins on the membrane surface. 
They encode an unusually large number of en- 
zymes involved in replication of the viral 
DNA. There are seven proteins that are re- 
quired to reconstruct herpes simplex virus-1 
(HSV-1) DNA replication in vitro (5). In addi- 
tion to these enzymes, additional enzymes in- 
volved in nucleotide metabolism and other 
steps are encoded. This wealth of viral ma- 
chinery has made herpesviruses one of the 
most popular viral targets for drug develop- 
ment, with DNA replication receiving the ma- 
jority of the attention. However, there are 
other targets that are now coming into their 
own, including a protease and enzymes re- 
quired for processing the DNA and packaging 
it into capsids. 

Understanding the entry of herpesviruses 
into cells has been complicated by the fact that 
there are multiple viral proteins involved in 
entry, and eliminating expression of them in- 
dividually may not block infectivity (6-11). As 
pointed out by Roizman and Sears (121, this 
multiplicity of potential entry mechanisms 
may stem from the fact that herpesviruses in- 
fect multiple cell types, and different entry 
mechanisms may be needed for different cell . 
types. If there is redundancy in entry path- 
ways within the most commonly infected cell 
types, developing entry inhibitors of herpesvi- 
ruses may be technically prohibitive. - - 

DNA synthesis is carried out by viral enzy- 
matic machinery in a manner that resembles 
that of host DNA replication. The exception is 
that the origin of replication is better defined 
for herpesviruses than for cellular DNA. The 
polymerases, helicases, primases, processivity 
factors, and single-stranded DNA binding pro- 
teins are nearly identical in function between 
virus and host (herpesviruses borrow their 
topoisomerase activity from the host cell). 
Fortunately, the structural differences in the 
proteins are sufficient to allow drugs to dis- 
criminate between the two. The need for her- 
pesviruses to encode genes for enzymes in- 
volved in nucleotide metabolism may be a 
function of the amount of viral DNA that is 
synthesized per cell. Replication of viral DNA 
can result in an amount nearly equivalent to 
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the amount of host cell DNA, thus placing a 
large burden on the cellular nucleotide pools. 

Herpesviruses are categorized into three 
classes, a, p, and y. There is overall conserva- 
tion of the machinery for nucleotide metabo- 
lism, DNA replication, and virion assembly 
and packaging between the classes (13-15). 
They differ in the genes that are the determi- 
nants of their tissue tropism. 

The human a viruses are HSV-1, HSV-2, 
and varicella zoster virus (VZV). These viruses 
are characterized by a rapid reproductive cycle 
and rapid spread in cell culture. They are la- 
tent primarily in sensory ganglia. HSV-1 is 
classically associated with cold sores, although 
it can infect any organ. Cold sores are the most 
common form of recurrent HSV-1 infection, 
with 1730% of humans having a t  least one 
recurrence per year (16, 17). The most com- 
mon route of infection is through the mouth, 
with primary infection ranging from asymp- 
tomatic to mild mononucleosis (18,19). HSV-2 
is mostly associated with genital infections. Its 
common transmission route is sexual contact 
(20-22), and infection is usually delayed until 
the onset of sexual activity. Otherwise, the in- 
fections by the two viruses share many simi- 
larities. Approximately 20% of the adult pop- 
ulation is predicted to be infected with HSV-2 
(23), although this rate can vary widely de- 
pending on the level of sexual activity (24,25). 

VZV results in chicken pox (varicella) on 
initial infection and shingles (herpes zoster) if 
it is reactivated later in life. Approximately 
95% of the population is predicted to be in- 
fected (26, 27). This proportion should de- 
crease with the recent introduction of a vac- 
cine against VZV (28,291. The site of entry of 
VZV is likely to be respiratory mucosal epithe- 
lium. From there, it is thought to replicate in 
lymph nodes and infect reticuloendothelial 
cells, moving from these cells to cutaneous ep- 
ithelium (30). It is at this site that the skin 
lesions occur. VZV infects T lymphocytes, ep- 
ithelial cells, and dorsal root ganglia (31-33). 
The source of latent virus is cells of dorsal root 
ganglia (34-37). The cause of the reactivation 
from these ganglia, leading to herpes zoster, is 
not understood. 

The mechanisms used for entry, transfer to 
the nucleus, and for DNA and protein synthe- 
sis and assembly seem to be similar to HSV. 

Egress from the cell differs between the two, 
at least in cell culture. VZV is largely cell-as- 
sociated, with little free virus found in cell cul- 
ture (38-40). Whether this reflects a differ- 
ence in viral spread in vivo is unclear. 

The P-herpesviruses are more slowly repli- 
cating viruses. They include cytomegalovirus 
(HCMV), HHV-6, and HHV-7. P-Herpesvi- 
ruses represent important opportunistic in- 
fections in cases of immunodeficiency. In a 
prospective study of 60 liver transplant pa- 
tients, one-half were found to have active 
HCMV and HHV-7 infections, and a third had 
active HHV-6 infections (41). 

HCMV is estimated to be responsible for 
about 8% of mononucleosis cases (42) and is a 
leading cause of birth defects caused by infec- 
tion of the fetus (43). It is also the most fre- 
quent opportunistic viral infection found in 
HIV patients, with loss of vision because of 
retinitis the most common outcome (44). In a 
study conducted during the 1980s, 81% of 
AIDS patients were found to have signs of ac- 
tively replicating HCMV at autopsy (45). 
Thirty to forty percent of AIDS patients with 
CD4+ lymphocyte counts <50/mm3 developed 
retinitis before the use of multidrug combina- 
tions for HIV infection (46). 

The primary site of infection is mucosal ep- 
ithelium. HCMV spreads throughout the body 
through infection of leukocytes, although the 
specific cell type is not well defined (47-52). 
HCMV infects cells of fibroblastic, endothelial, 
epithelial, macrophage, and muscle lineages 
(53). Myeloid cells are the most likely reservoir 
for latent infection (54-57). 

The cellular receptors for p-herpesviruses 
have not been identified. Entry and transfer of 
the DNA to the nucleus seems to occur 
through pathways analogous to other herpes- 
viruses (58). The synthesis of early proteins, 
DNA, and late proteins follows the pattern of 
a-herpesviruses, but the timescale is longer. 
HCMV requires approximately three times 
longer in cell culture to complete the infec- 
tious cycle than HSV-1 (59). 

HHV-6 and HHV-7 are genetically similar 
to HCMV and resemble other herpesviruses in 
their mode of entry, lytic production of prog- 
eny virions, and exit from the cell. HHV-6 in- 
fects several cell types, including T-cells, epi- 
thelial and endothelial cells, and neurons (60- 



66). HHV-7 is found almost exclusively in 
T-cells (67-69). Infection rates for these two 
viruses have been estimated at 20-100% of the 
population (70 -73). 

The human y-herpesviruses include EBV 
and HHV-8. The y-herpesviruses have evolved 
two mechanisms for DNA replication, one 
used for production of progeny viruses (the 
lytic cycle) and the other simply for maintain- 
ing the presence of the viral DNA in the cell 
(latency). The latter is needed because these 
viruses primarily infect cells that either are 
programmed to divide or are reprogrammed 
by the virus to divide. The latent replication 
pathway maintains the copy number of viral 
genomes in the daughter cells. Note that this 
pathway is not entirely unique to y-viruses. 

ther herpesviruses are replicated by cellular 
erases after infection to increase the vi- 

genome copy number. However, latency is 
more complex in the y-herpesviruses, and this 
is the only class that is associated with tumors. 

The pathology of the y-herpesviruses is 
unterintuitive, because whereas the other 

classes do their damage by lysis of the cell 
n viruses are released, almost all of the 
ases associated with y-herpesviruses oc- 

r during the latent phase of their life cycle. 
With a- and p-herpesviruses, it is possible in 
principle to essentially eliminate clinical dam- 
age by preventing production of new viruses. 
With y-viruses, clinical damage can be less- 
ened by this approach in that blocking viro- 
genesis decreases the number of infected cells 
carrying latent genomes. However, it is the 
latent cells themselves in which disease oc- 
curs, so treating the disease state directly re- 
quires eliminating the latent cells. This is a 
tall order, and thus far, drug development has 
focused on the productive phase of the life cy- 
cle rather than the latent phase. 

EBV was first identified because of its ca- 
city to induce tumors in B-cells. It is a ubiq- 
tous virus, with nearly 100% of children be- 
g infected in developing countries (74). In 

e developed countries, infection is de- 
ed, and about one-half of the children are 
cted. However, by adulthood, greater than 

% of the population is infected. EBV is one 
the etiological agents associated with infec- 

ous mononucleosis, and this is the usual 
outcome of acute infection in adults. Latent 

infection is associated with a variety of malig- 
nancies, including B-cell lymphomas, Hodgkin's 
disease, leiomyosarcomas (muscle tumors), 
T-cell lymphomas, and nasopharyngeal carci- 
noma (75-84). 

B-cells are the primary host cells for latent 
infection by EBV (85-87), although it is not 
clear whether the initial site of infection is B- 
cells or mucosal epithelium (88, 89). Bhding 
of EBV to B- cells is accomplished through the 
viral glycoprotein gp350 (90, 91) and the cel- 
lular protein CD21 (92,93). The virus is inter- 
nalized through endocytosis, and the DNA is 
transferred to the nucleus (94,95). The initial 
response is establishment of a latent infection, 
with only rare cells undergoing a lytic infec- 
tion. During its latent phase, EBV synthesizes 
up to eight proteins and several small RNAs. 
These proteins activate resting B-cells to di- 
vide, and one of them, EBNA-1, participates in 
the latent replication of the viral DNA (96- 
101). The cascade of events that leads to the 
switch from latent infection to lytic infection 
is initiated by the activation of the viral pro- 
tein BZLF1, and forcing the expression of this 
protein is sufficient to induce lytic infection 
(102, 103). While the details vary, the basic 
outline of the lytic production of progeny virus 
is the same as for the other classes of herpes- 
viruses. 

HHV-8 is the etiological agent of Kaposi's 
sarcoma (KS) (104, 105), the most frequently 
found neoplasm in AIDS patients (45). It is 
also associated with body cavity-based lym- 
phoma and multicentric Castleman's disease. 
Retroviral therapy often results in resolution 
of KS and clearance of HHV-8. This does not 
seem to be a result of a direct effect of the HIV 
inhibitors on HHV-8, but rather a result of 
restoration of immune function after effective 
treatment of the HIV infection (106). The en- 
try and exit of the latent phase are similar to 
EBV, and lytic production of daughter virions 
resembles other herpesviruses. 

2.2 HBV 

An estimated 350 million people worldwide 
are infected with HBV (107). The disease 
caused by HBV results not so much from the 
action of virus per se, but rather the damage 
that occurs to liver tissue as a result of the 
immune response to the virus. This liver dam- 
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age can lead to hepatic fibrosis, cirrhosis, liver 
failure, and hepatocellular carcinoma (HCC), 
although HCC may have a more direct viral 
component (108-110). Chronic HBV infection 
is associated with an approximately 150-fold 
increase in the likelihood of developing HCC 
(111,112). A vaccine is available for HBV, but 
difficulties of distribution and the large popu- 
lation of currently infected individuals have 
maintained a relatively high incidence of in- 
fection thus far (113). Thus, there is likely to 
remain a need for effective HBV treatment 
regimens in the foreseeable future. 

Infection of adults is usually from sexual 
contact or exposure to contaminated blood 
(114, 115). The primary infection can be 
asymptomatic, or it may result in acute hepa- 
titis. Most patients will resolve the primary 
infection (116, 117); about 95% of patients in- 
fected as adults clear the virus after an acute 
infection, although only about 10% of children 
infected before 4 years of age do so (118,119). 
The remaining cases develop a persistent in- 
fection. This persistent infection can range 
from asymptomatic to high levels of viremia. 
Even for asymptomatic cases, there is a high 
incidence of HCC over the course of 30 years. 

HBV is a DNA virus 3.2 kb in length with a 
primary target of the liver (120). In persis- 
tently infected individuals, about lo1' virions 
are released into the blood per day, and these 
virions have a half-life of about 1 day (121). 
The virus enters the cell in a partially double- 
stranded form and is converted to completely 
double-stranded, covalently closed, super- 
coiled DNA (cccDNA) in the nucleus (122- 
125). RNA is synthesized from this form, both 
for translation into viral proteins and for syn- 
thesis of genomic DNA. The combination of an 
RNA genomic intermediate and the cccDNA 
form presents two barriers to HBV antiviral 
development. First, the reverse transcriptase 
of HBV polymerase shares the feature of lack 
of fidelity with other reverse transcriptases. 
This lack of fidelity allows drug-resistant mu- 
tants to develop relatively easily. Second, the 
cccDNA form of the genome is quite stable. 
Drugs that block HBV polymerase activity 
have no effect on the cccDNA, and the infected 
cells remain and resume production of virus if 
treatment is stopped. At this time, the only 
way to remove the cccDNA is to destroy the 

infected cell by T-cell-mediated recognition of 
HBV epitopes. This is a slow process; HBV 
treatment generally requires time periods in 
excess of a year. The time required for removal 
of nuclear genomes is often longer than the 
time needed for resistance mutations to HBV 
inhibitors to develop, necessitating changes in 
treatment or additional treatments. 

The proteins encoded by HBV ake an im- 
portant diagnostic tool in monitoring the state 
of the disease. HBV synthesizes four groups of 
proteins. The polymerase is both an RNA- and 
a DNA-dependent polymerase. The core pro- 
tein (HBcAg) is the structural protein of the 
nucleocapsid. The core open reading frame 
also encodes a longer variant, referred to as 
HBeAg (126-131), whose function is unclear, 
but it is the best barometer of the outcome of 
an infection. A high level of HBeAg indicates a 
high level of viral replication. As an effective 
immune response is mounted against an HBV 
infection, HBeAg protein disappears from the 
serum, and antibodies to HBeAg appear; a 
process referred to as seroconversion. The 
strongest predictor of survival is seroconver- 
sion, with clearance of HBeAg and develop- 
ment of antibodies to HBeAg (132). The loss of 
HBeAg is not a perfect barometer, however, 
because mutations that result in the loss of 
expression of HBeAg can occur. Another indi- 
cator of the state of an infection is an in- 
creased presence of hepatocyte enzymes in se- 
rum. Serum alanine transferase (ALT) levels 
are used as an indication of the extent of liver 
cell necrosis. 

HBV treatment presents a conundrum. On 
the one hand, the presence of elevated ALT 
and antibodies against HBeAg is an indication 
of liver damage resulting from an immune re- 
sponse to cells carrying surface HBV antigens. 
On the other hand, some amount of this re- 
sponse is necessary to clear the liver of cells 
carrying nuclear DNA copies of the genome. 
When effective treatments for HBV replica- 
tion (e.g., lamivudine) are stopped, there is of- 
ten a transient increase in ALT and viral DNA 
levels in serum. These symptoms usually clear 
without treatment and are probably a result of 
an immune response to cells where virion pro- 
duction resumed when the selection pressure 
of the drug was removed (133). 



Stimulation of the immune response to 
HBV by interferon-a (IFN-a) is an approved 
treatment method for HBV. However, only a 
small proportion of patients have responded 
well to modulating the immune response 
alone. Thus, small molecule inhibitors of HBV 
replication are critical to treating HBV. Fur- 
thermore, the development of strains resis- 
tant to monotherapy has dictated the need for 
additional anti-HBV drugs that can be used in 
combination therapy. 

Several species play host to closely related 
viruses, and two of these have seen extensive 
use as models for human HBV infection. The 
fmt model is infection of duck hatchlings with 
duck hepatitis B virus (DHBV) (134). The sec- 
ond is chronic infection of woodchuck with 
woodchuck hepatitis virus (WHV). With the 
exception of interferon, comparison of com- 
pounds that have been studied both in clinical 
trials and in the woodchuck model shows good 
agreement between the two with regard to rel- 
ative potencies of compounds (135). 

2.3 Papillomaviruses 

The papillomaviruses were initially grouped 
with the polyomaviruses in the Papovaviridae 
family. However, the genetic and phenotypic 
differences between them are sufficiently 
great that papillomaviruses and polyomavi- 

ing humans (1361, and this variety is re- 
flected in a variety of phenotypes observed. 
henotypic differences between strains are 

manifested in two ways: first, the cell type and 
atomical location that is infected, and sec- 

es are highly restricted in the cell types 

fect only a specific type of epithelium, e.g. 

rphological forms-warts, cysts, intraepi- 
elial neoplasias, and papillomas, etc. The fi- 

nal outcome of the proliferation is a function 
of the infecting strain. For the so-called low 
risk strains, these growths are usually benign, 
although they can be quite debilitating. For a 
subset of high risk strains (strains 16, 18, 31, 
33,45, others), these proliferating cells have a 
high propensity to develop into tumors (138, 
139). About 95% of cervical cancers are caused 
by the high risk strains of HPV (140-142). 

Papillomaviruses gain entrance to the body 
through breaks in the epithelium, which ex- 
pose the basal epithelial cells (143). These cells 
are the sites of the initial infection, and they 
remain latently infected. They are constantly 
dividing, with one of the daughter cells mi- 
grating upwards toward the epithelial surface. 
As they move upward, the cells begin a com- 
plex differentiation program. Only when they 
are well along this differentiation pathway 
does virion production occurs. The progeny vi- 
ruses are then shed at the skin surface. The 
primary route of transmission of anogenital 
viruses is sexual contact (144-146). 

As is the case for other latent viruses, the 
balance between viral activity and immune 
surveillance is an important factor in the clin- 
ical outcome. Whereas the effect of immune 
suppression is not as dramatic for papilloma- 
viruses as for herpesviruses, there is neverthe- 
less an increase in pathological severity in im- 
munosuppressed patients (147-149). 

Papillomaviruses are non-enveloped vi- 
ruses approximately 55 nm in diameter (1501, 
with a genome of 7000-8000 base pairs. The 
capsid is composed predominantly of the L1 
coat protein, with L2 as a minor substituent. 
Virus-like particles (VLPs) can be assembled 
from recombinant L1 and L2 in the absence of 
DNA. These VLPs are the primary focus of 
vaccine development. The genome consists of 
three parts: a regulatory region (long control 
region, LCR), an early region (E) encoding the 
nonstructural proteins, and a late region (L) 
encoding L1 and L2. The LCR contains bind- 
ing sites for both E2 and a number of cellular 
transcription regulators. These factors are 
both positive and negative regulators, some- 
thing that is very important with regard to 
progression to cancer. 

Papillomaviruses encode three types of po- 
tential drug targets, two of which are cur- 
rently of interest for medicinal chemistry. 
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1. E l  and E2. E2 is a regulatory protein for 
both transcription of viral genes and for 
viral DNA replication. It recognizes a 12- 
nucleotide binding site and activates tran- 
scription of viral genes (151,152). A subset 
of the E2 binding sites is included in the 
origin of replication, and E2 binding is 
obligatory for efficient assembly of a repli- 
cation complex at the origin (153, 154). E2 
also has a role in ensuring that the viral 
genome gets distributed properly during 
mitosis and maintained in the nucleus dur- 
ing interphase (155). In addition to posi- 
tively regulating transcription, E2 nega- 
tively regulates the synthesis of E6 and E7 
RNAs. In tumor cells, this control is usually 
(though not always) abrogated by ligation 
of the viral DNA into a host chromosome at 
a point in 'the viral genome, such that the 
E2 binding sites are displaced from the E6 
and E7 genes (156). Transcription of the E6 
and E7 genes is consequently up-regulated, 
resulting in a cascade of events that lead to 
cellular proliferation. This mode of action 
of E2 complicates its use as a drug target, 
because inhibiting the negative regulation 
could actually stimulate E6- and E7-medi- 
ated proliferation. E l  is the only contribu- 
tion of the virus to the DNA replication ma- 
chinery. It is a site-specific DNA binding 
protein that has ATPase and DNA helicase 
activity (157, 1581, and is responsible for 
recognition of the viral origin of DNA rep- 
lication and helping recruit cellular replica- 
tion proteins to this origin (153, 159). E l  
then provides the essential helicase activity 
for the replication complex. 

2. E6 and E7. The primary effect of these pro- 
teins is to inhibit cellular proteins control- 
ling cell division. E7 binds the pRB protein 
to inactivate it (160,161), and E6 binds p53 
and activates a pathway that leads to its 
degradation (162, 163). E6 and E7 deter- 
mine the carcinogenic potential of papillo- 
maviruses. In high risk strains (e.g., 16, 
181, they form strong associations with 
their cellular targets. In low risk strains 
(e.g. 6,111, this association is weaker (164). 
The low risk strains efficiently cause cell 
proliferation, but cells become malignant 
less frequently than with high risk strains. 

The regulation of p53 activity alone by E6 
is not sufficient to account for the activity 
of E6. An additional effect of E6 is to form a 
complex with the focal adhesion protein 
paxillin, disrupting the cytoskeletal struc- 
ture (165). 

3. The structural proteins L1 and L2. While 
these proteins are currently of interest for 
vaccine development, our understanding of 
papillomaviral entry has not lent itself to 
use of these proteins as targets for small 
molecule inhibitors. 

These targets have proven remarkably elu- 
sive because papillomaviruses have developed 
such an intricate relationship with the cell. 
The pathogenesis of these viruses occurs dur- 
ing their latent phase, when viral DNA is be- 
ing replicated but no infective virus is pro- 
duced. Furthermore, the virologist's favorite 
target has been taken away-there is no viral 
polymerase. E l  helicase is an essential part of 
the replication machinery, but attempts to 
identify effective inhibitors of the helicase 
have not yet been successful. The end result 
has been that infection has been treated with 
blunt instruments, either by removing most of 
the infected cells surgically or with cytotoxins, 
or by stimulating an immune response against 
the virus. Success by these approaches has 
been limited, leaving room for small molecule 
inhibitors of viral activities. 

2.4 Polyomaviruses 

Of the 11 viruses currently in the Polyomaviri- 
dae family, two of them, BK and JC, infect 
humans. They are small double-stranded 
DNA viruses, with a diameter of about 40 nm 
and genome sizes of about 5000 base pairs. 
The most common route of infection is likely 
to be respiratory (166,167). They seem to dis- 
seminate through the body through B-cells, 
and viral DNA can be detected in 5-40% of 
healthy subjects (168,169). The tissue tropism 
is different for JC and BK viruses, with BK 
propagating in epithelial or fibroblastic cells 
and JC infecting neuronal cells. 

JC virus causes progressive multifocal leu- 
koencephalopathy (PML) in immunodeficient 
patients (170). This disease results from the 
destruction of the cells that produce the my- 
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mplete replication of the viral genome (189, 
90). In addition, it combines two of the activ- 

ses: (1) it binds to Rb protein and the related 
07 and p130 proteins, causing the release of 
e E2F transcription regulator, thus promot- 

ing progression of the cell into S phase (191, 
192); and (2) it binds to p53, marking it for 
degradation (193, 194). 

T antigen is the only protein that polyoma- 
viruses contribute to the replication of their 

ome, thus, once again a viral polymerase is 
available. However, experience with papil- 
maviruses has indicated that these viruses 

ase the sensitivity of the cellular poly- 
erases to certain polymerase inhibitors, the 

provides some selectivity of the drug for 

polymerase. The possibility exists that 
ar mechanisms will exist for polyomavi- 

Binding and entry into the cell are poorly 
derstood for polyomaviruses. JC virus 

protein (195), and there is a report that 
virus may bind to phospholipids (196). If 
se observations are related to viral entry, it 
unlikely that they will be the entire story; 

elin sheaths that surround nerves. BK virus is 
associated with a wider variety of disease 
states, although it is quantitatively less impor- 
tant than the JC virus. These diseases include 
retinitis, nephritis, pneumonia, encephalitis, 
and kidney diseases associated with renal 
transplantation (171-177). 

Polyomaviruses encode three capsid pro- 
teins and two nonstructural proteins. The 
nonstructural proteins provide both an enzy- 
matic activity and regulatory functions. The 
smaller of the two (t antigen) is dispensable 
for lytic infection but interacts with cellular 
proteins involved in cell cycle regulation (178- 
181). The larger protein (T antigen) is a cor- 
nucopia of activities. It is a replication protein 
that recognizes the origin of replication, par- 
tially unwinds it on binding to it, and attracts 
cellular replication proteins to the site to ini- 
tiate replication (182-188). It then becomes a 
replicative helicase, which remains associated 

there are likely to be multiple receptor factors. 
The bound virus enters the cell by endocytosis 
and is transferred to the nuclear membrane, 
where the DNA genome becomes uncoated 
and transferred into the nucleus. The non- 
structural proteins are synthesized as early 
proteins, and DNA synthesis and late protein 
synthesis follow. Capsids are assembled in the 
nucleus (197, 198). Packaging of DNA and 
egress from the cell are not well understood 
for polyomaviruses. 

2.5 Adenoviruses 

Adenoviruses infect multiple tissue types and 
are the causative agent of an estimated 3% of 
respiratory disease in humans (199). Antibod- 
ies to adenoviruses can be found in about 50% 
of children (2001, and adenoviruses have been 
detected in 5 6 0 %  of pediatric patients pre- 
senting with lower respiratory tract infections 
(201, 202). The virus enters its host through 
the mouth, nose, or eyes, and the primary sites 
of replication are respiratory epithelium, the 
eyes, and the gastrointestinal tract. Low lev- 
els of viral replication can persist for months 
to years, but the mechanisms supporting 
this persistency are not well understood 
(203-205). 

Whereas adenoviruses are a less significant 
problem during immunosuppression than 
some other classes of viruses, immune dys- 
function can exacerbate adenovirus infec- 
tions. A study of 572 transplant patients indi- 
cated that 17% had an active adenovirus 
infection in the 150 days following transplan- 
tation; six of these infections were lethal 
(206). Adenovirus infection is more likely to 
lead to pneumonia in immunocompromised 
patients than in immunocompetent individu- 
als (207-211). 

Adenoviruses were discovered about 50 
years ago and they grow well in cell culture, 
factors that led to their development as model 
viruses for studying both cellular and viral 
processes, including gene expression and reg- 
ulation, RNA splicing, and cell cycle control. 
Adenovirus and papovavirus SV40 were key 
models for determining the enzymology by 
which semiconservative DNA replication oc- 
curs in eukaryotes (212). The discovery that 
human adenoviruses could cause malignant 
tumors in rodents led to intensive searches for 
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adenovirus DNA in  human tumors (2131, but it. However, it is associated with several dis- 
there is no evidence that adenovirus causes 
malignancy in the species from which it was 
derived. In recent years, much effort has gone 
into developing adenoviruses as gene therapy 
vectors (214-217). However, they have not re- 
ceived much attention with regard to develop- 
ment of chemotherapeutic agents. 

Adenoviruses are non-enveloped viruses 
measuring 70-100 nm in diameter. They have 
an outer shell composed of seven peptides and 
an inner core with four peptides (218, 219). 
The linear double-stranded DNA genome con- 
sists of approximately 36,000 base pairs. They 
are rapidly replicating viruses, with a life cycle 
of about 24 h in cell culture. Binding and entry 

ease states, including red cell aplasia, fifth dis- 
ease (often confused with measles in children), 
and fetal wastage (232,234-238). Acute infec- 
tion of adults results in nonspecific influenza- 
like symptoms, followed about a week later by 
symptoms of fifth disease (239-241). The pri- 
mary cell types infected are of the erythroid 
lineage (242, 243). In immunocompromised 
patients, the most significant complication is 
red cell hypoplasia (244, 245). 

Parvoviruses are the smallest of the human 
DNA viruses, with virions approximately 
20-25 nm in diameter. The potential use of 
parvoviruses as gene therapy vectors (246, 
247), as well as the existence of B19, has 

of adenoviruses is relatively well understood. 
Two cellular proteins, the CAR protein (a 
member of the immunoglobulin superfamily) 
and a member of the integrin family, form the 
cellular receptor (220,221). The virus is inter- 
nalized through endocytosis (222-224), re- 
leased into the cytoplasm, and transported to 

- 

nuclear pores, where the viral DNA is released 

spurred interest in this family of viruses. Par- 
voviruses are non-enveloped viruses, with a 
capsid composed of either two or three pro- 
teins. This capsid contains one copy of the ap- 
proximately 5000 base single-stranded ge- 
nome (248). Both ends of the DNA contain 
palindromic sequences that are important for 
DNA replication (249-251). The DNA con- 

into the nucleus. 
Entry of the DNA into the nucleus is fol- 

lowed by early mRNA synthesis, the products 
of which both cause the cell to enter S phase 
and are needed for viral DNA synthesis. Ad- 
enoviruses encode their own DNA polymerase 
(225, 226). Replication requires minimally 

tains two large open reading frames, each of 
which codes for two to four proteins by a com- 
bination of differently spliced products and 
different translational start sites (248, 252- 
254). 

As might be expected based on their size, 
parvoviruses are among the most dependent 

three viral proteins and two cellular proteins 
and differs significantly from the host cell 
DNA replication. Late protein synthesis is 
timed to begin at the time of DNA replication. 
The late gene products are assembled into cap- 
sids in the nucleus, after which a DNA mole- 
cule is packaged in the capsid (227). Enzymes 
for packaging the DNA into capsids and a vi- 

of viruses on host cell functions. They require 
that the host cell enter S phase to replicate, 
but unlike herpesviruses, papillomaviruses, or 
polyomaviruses, they do not encode a mecha- 
nism for activating the cell to do so (255-257). 
Two mechanisms are used by parvoviruses to 
bypass this block to productive viral infection, 
and the viruses fall into two genuses based on 

rally encoded protease are both needed for as- 
sembly and maturation of the virions (228, 
229). These are both steps that have been suc- 
cessfully employed as drug targets in herpes- 

which approach they use. The first is to simply 
wait for the cell to enter S phase, the approach 
taken by the autonomous parvoviruses, in- 
cluding B19. The second is to depend on a 

viruses. 

2.6 Parvoviruses 

The Parvoviridae family contains several sig- 
nificant animal pathogens, including one hu- 
man pathogen, B19. Antibodies to B19 have 
been found in 30-50% of humans (230-2331, 
indicating that exposure to the virus is much 
broader than the pathogenesis associated with 

helper virus, such as adenovirus or a herpes- 
virus, to activate the cell; this is the approach 
adopted by the helper virusdependent parvo- 
viruses. Adeno-associated virus (AAV) is the 
prototype for this genus of parvoviruses. AAV 
integrates into a site on chromosome 19 after 
infection, where it remains until it is rescued 
by an adenovirus or a herpesvirus (258,259). 
Thus, it has a mechanism for maintaining la- 
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Poxviruses are unique among human DNA vi- 
ruses because they are complex DNA viruses 
that replicate entirely in the cytoplasm of host 
cells, in structures constructed by the virus 
(266). Their dimensions are approximately 

by 270 nm, with genome sizes ranging 
m 130,000 to 300,000 base pairs (267). 
ese genomes encode up to about 200 open 

ading frames (268-275). They contain vi- 
rally encoded systems for carrying out both 
transcription and replication of viral genes 

d complex schemes for regulating these pro- 
ses. In short, there are more potential drug 
gets encoded by poxviruses than for any 

her virus discussed in this chapter. However 
the extent of development of antipoxviral 

erapies has been limited, and their biology 
therefore not be outlined in more detail 

ere. It is reviewed by Moss (276). 
Before the 19th century, poxviruses were a 

rious human health threat in the form of 
allpox. With the introduction of vaccines 
d a campaign against smallpox on the part 

f the World Health Organization, smallpox 
as declared eradicated in 1980. Whereas lab- 
ratory stocks still exist, the last documented 

tency. Whereas autonomous parvoviruses can 
develop a persistent infection, there is cur- 
rently no evidence for a latent state. 

Parvoviruses are relatively, though not en- 
tirely, species specific (260). Determinants on 
the capsid proteins needed for entry have been 
mapped, and for B19, the cellular receptor is 
globoside, the blood group P antigen (261). 
Entry is mediated through an endocytotic 
pathway, and the viral DNA is delivered to the 
nucleus. Replication of the viral DNA is 
through a mechanism that relies on the palin- 
dromic sequences for initiation of synthesis. 
The salient features of parvovirus replication 
from a medicinal chemistry perspective are as 
follows: (1) DNA synthesis is by the cellular 
DNA polymerases; (2) replication generates 
concatamers of the genome, which must be 
cleaved; and (3) the virus supplies the helicase 
activity. Both of the latter activities come from 
the NS1 protein in B19, or the Rep 78/68 pro- 
tein in AAV (262-265). After translation of the 

infection was reported almost 25 years ago. 
Nevertheless, there are scenarios whereby 
poxviruses could become a health threat (277). 

1. It would be a formidable biological weapon. 
A generation has grown up unvaccinated, 
and therefore susceptible, and current vac- 
cine stocks are likely insufficient to stop its 
spread. 

2. Related poxviruses may have the potential 
to become more virulent. As an example, 
human monkeypox outbreaks have oc- 
curred in central Africa within the last de- 
cade. Increased virulence or host range of 
this or a related poxvirus could have a sig- 
nificant health impact. 

3. Recombinant vaccinia viruses have clinical 
potential as vehicles to deliver antigens 
from pathogens. However, in immunocom- 
promised patients, vaccinia virus itself 
could become pathogenic. 

coat proteins, they self-assemble in the nu- While poxviruses may not generate much cleus, where the genomic DNA is packaged. activity as drug targets in the near future, it is 
2.7 Poxviruses worth remembering that they are not extinct. 

They have generated significant human 
pathogens in relatively recent history. It is 
possible that others could again emerge from 
this family, a scenario played out from the ret- 
rovirus family with devastating consequences 
by HIV-1 in the 20th century. 

3 ANTIVIRAL COMPOUNDS 
FOR DNA VIRUSES 

The majority of approved drugs and com- 
pounds under development for DNA viruses 
are nucleoside analogs, although there are ex- 
citing developments in other target areas that 
will be discussed. This discussion is organized 
around the virus families. The currently avail- 
able drugs are discussed first, followed by com- 
pounds under development. A factor of in- 
creasing concern with regard to treating DNA 
viruses is the development of resistance to 
drugs, and this topic will be discussed for cur- 
rently available drugs. 

3.1 Herpesviruses 

3.1.1 Currently Approved Drugs. This sec- 
tion starts with acyclovir and its progeny, and 



Antiviral Agents, DNA 

follows with other nucleoside analogs. Foscar- 
net is not a nucleoside analog, but functionally 
it shares many of their features and will be 
discussed with them. Whereas a wide variety 
of antiherpesvirus nucleosides have been syn- 
thesized, much anti-herpesvirus drug develop- 
ment has focused on guanosine and thymidine 
analogs. The root of thymidine analog devel- 
opment was idoxuridine (5-iodo-2'-deoxyuri- 
dine, IDU) (1) (278), which was licensed for 
topical treatment of herpesviruses. Acyclovir 
(ACV) (2) is both the ancestor of and the par- 

adigm for development of many of the purine 
nucleoside inhibitors. Discovered in the 1970s, 
it demonstrated a combination of metabolic 
stability and low toxicity that provided the 
springboard for development of a series of an- 
tiherpesviruses drugs (see Ref. 279 for a re- 
view). The relatively low toxicity derives from 
three sources. First, ACV is an analog of 2-de- 
oxyguanosine, which must be activated by 
conversion to the triphosphate. Phosphoryla- 
tion to ACV monophosphate is carried out ef- 
ficiently by the thymidine kinases of a- and 
y-herpesviruses but very poorly by cellular en- 

zymes. These thymidine kinases, unlike their 
cellular counterparts, bind a wide range of 
nucleosides in addition to thymidine. Second, 
the first phosphorylation results in localiza- 
tion of the monophosphorylated form to in- 
fected cells because the charged phosphate 
prevents translocation across the plasma 
membrane. Thus, ACV is concentrated in the 
infected cells. Third, ACV is recognized more 
efficiently by viral than cellular polymerases, 
providing another source of selectivity. 

Further phosphorylation of ACV by cellu- 
lar kinases leads to the triphosphate, which is 
incorporated into DNA by the viral DNA poly- 
merase. Because it lacks an acceptor for the 
incoming phosphate of the next nucleotide, 
ACV acts as a chain terminator. Specifically, 
work of Reardon and Spector demonstrated 
that ACV is a competitive inhibitor with 
respect to deoxyguanosine triphosphate 
(dGTP), and that incorporation of ACV results 
in a large increase in K, of the next incoming 
base (280). 

Acyclovir has been a very successful drug, 
with good potency against HSV and VZV and 
with few side effects. The attractive features 
of the ACV paradigm are delivery of the drug 
in an inactive form, which is activated primar- 
ily in infected cells and selectivity for the viral 
DNA polymerase over cellular enzymes. How- 
ever, the specificity provided by the require- 
ment for a viral kinase, along with the rela- 
tively low bioavailability of ACV, limit the 
diseases that it can be used to treat. ACV is a 
standard treatment for HSV-1, HSV-2, and 
VZV, but weakly effective against HCMV. 
HCMV does not encode a thymidine kinase, 
although a putative protein kinase, UL97, is 
capable of phosphorylating ACV at low levels. 
ACV is also ineffective against HSV and VZV 
strains that are deficient in thymidine kinase 
activity. The viral thymidine kinases are at- 
tractive drug targets because they are well 
studied, both functionally and structurally 
(reviewed in Ref. 281). 

Additionally, ACV has a low oral bioavail- 
ability (15-30%). Increasing oral bioavailabil- 
ity of ACV would allow lower or less frequent 
doses. Prodrug forms of ACV and its analogs 
were developed that provide substantial in- 
creases in bioavailability. Valaciclovir (VACV) 
is a valyl ester of ACV that improves bioavail- 
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ability to greater than 70%. The 
available progeny of ACV will be 

currently 
discussed 

with regard to improving on these two limita- 
tions of ACV. 

3.1.1.1 Range of Action-Modifications to 
ACV and Development of Unrelated Drugs. 
Relatively small changes to the acyclic side 
chain of ACV have resulted in two additional 
drugs, ganciclovir (GCV) (3) and penciclovir 
(PCV) (4) that differ in their effectiveness 

nst herpeviruses. These differences result 
m changes in the efficiency of recognition 

has antiviral activity against all herpes- 
ses, although its potency varies between 
ses. GCV is more effective against HCMV 

ly efficiently, whereas it is very poor at 
osphorylating ACV. HHV-6 and HHV-7 are 
herpesviruses with genetic similarity to 
CMV. GCV is a potent inhibitor of HHV-6, 

but it is a weak inhibitor of HHV-7, indicating 
that there are differences within the class of 
P-herpesviruses (286-290). GCV does have ef- 
ficacy against thymidine kinase-deficient VZV 
strains, because of the fact that VZV encodes a 
UL97 homolog (ORF47) (291). GCV-triphos- 
phate has a half-life sixfold longer than that of 
ACV-triphosphate, which results in higher in- 
tracellular concentrations of GCV-triphos- 
phate than of ACV-triphosphate (reviewed 
in Ref. 292). This difference in triphosphate 
concentrations gives GCV efficacy against 
HSV, even though ACV-triphosphate is recog- 
nized by HSV DNA polymerase with higher 
affinity. GCV is also active in inhibiting HBV 
replication. The mechanism of action of GCV 
differs somewhat from ACV. Whereas ACV 
terminates the growing DNA chain, GCV 
seems to slow down the rate of elongation, 
while at the same time increasing the amount 
of repair. 

The factors limiting GCV efficacy are its 
low bioavailability (< 10%) and its side effect 
profile. Maintaining serum levels effective for 
treatment by oral administration of GCV is 
difficult; therefore, the initial treatment 
course involves intravenous injections twice 
daily for 2-3 weeks, followed by daily injec- 
tions or oral dosing. The prodrug form valgan- 
ciclovir improves the oral bioavailability of 
GCV (see Section 3.1.1.21, although it still has 
the toxicity profile of GCV (293). Despite the 
existence of at least four treatments for 
HCMV, there is still an unmet need for an 
effective, orally available drug with a limited 
side effect profile. 

Intravenous delivery of GCV has been of 
value in treating HCMV retinitis, a complica- 
tion of AIDS that often results in blindness. 
GCV is also efficacious for infections of the 
gastrointestinal tract and central nervous sys- 
tem. For HCMV retinitis, an additional option 
is to treat by implanting a slow release pellet 
in the eye. The pellet maintains high concen- 
trations of GCV in the eye for a period of 7-8 
months, with very low systemic concentra- 
tions. This results in effective treatment of the 
retinitis with low side effects. However, be- 
cause HCMV causes a systemic infection, the 
localized treatment of the implant leaves the 
patient at risk for retinitis in the other eye or 
for gastrointestinal or neural complications. 
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Thus, treatment with implants is often com- 
bined with oral GCV to limit systemic viremia. 
Treatment options for HCMV retinitis are re- 
viewed by Hoffman and Skiest (294). 

The trade-off for the larger number of 
treatable viruses is toxicity-GCV is more cy- 
totoxic than ACV and must be managed more 
carefully when used as a maintenance ther- 
apy. This aspect is critical because effective 
treatment requires long-term administration 
of the drug. The cytotoxicity is a function of 
the fact that GCV is phosphorylated more 
readily by cellular kinases than is ACV. 

Penciclovir (4) shares structural similarity 
with GCV but is closer to ACV in its antiviral 
spectrum (295). It is phosphorylated by HSV 
thymidine kinase, and thus is inactive in ki- 
nase-deficient strains. However, the triphos- 
phorylated form retains activity against ACV- 
resistant HSV polymerase. HSV thymidine 
kinase has a much higher affinity for PCV 
than ACV (Ki = 1.5 versus 173 m, but the 
triphosphate form is used about 40-fold less 
well by the HSV and VZV polymerases than 
ACV triphosphate (296-298). On the other 
hand, PCV triphosphate is approximately 10- 
fold more stable than ACV triphosphate, such 
that PCV-triphosphate levels are over 300- 
fold higher than ACV-triphosphate levels. In 
cell culture, the drugs were about equally in- 
hibitory when present continuously [EC,, = 
3.8 and 4.2 pg/mL against VZV (298)1, but 
PCV retained antiviral activity for longer on 
withdrawal. The weak activity of PCV against 
HCMV suggests that it is not phosphorylated 
efficiently by the UL97 kinase. 

PCV is activated at a low level by cellular 
kinases. This, combined with a greater than 
4000-fold greater affinity for the HBV poly- 
merase than the cellular polymerase, makes 
PCV an inhibitor of HBV replication. Oral bio- 
availability is about 5%; however, an effective 
prodrug form, famciclovir, has been developed 
(see below). 

Cidofovir [9-(3-hydroxy-2-(phosphonome- 
thoxy)propyl)cytosine, HPMPC] (5) is a py- 
rimidine phosphonate analog. Because it does 
not rely on a viral kinase to generate a mono- 
phosphate form, it is active against more vi- 
ruses. In addition to HCMV and other herpes- 
viruses, it is active against papillomaviruses, 
adenoviruses, and poxviruses. Because oral 

bioavailability is less than 5%, intravenous in- 
jection is required for systemic treatment 
(293). This is countered somewhat by its slow 
turnover, which allows longer periods be- 
tween dosing. The primary factor limiting 
treatment with cidofovir is renal toxicity, 
which can be ameliorated somewhat by treat- 
ment with probenecid, hydration, and longer 
dosing intervals (299, 300). In a phase ID1 
study of its anti-HCMV effect, cidofovir was 
effective at inhibiting HCMV replication at a 
dose of 3 mgkg weekly. The dose-limiting tox- 
icity was renal damage (301). 

Foscarnet (phosphonoformic acid) (6) is 
not a nucleoside analog, but rather an analog 

of the leaving group, pyrophosphate. It is ac- 
tive against all of the herpesvirus DNA poly- 
merases but must be administered intrave- 
nously. Effectiveness against HCMV is 
equivalent to GCV, and the magnitude of side 
effects is similar. Side effects include renal 
toxicity and electrolyte imbalances (293). GCV 
has the advantage of a prodrug form, valgan- 
ciclovir, with an oral bioavailability of 60%, 
whereas there is no prodrug from of foscarnet. 
However, foscarnet can be useful as a salvage 
therapy for HCMV infections that do not re- 
spond to GCV. 

Brivudin (BVDU) (7) is a selective inhibitor 
of herpesviruses, with the selectivity deter- 
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mined by the capacity of each viral kinase to 
convert it to the monophosphorylated form. 
BVDU is active against HSV-1, EBV, and is a 
very potent inhibitor of VZV, but is inactive 
against HSV-2, HCMV, HHV-6, and HHV-7 
(302,303). Orally administered brivudin was 
shown to be as effective as intravenous ACV in 
treating VZV in immunocompromised pa- 
tients (304,305). However, metabolic instabil- 
ity of BVDU has led to further development of 
analogs, discussed later. 

Vidarabine (araA) is an adenosine analog, 
with the D-ribose replaced by D-arabinose (8). 

OH 

(8) 

is active against more viruses than ACV or 
V. However, it is also more toxic and less 

etabolically stable; it is prone to deamina- 
on by adenosine deaminase (303, 306-308). 
he deaminated product is at least 10-fold less 

potent than araA (309). Unlike ACV, araA is 
t preferentially phosphorylated in virus-in- 
ed cells. However, the half-life of the 

phosphate form of a m 4  (ma-ATP) is ap- 

-- 

proximately threefold longer in HSV-infected 
cells compared with uninfected cells (310). 

Resistance mutants of araA map to the 
DNA polymerase. AraA inhibits DNA poly- 
merase activity through competitive inhibi- 
tion with dATP. Ara-ATP is a substrate and 
can serve as an acceptor for the next base, but 
does so inefficiently, indicating that the mech- 
anism of action of araA is both direct inhibi- 
tion of viral DNA polymerase and a decrease in 
the rate of elongation by increasing -the 
amount of excision repair needed (311). Be- 
cause of its more rapid turnover and poorer 
toxicity profile, ACV and its derivatives have 
superseded ara A's use, but it remains a plat- 
form for further development. 

Fomivirsen is a 21-nucleotide phosphoro- 
thioate oligonucleotide complementary to a 
region of the mRNA encoding immediate- 
early proteins of HCMV. Its mode of action is 
to bind to the mRNA and provide a substrate 
for a cellular RNase that destroys the mRNA. 
It has been approved for use in treating 
HCMV retinitis (312). In cell culture, it has an 
EC,, between 0.03 and 0.2 pJ4 in fibroblasts. 
Using retinal pigment epithelial cells as the 
cell culture model rather than fibroblasts gave 
a sixfold increase in potency (313). Clearance 
studies in rabbits have indicated a half-life of 
62 h; it is applied to patients intravitreally on 
a weekly basis. However, its use may be lim- 
ited because of retinal toxicity (314). 

3.1.1.2 Prodrugs that Increase Oral Bio- 
availability. The other limitation to ACV and 
the related drugs discussed earlier is their low 
oral bioavailability. A number of prodrug ap- 
proaches have been used to increase oral bio- 
availability. Esterification of the acyclic side 
chain has been the most successful. For ACV, 
esterification with valine to give valciclovir 
(VACV) (9) resulted in a threefold improve- 
ment in oral bioavailability, with a spectrum 
of action and toxicity profile similar to ACV. 
Acetal derivatives have also led to efficacious 
compounds. The diacetal derivative of PCV, 
farnciclovir (FCV) (10) is approved for treat- 
ment of HSV-1 and HSV-2 diseases. Oral bio- 
availability for FCV is 70%, compared with 5% 
for PCV. Other prodrug approaches are dis- 
cussed in Section 3.1.2. 

3.1.1.3 Resistance in Herpesviruses. Drug 
resistance of herpesviruses is not a significant 
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ter the specificity of the kinase or loss of the 
expression of the enzyme. The same applies to 
PCV and FCV. ACV- and PCV-resistant 
strains are also generally cross-resistant, al- 
though the actual amino acid mutations se- 
lected by ACV and PCV differ (318). 

Cross-resistance of drugs is an important 
issue in deciding salvage therapies when resis- 
tance occurs. Nucleoside analogs related to 
ACV (GCV, PCV, and their prodrugs) are 
cross-resistant, either because of a depen- 
dence on thymidine kinase for monophospho- 
rylation or because they select for mutations 
in DNA polymerase that provide cross-resis- 
tance. Foscarnet is an alternative to these nu- 
cleoside analogs. Cidofovir also selects a differ- 
ent set of polymerase mutations, so that 
cidofovir-resistant strains remain sensitive to 
both foscarnet and ACV (319). 

3.1.2 Compounds Under Development. 
3.1.2.1 Nucleoside Analogs. (R)-9-(4-Hy- 

droxy-2-(hydroxymethy1)butyl)guanine (H2G, 
omaciclovir) (11) is an acyclic guanosine analog 

problem in immunocompetent hosts. Resis- 
tant strains do become a threat in immuno- 
compromised patients, however, and this pop- 
ulation is increasing in size because of 
suppression of the immune system in trans- 
plant patients and coinfection with HIV. This 
is particularly important for HCMV, where in- 
fection is largely asymptomatic except in im- 
munocompromised patients. 

Patterns of resistance mutations generated 
by currently available drugs have been well 
documented (315-317). Phosphorylation of ci- 
dofovir and foscarnet by UL97 is not required, 
so mutations occur in the DNA polymerase. 
The majority of isolates of GCV-resistant mu- 
tants map to the UL97 kinase. However, with 
long-term use of GCV, or coadministration 
with cidofovir or foscarnet, mutations in the 
DNA polymerase are noted. The mutations 
tend to confer resistance to both GCV and ci- 
dofovir, and occasional resistance to foscarnet 
is also observed (317). 

As with GCV in HCMV, resistance to ACV 
(and V-ACV) in HSV or VZV is most often a 
result of mutations in the viral kinase. This 
resistance takes two forms: mutations that al- 

similar in structure to ACV. H2G is roughly 
comparable in activity to ACV against HSV-1, 
20- to 400-fold more active against VZV, and 
somewhat less active against HSV-2 (320, 
321), with a toxicity profile similar to ACV. 
H2G is efficiently phosphorylated by viral thy- 
midine kinases (3221, and the triphosphate 
form is maintained at levels more than 170- 
fold higher than for ACV in VZV-infected cells 
(321). The half-life of H2G ranged from 4 to 
14 h, versus 1-2 h for ACV. H2G is a compet- 
itive inhibitor of dGTP incorporation by the 
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viral DNA polymerases and is poorly recog- 
nized by human DNA polymerase a. H2G 
seems to function by a mechanism analogous 
to GCV, in that it does not chain-terminate 
but rather inhibits progressive elongation by 
the polymerase. H2G is cross-resistant with 
ACV, and like ACV, resistance mutations ac- 
cumulate first in the thymidine kinase (321). 
This compound is currently in phase I1 clinical 

McGuigan et al. (323-325) constructed a 
potent and highly selective series of VZV in- 
hibitors based on a bicyclic furopyrimidine 
base (12). When the R group was an 8-10 car- 

n alkyl group, these compounds were up to 
0 times more potent in cell culture assays 

ogen was tolerated 
h no loss of activity. Use of a phenyl group 
ra-substituted with an alkyl chain in- 

nds were inactive against other herpesvi- 

hain of ACV or 
, forming the 9-alkoxy derivative (13), 

4), produces isomers that retain activity 
nst herpesviruses. The ACV isomer is 

ive than ACV 

lability of these compounds is low, al- 
ugh it might be improved by using a 

prodrug form. The length of the acyclic side 
chain is critical for recognition by the kinase, 
and 8-methyl purines are inactive, as are ana- 
logs containing substituents other than the 
hydroxymethylene group at the 2' position 
(327). 

In contrast to L-nucleoside analogs, which 
have been shown to have activity against HIV 
reverse transcriptase and HBV polymerase 
with useful therapeutic indices, D-isomers 
have demonstrated potent antiviral activity, 
but with excessive toxicity. Variations on this 
theme, apio dideoxydidehydronucleosides (15) 
have been evaluated as herpesvirus inhibitors. 

These compounds have the furanose oxygen 
and C2 transposed. They showed moderate ac- 



tivity against HCMV (EC,, = 3-44 vs. 0.9 
pg/mL for GCV) and were inactive against 
HSV-1 and HSV-2. Cytotoxicity was minimal. 

A series of 2'-deo~-2'-fluoro-4'-thioarabino- 
furanosyl nucleosides (16) were tested as HSV 

Base 
I 

inhibitors (328). The p-anomers of pyrimi- 
dines were largely active against HSV-1 and 
HSV-2, with EC,, against HSV-1 ranging 
from 0.012 to 27 g / m L  (ACV EC,, = 0.32 
pg/mL; Table 9.1). Of the purines, the 2,6-di- 
aminopurine and guanine derivatives were 
highly active (EC,, = 0.0041 wg/mL; HSV). 
The a-anomers were largely inactive. Except 
for the thymine analog, selectivity indices 
were greater than 100. 

The D- and L-enantiomers of cylohexenyl- 
guanine and -adenine (17) were synthesized 
as part of a study of how sugar analogs bind to 
nucleoside kinase and polymerase enzymes 

H o v ~ d e n i n e  or Guanine 

D-form 

~ c f  

Table 9.1 Inhibition of HSV-1 by 2'-deoxy- 
2'-fluoro-4'-thioarabinofuranosyl 
Nucleosides 

Base 

Thymine 
5-Ethyluracil 
5-Iodouracil 
5-E-bromovinyluracil 
5-Chloroethyluracil 
5-Flurouracil 
5-Iodocytosine 
5-Ethyluracil 
5-Hydroxyethyluracil 
ACV 
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(329). The adenosine analogs were inac- 
tive against HSV, HCMV, and VZV. Both 
guanosine enantiomers had activity compara- 
ble with ACV against HSV and VZV and activ- 
ity comparable with GCV against HCMV. Se- 
lectivity indices for the D-enantiomer were 
>I000 for HSV and ranged from 7 to 40 for 
VZV and HCMV; the L-enantiomer showed two- 
to fivefold less selectivity than the D-e-tiomer. 
Both compounds tended to be about fivefold 
less active against thymidine kinase-deficient 
strains, but they retained significant activity. 

Borrowing from the observation of potency 
against HIV-reverse transcriptase of L-nucleo- 
side analogs with lower toxicity than the 
D-isomers, synthesis of analogs of these com- 
pounds identified 2'-fluoro-5-methyl-P-L- 
arabinofuranosyluracil (L-FMAU) (18) as a 
compound with antiviral activity. It has been 
studied primarily as an anti-HBV inhibitor, 
but it is also an inhibitor of EBV (330, 331), 
with an EC,, of 5 @, equivalent to GCV 
(330). Its selectivity index was 180. L-FMAU 
showed no activity against HSV. 

(11S)(2'R)-9-{[lt,2'-Bis(hydroxymethy1)- 
cycloprop-1'-yl]methyl)guanine (A-5021) (19) 
is a competitive inhibitor of HSV DNA poly- 
merases with respect to dGTP (332). It is more 
potent than ACV against HSV-1, HSV-2, VZV, 

Guanine or Adenine 
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EBV, and HHV-6, but it is inactive against 
HHV-8. A-5021 was more effective than ACV 
at preventing intracutaneous and intracere- 
bra1 HSV-1 infections in mice. 

Modifications to the base of ACV have been 
made with varying degrees of success. Addi- 
tion of a methyl group at N-1 of ACV reduces 
activity 5- to 20-fold. Etheno-ACV is inactive, 
but the 6-methyl- and 6-tert-butyl derivatives 
retain weak activity. Addition of a phenyl 
group at this position restores activity, partic- 
ularly for the GCV analog, and results in a 
compound that shows activity against nucleo- 
side kinase-deficient HSV and VZV. The bi- 

d narrower specificity, acting only on HSV. 
analogs containing a 2-(3,5-dichloro ani- 
substituent inhibit HSV-1 and HCMV 

erases at approximately the same concentra- 

A series of benzimidazole and indole 
des have demonstrated activity against 

chloro-1-p-D-ribofuranosyl benzimidazole 

dion of a fluorine on the ribose to act as a 

an approximately 10-fold loss of potency 

out as active as TCRB, but more cytotoxic, 

suggesting that the tricyclic structure re- 
sulted in a relative increase in affinity for cel- 
lular enzymes (337). Replacement of the D-ri- 
bofuranose with a D-erythrofuranose gave a 
10-fold increase in activity relative to TCRB 
and 40-fold greater potency than GCV. An io- 
dine or amino group at the 2 position resulted 
in considerably less activity. BDCRB was inac- 
tive against EBV, but the related compound, 
1263W94 was active (241, with EC,, ranging 
from 0.15 to 1.1 pM (338) 1263W94 also 
showed ninefold greater potency against clin- 
ical isolates of HCMV than GCV and was ef- 



fective against GCV-resistant isolates (339). 
1263W94 differs from BDCRB in having an 
L-ribose and a 2-isopropylamino group instead 
of a 2-bromine. 

Several a-D- and a-L-lyxofuranosyl deriva- 
tives of 1263W94 and TCRB were synthesized 
and tested against HSV-1 and HCMV (340). 
None of the compounds were efficacious 
against HSV-1. The 2-halogen derivatives of 
both the a-lyxose and 5-deoxy-a-lyxose deriv- 
atives (e.g., 25) were active against HCMV, 
with the L-enantiomers being the most potent 
(EC,, = 0.2-0.4 fl). 

Antiviral Agents, DNA 

The 2-halogenated compounds act through 
a different mechanism than most nucleoside 
analogs, and a target for them has been iden- 
tified. Selection of strains resistant to TCRB 
or BDCRB identified mutations in the UL89 
and UL56 genes, and these strains were also 
resistant to the 2-halo-erythrofuranose com- 
pounds (341-343). None of these four com- 
pounds generated resistance mutations in 
UL97. The 2-isopropylamino and 2-cyclopro- 
pylamino derivatives acted on the UL97 ki- 
nase, indicated by resistance mutations in 
UL97. UL89 and UL56 are required for post- 
synthetic DNA processing before packaging 
into virions. Studies with BDCRB indicated 
that assembly was blocked at the packaging 
step because the rolling circle replication 
product was not cleaved at the viral temini 
(343). Thus, these compounds identify an- 
other potential drug target in herpesviruses. 
Because the UL89 gene is highly conserved 
across herpesviruses, effective drugs that tar- 
get this protein may have broad activity 
within the herpesvirus family. 

UL6 is an HSV-1 gene required for DNA 
cleavage and encapsidation. Two thiourea 
compounds, N-(4-(3-(5-chloro-2,4-dimeth- 
oxypheny1)-thioureido)-phenybacetamide 
(CL-253824) (26) and its 2-fluoro-benzamide 

0- S 

o + N A N e !  
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Cl 

(26) 

derivative (WAY-150138) (271, have been 
identified as inhibitors of cleavage and encap- 
sidation (344). Resistance mutants generated 
with these compounds mapped to UL-6. CL- 
253824 is active against HSV-1 and weakly ac- 
tive against HSV-2 and HCMV (EC,, values of 
8-25 fl against HSV-I). WAY-150138 is 
more active, with EC,, = 0.2-1.5 pM against 
HSV-1 and 6-19 f l  against HSV-2 and 
HCMV. Both inhibitors are inactive against 
vzv .  
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Vidaribine (araA) analogs are prone to met- 
abolic degradation by deaminases. Modifica- 
tions to the 6-N position (28) have proven par- 

effective at blocking deamination (345). 
to 30-fold increase 

otency against VZV relative to vidaribine 
same magnitude in 
f the arnine with a 

xy group (araM) gives about 10-fold 
eater selectivity than araA against VZV. 
aM is inactive against other viruses because 
an inability to be phosphorylated. Whereas 

ly rapid catabolism. Their development as 

) (7) and 1-(B-D-arabinofuranosyl)- 
)-5-(2-bromoviny1)uracil (BVAU) (29) were 

ugh their metabolic instability made them 

cil analogs (30) were made to circumvent 

this catabolism (346). They contain a 2'-0x0 
moiety and one of three halogens on the vinyl 
group. These compounds were of equal or 
greater potency than ACV and PCV against 
VZV, with little toxicity. They were active in 
the order of C1> Br > I. They also were active 
against EBV, but in the reverse order with 
regard to halogen. They showed activity 
against HSV-1 but not HSV-2. 

Out of a series of 5-substituted uracil nu- 
cleoside analogs containing a cyclopropyl side 
chain, bases with 5-halovinyl substitutions 



(31) gave activity up to 60-fold greater than ACV 
against VZV but were weaker than ACV against 
HSV-1 (347). The bromovinyl derivative had 
oral bioavailability of 69% in rats, and these 
compounds showed no detectable toxicity. 

Similarly, L-dioxolane uracil nucleosides 
(32) were active against EBV, in the order X = 

I > Br > C1 (IC,, = 0.033-0.6 a, with little 
toxicity noted (348). Most L-nucleosides are 
phosphorylated by cellular kinases, but the ac- 
tivity of these dioxolane uracil analogs is de- 
pendent on the viral thymidine kinase to gen- 
erate the monophosphorylated form (349, 
350). Note that these compounds do not affect 
latent replication cycle of EBV, where the host 
cellular replication machinery replicates the 
viral DNA. As a result of this, virus DNA levels 
return to pretreatment levels by 50-60 days 
posttreatment because of reactivation of la- 
tent virions. The bromo- analog was 80-fold 
more active against VZV than was ACV, with 
no detectable toxicity (349). 

Shigeta et al. (351) synthesized 20 ana- 
logues of 2-thio-pyrimidines and found that 
the 2-thiouracil and 2-thiothymidine arabino- 
side analogs were weakly to moderately active 
against HSV and VZV (>lo-fold less active 
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than ACV). None of these compounds were ac- 
tive against HCMV or thymidine kinase-defi- 
cient HSV. 5-Chloro-2-thiocytosine and 5-bro- 
mo-2-thiocytosine (33) were relatively potent 

N5x X = C1, Br .$ 
OH 

(33) 

inhibitors of VZV, with activities in the range 
of ACV. 

9-[3-Hydroxy-2-(phosphonomethoxy)propyll 
(HPMP)-purine and pyrimidine analogs have 
been synthesized for each of the four natural 
bases (352) (see (5) for HPMPC). HPMPG, the 
guanosine derivative, was about fivefold less ac- 
tive than ACV in cell culture but was more pro- 
tective against HSV-1 infection in a mouse 
model. A related compound, 9-(3'-ethylphog- 
phono-1'-hydroxyrnethyl-llpropyloxymethyl)- 
guanine (SR 3727A) (34) was inhibitory against 

H N k N )  I, 
H2N 
0 1 
OH 

+o-Q'O HO 

(34) 

HCMV (EC,, = 6-17 p.M), with no toxicity 
noted in cell culture. It also provided protection 
against a lethal dose of murine CMV in mice 
(353). Studies of the efficacy of ACV phosphe 
nate and GCV phosphonate in protecting 
against MCMV infection in mice showed the 
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renal toxicity (299,356-358). cHPMPC is con- 
ed after cellular uptake to cidofovir and 
s similar potency and cytotoxicity in cell 

ure. In 14- and 30-day studies in rats, 
cHPMPC was >lo-fold less toxic than cidofo- 
vir. Similar results were observed in guinea 
igs and cynomolgus monkeys. These observa- 
ns have also been extended to immunocom- 
mised guinea pigs, which are especially 

sensitive to cidofovir toxicity. 
5-2242 is a guanine analog substituted at 

the N9 position (36). It has potent activity 

H2N XT) 
i 

0 

i OH 

(36) 

GCV phosphonate derivative to be equivalent to 
GCV in potency in cell culture (354), and more 
effective at lengthening the time to death than 
the parent, GCV (355). However, it was less ef- 
fective in cell culture and showed more renal 
toxicity than HPMPC (cidofovir). HPMPC has 
become the focus of development for this class of 
compounds. 

HPMPC (cidofovir) (5) has shown broad- 
spectrum and potent activity against several 
DNA viruses, but nephrotoxicity limits its use 
(299,300). Its cyclic congener (cHPMPC) (35) 
shows similar antiviral activity with reduced 

against HSV-1 and-2, VZV, HCMV, HHV-6, 
HHV-7, and HHV-8. EC,, ranges from 0.01 to 
0.4 g / m L  (359-361). Of 25 compounds 
tested, S-2242 was the most potent against 
HHV-7, with a selectivity index greater than 
200. It also showed good potency and selectiv- 
ity against HHV-8. S-2242 is about 10-fold less 
active against HSV than is acyclovir, but it is a 
good inhibitor of activity of thymidine-kinase- 
deficient strains of HSV and VZV. The toxicity 
profile in cell culture varied with cell type. In 
the majority of cell types it was comparable 
with or somewhat more toxic than GCV, 
though in HSB-2 and CEM cells it was more 
than 60-fold more toxic than GCV. Animal 
studies have shown toxicity profiles similar to 
GCV. 

S-2242 has several characteristics that dif- 
fer from currently available purine nucleoside 
drugs. Its activity against thymidine kinase- 
deficient HSV and VZV strains, its broad 
range of activity, and its toxicity profile indi- 
cate that phosphorylation does not involve a 
viral kinase. Instead, it is phosphorylated by a 
cellular deoxycytidine kinase (362). Blocking 
the phosphorylation of S-2242 by deoxycyti- 
dine kinase decreased its potency by 50- to 
100-fold. S-2242 is not phosphorylated by 
HCMV UL97 (3631, but infection with HCMV * 

increased metabolites of S-2242 by 5- to 25- 
fold, indicating that HCMV either encodes an 
additional kinase capable of phosphorylating 
the compound or it activates a cellular kinase. 

S-2242 resembles GCV and PCV in the sta- 
bility of its triphosphate form, with a half-life 
of 3-6 h in CEM cells (362). When cells were 
treated for 24 h before infection with drug 
withdrawn at the time of infection, the appar- 
ent EC,, of S-2242 increased from 0.45 pg/mL 
with continuous treatment to 0.7 pg/mL after 
the drug was withdrawn. By contrast, the ap- 
parent EC,, of ACV increased from 0.03 to 
greater than 50 pg/mL when comparably 
treated (359). 

Because a viral kinase is not required for 
activation of S-2242, the bulk of strains resis- 
tant to ACV, 'GCV, or PCV are sensitive to 
S-2242 (364). S-2242 shows cross-resistance 
with drugs generating certain DNA polymer- 
ase mutations (e.g., foscarnet), but it is not 
cross-resistant with drugs targeting other 



polymerase amino acid mutations, e.g., cidofo- 
vir or bromovinyl-deoxyuridine. 

3.1.2.2 Prodrugs Under Development. 
There are three primary purposes that have 
driven prodrug development: 

1. To increase absorption of the drug. Low 
oral bioavailability is a characteristic of 
most nucleoside analogs, and lipophilic 
prodrug forms have provided dramatic in- 
creases in bioavailibility, as discussed ear- 
lier for ACV, GCV, and PCV. 

2. To provide the drug in the monophosphate 
form. The need for an initial ph&ph&yla- 
tion step to be carried out by a viral kinase 
provides a large degree of selectivity, but 
this approach is limited to viruses encoding 
such a kinase. One way to extend treat- 
ment to viruses lacking a suitable kinase is 
to develop nucleoside monophosphate ana- 
logs. In this case, the selectivity is limited 
to the difference in affinity for viral versus " 

cellular polymerases, but if sufficient selec- 
tivity can be attained, the trade-off may be 
worthwhile for viruses where viral phos- 
phorylation to the monophosphate is not 
an option (e.g., HBV), or for nucleoside ki- 
nase-deficient or -resistant herpesviruses. 
In this case, increasing the lipophilicity or 
masking the charge are essential consider- 
ations in developing the prodrug, because 
phosphorylated nucleosides are imperme- 
able to cellular membranes. 

3. To target the drug to a specific tissue. This 
approach may be particularly useful for dis- 
eases affecting the liver, such as HBV, or 
for certain cell types of the immune system. 
An example of this approach is compounds 
targeting the liver asialoglycoprotein re- 
ceptor, discussed later. 

A prodrug form of ACV, desciclovir (37), is 
designed to increase uptake of the drug, which 

I\\ AN/ R = H (Desciclovir) 
R-NH N or sugar conjugate$ 

is readily processed to ACV by xanthine oxi- 
dase (365). However, desciclovir is more toxic 
than ACV. Modification of desciclovir by add- 
ing reducing sugars to the 2 position of ade- 
nine provided good water solubility, but poor 
adsorption after oral dosing in rats. They were 
also inefficiently processed to ACV (366). 

A series of methylenecyclopropane analogs 
of purine nucleosides and phosphoroalaninate 
prodrug forms of these compounds (38) have 
shown activity against several DNA viruses 
(367-370). Note that the prodrug does not 
need to undergo phosphorylation to the mono- 
phosphate. Most of these compounds were ap- 
proximately as potent as GCV against HCMV, 
the exceptions being 3, 5, 8, and 10, which 
were 12- to 30-fold less active. Compounds 1-4 
were also active against murine CMV in vivo 
(371). The 2,6-diaminopurine prodrug was 
equivalent to ACV in activity against HSV-1 
and -2, and 100-fold more active than ACV 
against VZV. Compounds 13 and 8 were very 
potent against EBV. The diamino purine was 
moderately active against HBV (EC,, = 10 
pM) but the potency increased substantially 
in prodrug (monophosphorylated) form (EC,, 
= 0.08 p.Ml. Overall, these compounds showed 
good activity against the range of herpesvi- 
ruses, but the potent compounds varied de- 
pending on the viral target, with no clear pat- 
tern emerging yet. Toxicity was minimal in a 
variety of cell types. 

Related analogs of ribose, spiropentane de- 
rivatives (391, were synthesized in four con- 
formations, and conformation-dependent ac- 
tivity was observed (372). The proximal and 
medial-syn adenosine analogs showed moder- 
ate activity against HCMV and EBV, although 
the proximal analog was relatively toxic in one 
cell line. The distal isomer of the guanosine 
analog was also active against EBV, with no 
toxicity noted. These compounds showed little 
activity against HSV or VZV. 

When theproximal isomer of the adenosine 
analog was converted to the phenylphos- 
phoalaninate prodrug form, it showed a 50- 
fold increase in activity against HCMV (EC,, 
= 0.4 a), and gained 10-fold in potency 
against EBV, although it was still cytotoxic to 
Daudi cells (EC,, = 2.8 @, CC,, = 7.8 p H ) .  It 
was also active against HBV and VZV (EC,, = 
3.1 and 9.3 $4). 

- - -  - 
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cycloSaligeny1 nucleoside monophosphate 
erivatives were designed as an attempt to 

efficacious tool for making 
hosphate derivatives sufficiently li- 

ilic to enter cells (373). Derivatives of 
and PCV (40) have been tested against 

SV and EBV. The ACV derivatives were 
out equivalent to ACV in activity against a 

e-competent HSV strain and 
nst EBV. However, in a thymidine kinase- 

t HSV strain, the cycloSaligeny1 deriv- 
ere 20- to 60-fold more active than 

V. This approach did not work with PCV 
s, which were 32- to 95-fold less ac- 

rowing from experience with HIV, 
'-(phenyl methoxy alaninyl) phosphate 

4 1 = Adenine 
2 = Guanine 

HO 3 = 2-amino-6-methoxypurine 
4 = 2,6-diaminopurine 
5 = 2-amino-6-chloropurine 
6 = 2-amino-6-cyclopropylaminopurine 
13 = cytosine 

0 +a~ NH 9 8 7 = = = Adenine Guanine 2-amino-6-methoxypurine 
I 10 = 2,6-diaminopurine 

C6H50-P-0 11 = 2-amino-6-chloropurine 
I I 
0 

12 = 2-amino-6-cyclopropylaminopurin 

B = adenine or guanine 

Proximal Distal 

(41) was synthesized as a kinase-indepen- 
dent lipophilic ACV prodrug (374). This ap- 
proach worked successfully for the HIV drug 
d4T, which was non-toxic and a potent HIV 
inhibitor. However, whereas the ACV deriv- 
ative was not toxic, it had weak antiviral 
activity. 

A phosphonomethyl ether analog of ACV 
(42) was fivefold less active against HSV-1 
than ACV (352). However, as mechanistic 
studies would predict, the difference in effi- 
cacy for HSV and HCMV narrowed, with the 
analog being eight times more active against 
HCMV than ACV. Phosphonate ethers can 
also have an effect on cytotoxicity; a phos- 
phono-derivative of GCV (43) is less toxic than 
GCV. 



Rz = H and R3= CH3 
Rz = CH3 and R3 = H 
Rz = R3 = H 

R3 

R2 = H and R3 = CH: 
Rz = CH3 and R3 = E 
R z = R 3 = H  

Another approach to treating thymidine ki- 
nase-deficient strains is to provide the phos- 
phorylated form as a phospholipid, shown 
here for ACV (44) (375). ACV-diphosphate- 
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dimyristoylglycerol was equivalent in activity 
to ACV against wild-type HSV-1 and HSV-2 
strains. With thymidine kinase-deficient 
strains, ACV had no detectable activity, 
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whereas the phospholipid prodrug was as ac- 
tive against them as against wild-type (EC,, = 
0.25-1 m. In uninfected W138 lung fibro- 
blasts, the levels of intracellular phosphory- 
lated ACV were 56-fold higher using the phos- 
pholipid prodrug than those for ACV. 

GCV has oral bioavailability of less than 
10% in humans and is given intravenously for 
acute treatment of HCMV disease. It is active 
against HSV and VZV, but the poorer toxicity 
profile relative to ACV limits its use. An elaidic 
ester of GCV (E-GCV) (45) was 5- to 30-fold 

C=C-(CH&CH3 
H H 

more potent in cell culture than GCV against 
HSV and 15- to 90-fold more potent than ACV 
(376). The ester was about equivalent to GCV 
in toxicity (less than twofold more toxic). E- 
GCV and GCV were of equivalent potency 
against VZV and HCMV (EC,, = 0.7-4.5 pit4 
for both viruses). When E-GCV was used in- 
traperitoneally to treat HSV-2 infection in 
mice, death rates were reduced to 10% under 

ated with an equimolar amount of GCV. 
e activity profiles of GCV and E-GCV were 
ilar with regard to potency in thymidine 

kinase-deficient strains or strains resistant to 
foscarnet or ACV. 

H961 (46) (277) is the prodrug form of 
2242 (36). The poor oral bioavailability of 

-2242 necessitates delivery by injection 
77). However, the prodrug was been tested 
mice infected with vaccinia virus and was 

ion of H96l at 100 mg/kg daily for 10 days 
mpletely blocked viral infection. The only 
xic effect noted was atrophy of testicular 

germinal epithelium, an effect that is also ob- 
served in mice treated with ganciclovir (277, 
377). 

3.1.2.3 Nonnucleoside Inhibitors and Other 
Targets. IMP dehydrogenase is the rate-limit- 
ing enzyme in the synthesis of guanine nucle- 
otides, converting IMP to XMP. It is a target 
for two compounds, ribavirin (47) and myco- 

phenolic acid. Mycophenolate mofetil (MMF) 
is an immunosuppresant used for kidney 
transplant recipients. MMF is hydrolyzed to 
mycophenolic acid. Ribavirin both inhibits the 
activity of some RNA polyrnerases and in- 
creases their rate of nucleotide misincorpora- 
tion, thus decreasing the fitness of the result- 
ing virions (378-380). However, a second 
effect of both of these compounds is a deple- 
tion of GTP and dGTP pools through inhibi- 
tion of IMP dehydrogenase activity. A synergy 
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might be expected between these compounds 
and guanosine analogs, because a decrease in 
cellular dGTP would increase the rate of in- 
corporation of the guanosine analog. This 
mode of action has been tested with MMF. A 
combination of MMF and acyclovir was more 
effective at preventing posttransplant lym- 
phoproliferative disorders resulting from EBV 
reactivation or primary infection than was 
treatment with acyclovir alone (381). The 
combination of MMF and H2G was particu- 
larly effective, with a 10- to 150-fold increase 
in potency observed against HSV-1 and HSV-2 
and VZV in cell culture (382). With a thymi- 
dine kinase-deficient HSV-1 strain, potency 
increased more than 2500-fold, such that H2G 
with MMF was more potent in the thymidine 
kinase-deficient strain than H2G alone in the 
wild-type strain. The effect in VZV strains 
lacking thymidine kinase was smaller than 
with HSV, but activity still approached that of 
H2G alone in a wild-type strain. Ribavirin 
caused similar effects, although smaller in 
magnitude. This approach may have more 
general applicability; a preliminary study in 
AIDS patients indicates that MMF may in- 
crease the effectiveness of currently used mul- 
tidrug treatment regimens used against HIV 
(383). 

VX-497 (48) is an uncompetitive inhibitor 
of human IMP dehydrogenase (384) and a 
broad-spectrum antiviral agent. Of the DNA 
viruses, it inhibits HBV and HCMV at EC,, 
concentrations of 0.4-0.8 a. HSV-1 is less 
potently inhibited (EC,, = 6 i.LM). VX-497 was 
25- to 100-fold more potent than ribavirin 
against these viruses but was also more toxic 
in some cell lines, with a selectivity index of 
about 10 in those cell lines. This might be an- 
ticipated for a compound that targets an en- 
zyme that is essential in rapidly dividing cell 

types. The same constraint also applies to 
ribavirin, which had a smaller selectivity in- 
dex in those cell types than did VX-497. Based 
on its mechanism of action, it is anticipated 
that VX-497 might share the synergies with 
guanosine analogs noted for MFF and 
ribavirin. 

Hydroxyurea inhibits the activity of the 
cellular ribonucleotide reductase and potenti- 
ates the inhibitory effect of 2',3'-dideoxynucle- 
otide analogs against HIV-1, particularly di- 
danosine (ddI) (385-387). The combination of 
hydroxyurea and ddI is currently being inves- 
tigated as a much less expensive alternative 
for HIV treatment in those populations where 
cost makes triple drug regimens prohibitive. 
By analogy with the mechanism outlined 
above for interaction of MMF, ribavarin, and 
possibly VX-497 with guanosine analogs, hy- 
droxyurea might act synergistically with nu- 
cleoside analogs targeting DNA viruses. When 
tested in combination with a variety of nucle- 
oside analogs (ACV, GCV, PCV, H2G, cidofo- 
vir, and adefovir) for activity against HSV-1 
and HSV-2, hydroxyurea had a moderate stim- 
ulatory effect (388). In thymidine kinase-defi- 
cient strains, where the triphosphate concen- 
tration of the nucleoside analogs would be 
much lower, the potentiation was larger. In 
these strains EC,,s were lowered from 20-100 
to 0.2-5 pglmL by addition of hydroxyurea. 
The potentiating effect of hydroxyurea is not 
sufficient to warrant its general use for this 
purpose. However, given its potential for 
treating HIV infections, this combination of 
drugs could result when opportunistic herpes- 
virus infections are treated in AIDS patients. 

Triciribine (TCN) (49) is a tricyclic nucleo- 
side with antineoplastic and antiviral activity 
(389). It is phosphorylated by adenosine ki- 
nase to the monophosphate form but is not 
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N 

HO OH 

(49) 

phosphorylated further, and it is not incorpo- 
rated into DNA. In an effort to dissect its 
mechanism of action, analogs of TCN varying 
in the number of hydroxyl groups on the ri- 
bose were synthesized and tested for antiviral 
activity against HCMV. The parent TCN was 
active (EC,, = 2.5 pM), but all of the analogs 
were inactive, indicating that hydroxyls at the 
2', 3', and 5' positions were essential for 

The helicase-primase complex of herpesvi- 
ruses carries out two essential DNA replica- 
tion activities: it provides a primer for DNA 
polymerase to initiate from, and it separates 
the two DNA strands. A series of dichloroani- 
lino-purines and -pyrimidines (501, (51) were 

N 
H 

C1 

C1 

(50) 

ined for their antiherpevirus activity, 
d several were found to inhibit not the poly- 

merase but the helicase-primase complex 
390, 391). They were weak inhibitors with 

poor selectivity, but they demonstrate that 
this enzymatic activity is a potential drug tar- 
get. Helicase-primase has proven a much more 
difficult target than polymerases, and thus 
far, no drugs targeting helicase have been ap- 
proved for any disease. However, as mutants 
accumulate in the currently used targets, it 
may be necessary to broaden our approach to 
include targets such as helicase. 

More recently, a 2-amino thiazole com- 
pound, TI57602 (52) has been identified that 

targets the UL5 protein of the HSV helicase- 
primase complex (392, 393). It has an IC,, 
against the purified complex of 5 pM, an EC,, 
in cell culture of 3 pM, and no toxicity at 100 
pM. It is not active against helicase-primase 
complexes of VZV, HCMV, or EBV. 

A 1,6 naphthyridine (53) and related 7,s- 
dihydroisoquinoline derivatives were identi- 
fied as having potent activity against HCMV. 
Compound (54) was 39- to 220-fold more ac- 
tive than GCV. Strains resistant to GCV, fos- 
carnet, cidofovir, and BDCRB were still sensi- 
tive to these compounds. In most cell lines, 
these compounds were substantially more cy- 
totoxic than ACV or GCV, resulting in a poorer 
selectivity index than ACV and approximate 
equivalence to GCV. 



Dendrimers have been proposed as a topi- 
cal microbicide, to be used to inhibit viral 
entry through mucosal cells (394). These mol- 
ecules are highly branched polymers synthe- 
sized on a polyfunctional core, which are 
capped with a layer to give the desired surface 
properties. The choice of core, polymer, and 
capping group determine the shape, size, and 
charge characteristics of the molecule. Five 
dendrimers were tested for their capacity to 
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inhibit entry of HSV-1 and HSV-2. All five 
dendrimers showed antiviral activity in cell 
culture when they were added to cells before 
the addition of virus. Two of three dendrimers 
tested were effective in a mouse model in pre- 
venting infection when applied topically to the 
vagina. The compounds were applied as 15 pL 
of a 100 mglmL solution and protected 15 of 16 
mice from infection (16 of 16 control mice were 
infected). No toxic effects were noted from a 
single application, although multipre applica- 
tions were not tested. 

3.1.2.4 Herpesvirus Protease Inhibitors. 
Proteolytic activity is required to process her- 
pesvirus structural protein precursors during 
assembly of the virion. The protease responsi- 
ble is a serine protease encoded by the HSV-1 
UL26 gene and the HCMV UL80 gene (re- 
viewed in Refs. 395, 396). These herpesvirus 
proteases seem to be a distinct subfamily of 
serine proteases, with minimal structural sim- 
ilarity and minimal crossreactivity with inhib- 
itors to other serine proteases. A benzimida- 
zolylmethyl sulfoxide (57) inhibitor of HCMV 

(57) 

protease activity has been identified (397). 
This compound inactivates the protease 
through interactions with one or possibly two 
cysteines on its surface. It had an IC,, in a 
biochemical assay with recombinant protease 
of 1.9 pJ4 and was functional in a cell culture 
assay, with an EC,, of 18 pJ4. No toxicity 
noted at 100 pJ4. It also showed no activity at 
100 against chymotrypsin, trypsin, throm- 
bin, factor Xa, plasmin, or kallikrein. Based on 
the lack of activity of this inhibitor against 
these other serine proteases and the amino 
acid sequence differences between the herpes- 
virus proteases and other serine proteases, the 
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herpesvirus proteases seem to represent a 
subclass of the serine protease superfamily, an 
important determinant of the likelihood of 
identifying inhibitors with a useful selectivity 
index. 

A series of thieno(2,3-d)oxazinone protease 
inhibitors (58) were demonstrated to have 

good potency against HSV-2, HCMV, and VZV 
(EC,, from 0.02 to 0.9 a) (398). Substitution 
of one or both of the thiophenes by phenyl 
groups had little effect on potency. These com- 
pounds were inactive at 100 pM against elas- 
tase and trypsin but were moderately toxic 
(CC,, = 20-100 /JM). 

A random screen for HSV-1 protease inhib- 
itors yielded 1,4-dihydroxynaphthene (59) 
and three related naphthoquinones (60) (399). 

These compounds exhibited IC,, values 
against the protease ranging from 6.4 to 16.9 

pM. They were more active against HCMV 
protease, with IC,, values of approximately 1 
@. While structurally similar, the naphtho- 
quinones differed mechanistically from the 
naphthalene. Against HSV-1 protease, the 
naphthalene was a competitive inhibitor, 
whereas the naphthoquinones were noncom- 
petitive. The reverse was the case against 
HCMV protease. These compounds were not 
active against trypsin, chymotrypsin, kal- 
likrein, plasmin, thrombin, or factor Xa at 100 
a .  

3.1.2.5 Immune Modulators. Imiquimod 
(61) has been tested as a topical treatment for 
herpesvirus and papillomavirus infection. A 
more potent analog, resiquimod (62), has been 

tested for anti-HSV-2 activity in a guinea pig 
model, where the endpoint was the number of 
recurrences over the test period (400). The 
number of recurrences was decreased by 65- 
75% by subcutaneous injection of resiquimod. 
Topical application of imiquimod also had a 
similar effect on recurrence rate (401). In a 
trial of 52 patients with frequently recurrent 
genital herpes, topical application of re- 
siquimod one to three times per week (0.01% 
or 0.05%) for 3 weeks resulted in 32% of pa- 
tients completing a 6-month observation pe- 
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riod without a recurrence, compared with 6% 
in the control group (402). These compounds 
are immunomodulators whose effect is to in- 
crease interferon-a levels. Resiquimod was 
demonstrated to activate B-cells by a mode 
that resembled B-cell activation by the CD40 
ligand (403). Given a mode of action that is 
quite distinct from other HSV-2 inhibitors, it 
may prove to be useful in combination therapy 
with inhibitors of viral targets such as poly- 
merase. 

3.2 HBV 

Replication of HBV requires first transcribing 
the cccDNA genomes in the nucleus into RNA, 
followed by copying the RNA into DNA by the 
reverse transcriptase activity of HBV poly- 
merase. Effective treatment of HBV has two 
important components. First the replication 
process of the virus must be interrupted, and 
second, the reservoir of cccDNA genomes in 
the nucleus must be eliminated. The replica- 
tive cycle can be effectively broken with HBV 
polymerase inhibitors, preventing production 
of new virions. However, it is common for 
plasma virus levels to be decreased to unde- 
tectable levels with polymerase inhibitors, 
only to have the viral replication rebound after 
removal of the drug because of the availability 
of the DNA genomes in the nucleus for tran- 
scription. These genome copies are stable and 
are only effectively removed by destroying in- 
fected cells. Thus, the second arm of the treat- 
ment scheme is to boost the capacity of the 
T-cell-mediated immune response to viral an- 
tigens expressed in infected cells. 

The immunomodulatory approach was ac- 
tually the first employed, with the use of inter- 
feron-a (IFN-a). IFN-a is successful in stimu- 
lating T-cell-mediated removal of infected 
cells in a small proportion of patients (404). 
However, most patients do not respond and 
the side effects are often severe, so affecting 
the immune system alone has not proven a 
sufficient treatment (405,406). 

There is evidence that preventing reinfec- 
tion with effective inhibitors of the replicative 
cycle is sufficient to allow eventual clearance 
of infected cells by the immune system, with 
or without immunomodulators. However. the 
course of treatment is long. A study of the 
clearance rate of virus showed a biphasic re- 

sponse. In the initial phase, virus was removed 
with a half-life of 1.1 days, whereas in the sec- 
ond phase, the half-life was 18 days (407). An- 
other study estimated a clearance rate for the 
second phase of 10-100 days (121). These two 
phases likely reflect the clearance of free virus 
and infected cells, respectively. If infected cells 
are cleared with a half-life of 18 days, removal 
of infected cells from the liver would be likely 
to take in excess of 2 years. The implications of 
this need for prolonged treatment-are that 
drugs need to be well tolerated, with few side 
effects to keep patients on treatment, and that 
treatment regimens need to be able to deal 
with the inevitable accumulation of drug re- - 
sistance mutations in the viral target. 

Attempts to interrupt the replicative cycle 
have focused almost exclusively on the viral 
polymerase. Many of the compounds in use or 
under development as HBV polymerase inhib- 
itors have their historical roots in either her- 
pesviruses or HIV drug development. Most of 
the HBV inhibitors fall into two groups: (1) 
L-analogs of pyrimidine nucleosides or (2) pu- 
rine analogs with modified sugar groups. 

Before inhibitors of HBV polymerase are 
discussed, a note about nomenclature is 
needed. ~ i s to r ica l l~ ,  there has not been a uni- 
versally accepted numbering system for HBV 
proteins. Mutations in HBV polymerase .are 
reported by two numbering systems. For in- 
stance, the two most common mutations are 
M552IN and M550IN or I528M and I526M, 
depending on the source of the genome used. 
To standardize nomenclature. it has been rec- 
ommended that a numbering system be used 
that starts with 1 at the consensus amino ter- 
minus of polymerase rather than at the begin- 
ning of the open reading frame, with each pro- 
tein given a two-letter designation to identify 
it (408). With this system, the two mutations 
noted above become rtM204VII and rtL180M. 
The numbering system used most commonly 
in the existing literature has been used in this 
chapter (M552IN and I528M for the examples 
cited). Hopefully the proposed change in num- 
bering will provide more clarity to the nomen- 
clature in the future. 

3.2.1 Pvrimidines. The most successful of 
the 
far 
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sides show potent activity while lacking the 
toxicity of the D-enantiomers. Some of them 
are quite specific for HBV, whereas other show 
activity against HIV and certain herpesvi- 
ruses as well. The structure-activity relation- 
ship of these compounds as well as additional 
L-nucleosides have been elegantly examined 
by Bryant et al. (409), and the following con- 
clusions can be drawn from their observa- 
tions. (1) The specificity for HBV versus retro- 
viruses derives primarily from the presence of 

D-nucleosides, including lamivudine (63), 
emtricitabine (FTC) (64), clevudine (L- 
FMAU) (181, and Fd4C (65) . These L-nucleo- 

a 3' hydroxyl on the ribose. (2) The lack of a 3' 
substituent resulted in retention of activity, 
but the specificity for HBV was lost. (3) Halo- 
genating the 5 position on the pyrimidine ring 
reduced potency but did not affect specificity 
for HBV. (4) Retaining the 3' hydroxyl but 
changing its orientation (L-xylo-nucleoside) 
resulted in the loss of anti-HBV activity. 
These observations were made with cytidine 
and thymidine derivatives and were also ex- 
tended to adenine derivatives. 

Lamivudine is approved for treating hepa- 
titis B patients. It is a chain terminator, and 
all three phosphorylation events to give the 
triphosphate are carried out by cellular en- 
zymes. The first phosphorylation event is by a 
cellular deoxycytidine kinase rather than a vi- 
ral kinase; despite this, cytotoxicity is low be- 
cause all of the cellular polymerases have a 
very low affinity for lamivudine. Lamivudine 
triphosphate concentrations reach high levels, 
and the half-life of the triphosphate form is 
long, 17-19 h. Oral bioavailability is high 
(greater than 85%) (120). 

Lamivudine is an effective initial treat- 
ment for HBV, but development of resistance 
is a major concern. HBV replicates through a 
genomic RNA intermediate, and the reverse 
transcriptase of HBV shares the characteristic . 
of other reverse transcriptases of having poor 
fidelity. The incorporation of mismatches al- 
lows a rapid accumulation of mutations that 
result in resistance. For HBV polymerase, the 
most common mutation noted with lamivu- 
dine treatment is Met 552 to Val or Ile (M552Il 
V). This mutation changes a highly conserved 
motif CYMDD), and results in up to a 2-log 
increase in EC,, of lamivudine (410). The 
price that the virus pays for this protective 
effect is an approximate 100-fold decrease in 
replication efficiency, although there are addi- 
tional mutations (e.g., to Met) that par- 
tially compensate the loss of polymerase activ- 
ity. Resistance is discussed further below. 

Lamivudine has good potency against HBV 
in cell culture (EC,, = 0.008-0.116 p M )  (411- 
415). The initial response to lamivudine at 
doses of 100-300 mglday in vivo is good, with 
seroconversion and greater than 2-log loss in 
viral titers occurring over the first 6-12 
months of treatment in greater than 80% of 



the patients (416). However, the response rate 
starts declining at some point between 1 and 2 
years of treatment. In one study, the response 
rate was 96% at 12 months of treatment, but 
by 30-36 months it had dropped to 43% (416). 
ALT levels rebounded, indicative of liver dam- 
age, and virus titers increased. These changes 
were associated with a mutation in the YMDD 
motif (M552IN). 

For patients that respond successfully to 
lamivudine, both the length of treatment and 
how treatment is withdrawn seem to be im- 
portant. In about 15% of patients, "hepatitis 
flares" were experienced after cessation of 
treatment, with significant increases in ALT 
and virus titers (133,417). These flares may be 
a result of stimulation of clearance of infected 
cells carrying double-stranded DNA genomes 
(132,406,418,419), and the majority of them 
resolve by themselves. However, in some 
cases, the flares may be severe enough to re- 
quire readministration of lamivudine to limit 
the extent of the hepatitis. Possibly related to 
this phenomenon, an increase in the immune 
response to HBV was noted in 83% of patients 
treated with lamivudine during a time that 
corresponded with the decrease in viremia 
(420). Thus, whereas high levels of virus pro- 
duction have a depressive effect on T-cell-me- 
diated HBV response, some level of virus syn- 
thesis may be needed to stimulate the immune 
system to remove infected cells. " 

The appearance of a mutation in the pre- 
core region that blocks expression of HBeAg is 
associated with a poor prognosis, presumably 
because lack of HBeAg results in less efficient 
T-cell-mediated destruction of infected cells. 
Lamivudine seems to select against precore 
mutants initially. In six patients that started 
lamivudine treatment expressing a precore 
mutant, all had reverted to wild-type by ap- 
proximately 12 months of treatment. How- 
ever, these mutants reappeared after pro- 
longed therapy (421). 

Organ transplantation poses an additional 
burden on treatment because of the immuno- 
suppressive agents that are used to protect the 
new organ. Lamivudine has demonstrated po- 
tential as a prophylactic treatment before 
liver transplant. The extent of replication be- 
fore a liver transplant is a predictor of recur- 
rence of HBV (422). Lamivudine has been 
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used to suppress HBV replication in liver 
transplant candidates both before and after 
transplantation. As an example, six patients 
with two to four times normal ALT levels were 
placed on daily 150-mg doses for 4 months, at 
which time all six were negative for HBV DNA 
and had ALT less than 1.2 times normal. After 
6-15 months of treatment, no viral rebound 
had occurred (423). In another study, post- 
tranplantation treatment with lamivudine re- 
sulted in loss of serum HbsAg in 64% of pa- 
tients (424). Sixty percent of HBV-positive 
renal transplant patients treated with lamivu- 
dine for 1-4 months after transplantation re- 
sponded to the treatment (425,4261, but when 
patients were followed after cessation of treat- 
ment, almost all of them rebounded (426). 
This is not a surprising result, because immu- 
nosuppression should result in poor clearance 
of infected cells. 

Phosphorylation of lamivudine to the 
triphosphate form (3TCTP) is enhanced by 
hydroxyurea, methotrexate, or fludaribine, 
such that pool sizes increase by up to 3.5-fold 
(427). These compounds decreased the pool 
size of the endogenous competitor, dCTP. The 
result may be a moderate improvement in the 
efficacy of lamivudine. However, levels of 
3TCTP needed to inhibit wild-type virus are 
readily achievable in the absence of this tr-t- 
ment, whereas the EC,, against the M552VII 
mutant is 50-fold higher than for wild-type. 
This is well out of the range of the effect of 
these compounds on 3TCTP levels. 

L-dC (66), L-dT (671, and L-dA were tested 
for activity against a panel of 15 viruses, in- 
cluding herpesviruses, and were only active 
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against HBV (409). They were also inactive 
against human DNA polymerases a, P, and y. 
Consistent with this observation, these 
nucleosides showed no cytotoxicity against a 
variety of cell lines. Finally, in infected wood- 
chucks, L-dC and L-dT gave a 6- to 8-log re- 
duction in serum virus titers after 3 weeks of 
treatment (10 mg/kg/day). No signs of toxicity 
were noted over 12 weeks of treatment. These 
pyrimidine analogs seem to be promising can- 
didates for clinical development. 

Another example of pursuit of an L-isomer 
of a D-nucleoside is 2' ,3'-dideoxy-2',3'-didehy- 
dro-p-L-5-fluorocyticine (Fd4C) (65) (413). 
Fd4C has potency in cell culture about 15- to 
30-fold greater than lamivudine (EC,, = 

2-200 nM), with minimal cytoxicity (CC,, = 

7-20 vs. >50 pM for lamivudine) (413, 428- 
430). The derivative lacking the flourine (d4C) 
was four- to fivefold less active than Fd4C 
(413). Similar results were noted in comparing 
larnivudine vs. Fd4C treatment of infected 
woodchucks (431). A 4-week treatment of 
HBV in a duckling model with Fd4C gave 
strong suppression of viremia and gave no ev- 
idence of toxicity (429). Higher levels of Fd4C 
triphosphate are maintained in cells, in part 
because conversion of Fd4C from the diphos- 
phate to triphosphate form is more efficient 
than for lamivudine. Turnover of Fd4C me- 
tabolites is much slower than for lamivudine, 
and this is reflected in a longer time to reap- 
pearance of HBV DNA after removal of the 
drug for Fd4C (428). Fd4C has the potential 
for once daily dosing, which gives it an advan- 
tage over lamivudine. It suffers less loss of po- 
tency in viruses with mutations at amino acids 
552 and 528 (432). The future of Fd4C as an 

HBV antiviral may hinge on whether its in- 
creased potency, higher intracellular triphos- 
phate levels than lamivudine, and better po- 
tency against resistance mutants allow it to 
retain effectiveness against these mutants. 

An S-acyl-2 thioethyl-monophosphate 
(SATE) prodrug form of Fd4C (68) was tested 

as a means of increasing the intracellular con- 
centration of Fd4C-monophosphate. The pro- 
drug was eightfold more potent than the par- 
ent and showed fourfold lower toxicity (430). 

Additional members of this group include 
FTC (64) and L-FMAU (18). P-L-2',3'-di- 
deoxy-5-fluoro-3'-thiacytidine (emtricita- 
bine, FTC) has good potency against HBV and 
low toxicity (cell culture EC,, = 40 nM, TC,, 
> 700 f l  (433). In woodchucks, it showed 
potency equivalent to lamivudine when ad- 
ministered at a dose of 30 mgikglday and no 
evidence of toxicity (434). 2'-Fluoro-&methyl- 
p-L-arabinofuranosyluracil (L-FMAU) was a 
byproduct of the search for HIV antivirals. It 
was inactive against HIV, but inhibited HBV. 
Use of the D-enantiomer has been limited by 
both toxicity, primarily of the mitochondria1 
DNA polymerase (435) and by deamination 
(330). L-FMAU has 20-fold greater potency 
than the D-isomer (EC,, = 0.1 versus 2.0 pikf) 
and a selectivity index of >2000 versus 25 for 
the D-isomer (330, 436). In the duck model, 
oral administration of 40 mg/kg/day for 8 days 
gave a 72% decrease in peak viremia, with no 
short-term toxicity noted (437). Toxicity was 
also not noted in a 30-day study in mice or in 
4-week or 3-month studies in woodchucks 
(438,439). A short-term study in woodchucks 
demonstrated that the reduction in viral DNA 
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synthesis was very rapid, with a 3-log reduc- 
tion within 3 days of treatment. Viremia re- 
mained suppressed for a significant length of 
time after withdrawal of treatment, with one- 
half of the animals showing suppression of vi- 
ral DNA at  10-12 weeks post-withdrawal 
(439). L-FMAU is a substrate for at least three 
cellular kinases, thymidine kinase, a mito- 
chondrial deoxypyrimidine kinase, and deoxy- 
cytidine kinase (440). Related 2'-fluoro-5- 
methyl-P-L-arabinofuranosyluridine analogs 
were inactive, including 5 substitutions with 
halogens or alkyl groups. Cytosine and 5-iodo- 
cytosine showed weak to moderate activity, 
15- and 50-fold less than FMAU, respectively 
(441). 

2',3'-Dideoxy-3'-fluoro-D-ribonucleosides 
have also been shown to have potent antiviral 
activity, but excessive toxicity. Because other 
L-enantiomers have shown less toxicity while 
maintaining potency, L-enantiomers of these 
fluoro compounds were tested. They were in- 
active with the exception of the cytosine ana- 
log (69), which showed moderate activity 

against HBV (442). Moving the fluorine to the 
2' position gave a 5-fluorocytosine analog with 
potency against HBV about fourfold better 
than that of lamivudine (443). Several 2'- 
deoxy-2',2'-difluoro-L-erythro-pentofuranosyl 
nucleoside derivatives were synthesized to try 
to combine the antiviral effect and lack of tox- 
icity of the L-nucleosides and the antiviral ef- 
fect of 2'-deoxy-2',2'-difluoro nucleosides 
(444). While these compounds were not toxic, 
they did not show activity against HSV-1 or -2 
or HBV. 

Some p-D-2',3'-dideoxy-5-chloropyrimi- 
dine compounds have efficacy as HIV inhibi- 

tors, but the corresponding L-enantiomers do 
not. However, selected L-enantiomers of this 
class of compounds have shown activity 
against HBV. As an extension of this work, 
P-L-2',2'-dideoxy-5-chlorocytidine (70) and 
P-L-2',2'-dideoxy-3'-fluoro-chlorocytidine 
(71) were tested against HBV. They are active, 

but were 100- to 800-fold weaker than lamivu- 
dine (445). 

Cytallene (1-(4'-hydroxy-lr,2'-butadieny1)- 
cytosine) (72) is a potent HBV inhibitor (EC,, 
= 80 nM) (446). It is somewhat toxic (TC,, = 
12 f l ,  givingit a selectivity index of 150. It is 
efficiently phosphorylated by human deoxycy- 
tidine kinase (447). Cytallene is unique 
amongst these pyrimidines in being an acyclic 
analog. 

3.2.2 Purines. GCV, PCV, and famciclovir 
(the prodrug form of PCV) have some use 
against HBV (448, 449). Whereas their po- 
tency approaches that of lamivudine, they 
have several disadvantages that limit their 
use. GCV and PCV require intravenous ad- 
ministration, and all three have poor side ef- 
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fed profiles relative to lamivudine. Further, as 
discussed below, they show cross-resistance to 
lamivudine. As monotherapies, they have no sig- 
nificant advantages over the use of lamivudine, 
but they may have use as part of a combination 
therapy regimen; this is discussed later. 

ACV-triphosphate is an effective inhibitor 
of the HBV DNA polymerase (IC,, < 1 @). 
However, ACV is ineffective against HBV be- 
cause of the lack of phosphorylation of ACV to 
the monophosphate form. When ACV was sup- 
plied as a monophosphate, in the form of 
the orally bioavailable 1-0-hexadecyl pro- 
panediol-3-P-acyclovir (HDP-P-ACV) (73) , it 
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I 
as effective in inhibiting virus production in 
oodchucks (450, 451). When HDP-P-ACV 
as given at 10 mg/kg twice daily, serum viral 
NA was reduced by 95% after 4 weeks. ACV 
ven at five times that molar dose had no ef- 

on serum viral DNA levels. No evidence of 

toxicity was noted for HDP-P-ACV at doses up 
to the maximum dose of 30 mglkg twice daily. 

An S-acyl-2 thioethyl-monophosphate 
(SATE) derivative of ACV (74) was also shown 

to have potent anti-HBV activity in the duck 
model i n  vitro and in vivo (452, 453). The 
methyl derivative exhibited an EC,, = 30 nM 
in infected primary duck hepatocytes, 
whereas the tert-butyl derivative exhibited an 
EC,, = 0.6 nM. The equivalent value for ACV 
was 100 nM. These compounds were more . 
toxic than ACV, particularly the methyl deriv- 
ative (TC,, = 5 fl). The tert-butyl derivative 
was less toxic (TC,, = 120 a), and its high 
potency gave it a selectivity index of 200,000. 
The tert-butyl derivative was also effective in 
reducing viral titers i n  vivo. 

Entecavir (BMS-200475) (75) is a guanosine 
analog that is approximately 10-fold more po- 



Antiviral Agents, DNA 

tent than lamivudine (454). It is a competitive 
inhibitor with respect to dGTP binding, and is 
capable of inhibiting the priming, reverse 
transcription, and DNA-dependent DNA syn- 
thesis steps of HBV polymerase. It is not a 
chain terminator; it causes termination two to 
three residues downstream of the site at which 
it is incorporated (454). In a 3-month study in 
woodchucks, doses of 0.1 or 0.5 mg ente- 
cavirkg body weight reduced viral titers from 
10'' to less than lo3 virions/mL (455). Simi- 
larly, in a 21-day study employing ducklings 
infected with duck hepatitis B virus, entecavir 
treatment resulted in a 2- to 3-log decrease in 
viral titer compared with less than a 1-log de- 
crease with lamivudine (456). 

A recent clinical study of entacavir in hep- 
atitis B patients has been reported by de Man 
et al. (457). The 28-day double-blind placebo- 
controlled study tested four daily doses of en- 
tacavir (0.05, 0.1, 0.5, 1.0 mg). All doses of 
entacavir show a greater than 2-log mean re- 
duction in viral load. Approximately 25% of 
the patients in the study (42 patients) exhib- 
ited HBV DNA levels below the levels of detec- 
tion. The drug was well tolerated by all pa- 
tients and there was no detectable change in 
ALT levels before or after the study. Patients 
receiving the 0.5 and 1.0 mg doses showed a 
slower return to baseline HBV DNA levels 
than the lower doses. 

Adefovir (9,(-2-phosphonomethoxyethy1)- 
adenine, PMEA) (76), 1-P-2,6-diaminopurine 

dioxalane (DAPD) (77), and 9,(3-hydroxy-2- 
phosphonomethoxypropy1)adenine (PMPA) 
(78) are purine analogs with potent anti-HBV 
activity (302,458). Adefovir is an acyclic phos- 

(78) 

phonate analog. of adenine monolshoslshate, - 
which 
and rc 

- 
ows activity against herpesviruses 
viruses, in addition to HBV (459). 

Adefovir is not orally bioavailable, but a pro- 
drug form, adefovir dipivoxil(79) has 40% bio- . 

availability in humans (460). A 2-log drop in 
viral DNA secretion was noted from wood- 
chuck helsatocvtes infected with WHBV over " 

27 days of treatment (461). Treatment of 
woodchucks for 12 weeks with 15 mg adefovir 
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(459) but was 10-fold more potent than lami- 
vudine against purified polymerase (4541, and 
it was effective in short-term studies in wood- 
chucks at 10-20 mg/kg/day (465). It does not 
show cross-resistance with lamivudine (466). 
However, it was withdrawn from clinical trials 
because of the appearance of tumors during 
carcinogenesis studies in rodents (467). 

3.2.3 Resistance in HBV. Resistance mu- 
tants are the factor limiting successful treat- 
ment with lamuvidine (405, 468-471). A 

dipixovil per kg body weight resulted in a 2.5- 
log decrease in serum viral DNA (462). A study 
of HBV production and clearance with adefo- 
vir dipivoxil treatment indicated that virus 
production was reduced to 0.7% of its pretreat- 
ment levels (407). In short-term studies in hu- 
mans, adefovir dipivoxil caused an 1.8- to 4-log 
decrease in serum HBV DNA within 2 weeks 
(407, 460). A 48-week study in lamivudine- 
resistant patients resulted in a mean 4-log de- 
crease in serum HBV DNA titers (463). HIV- 
positive patients experienced some liver 
toxicity, with elevations in ALT occurring in 
50-60% of HIV-infected patients and in none 
of the HIV-negative patients (460, 464). Side 
effects were primarily associated with the gas- 
trointestinal tract: abdominal pain, diarrhea, 
nausea, vomiting, etc. These side effects were 
measured in a 4-week study, which was not 
long enough to assess whether patients 
adapted to the drug with time. 

Lobucivar (80) is a potent inhibitor of HBV 
replication, with some characteristics of ad- 

HO 

(80) 

efovir. It has a shorter half-life than adefovir 

study of 27 patients treated for 2-4 years 
showed the following pattern of response to 
lamivudine treatment (417): (1) a rapid de- 
crease in viremia, with serum viral DNA levels 
decreasing 4-5 logs in the first year; (2) an 
improvement in liver histology over this time 
period; (3) appearance of resistant virus start- 
ing at about 8 months, which eventually ap- 
peared in one-half of the patients. The appear- 
ance of resistance was inversely correlated 
with the level of virus suppression-resistance 
mutants developed in 76% of the HbeAgt pa- 
tients, but only 10% of the HbeAg- patients. 
The appearance of resistance mutations is also 
correlated with the phenotypic state of the 
liver, with high serum ALT levels being pre- 
dictive of more rapid generation of drug resis- 
tance (472). 

A mutation of Met552 to Val or Ile (M552VI 
I), alone or in combination with to Met 
(L528M) increases the lamivudine EC,, by 
2-4 logs (473-475). The M552IN mutation 
also causes a 1-log decrease in viral DNA rep- 
lication (476). Because of this loss of fitness, 
discontinuation of lamuvidine treatment 
leads to reappearance of the wild-type virus, 
although if lamivudine treatment is restarted 
the resistant virus rapidly returns (417). This 
decrease in virus fitness is largely compen- 
sated for by L528M (476). The cause of the . 
resistance because of the M552IN mutation is 
decreased binding affinity of lamivudine by 
HBV polymerase, resulting from steric hin- 
drance by the side chain of Val or Ile (477). 

An additional mutation conferring resis- 
tance to lamivudine, A529T, has been re- 
ported in 3 of 23 patients included in a study of 
resistant patients (469). This mutation also 
introduces a stop codon in the gene coding Hb- 
sAg, which impairs its secretion. The effect on 
~ 6 s ~ ~  may limit the spread of this mutation. 

One of the lessons of drug resistance in 
other viruses, particularly HIV, is that treat- 
ment with combinations of drugs is likely to be 
important. Therefore, it is important to un- 
derstand which combinations of drugs gener- 
ate cross-resistance. In addition to lamivu- 
dine, the combination of M552IN and L528M 
mutations also provide cross-resistance to 
FCV, PCV, ddC, FTC, AZT, FMAU, and to a 
lesser extent, Fd4C (477,478). FCV generates 
an overlapping, but not identical set of resis- 
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tance mutants; I528M, V521L, V5551, and 
T532S, but not mutations at M552, have been 
reported from both FCV- and lamivudine-re- 
sistant patients, (471, 479-481). It is likely 
that treatment of FCV-resistant patients with 
lamivudine would result in a more rapid ap- 
pearance of M552V/I. 

Adefovir is not cross-resistant with lamivu- 
dine (410, 432, 466, 482), thus providing an 
alternative therapy for resistant cases. A com- 
parison of inhibition by lamivudine of wild- 
type HBV polymerase activity vs. mutant de- 
rivatives showed an increase in inhibition 
constants (K,) of 8.0-, 19.6-, and 25.2-fold rel- 
ative to wild-type for M5521, M552V, and 
M552VIL528M mutants, respectively. In- 
crease in Ki for adefovir was twofold or less for 
these mutants (410). Potency of lamivudine 
was decreased in cell culture by 100- to 10,000- 
fold by these mutants, whereas adefovir was 
only affected by 4- to 16-fold (476). In a study 
involving five patients who had developed re- 
sistance to lamivudine after 9-19 months of 
treatment, all responded to adefovir dipivoxil, 
with a 2- to >4-log decrease in viral titer (483). 
These decreases were maintained over the 11- 
to 15-month treatment period and were corre- 
lated with improvements in liver function. 

The experience of HIV treatment indicates 
that additional therapies will be necessary to 
counteract developing resistance. HBV and 
HIV are similar with regard to the amount of 
virus that is produced per day and the fidelity 
of their polyrnerases. Combination therapy for 
HIV now typically involves three drugs, with 
alternative drugs available for patients who 
fail their initial therapy. The relatively limited 
selection of options currently available to 
treat HBV is unlikely to provide sufficient 
treatment. 

3.2.4 Combination Treatments. Given the 
difficulty of maintaining effective long-term 
monotherapy, several combinations of drug 
treatments have been investigated. Treat- 
ment of patients that failed interferon-a 
monotherapy with interferon-a plus ribavirin 
showed improvements in a fraction of pa- 
tients, but greater than one-half of the pa- 
tients did not respond and the side effect pro- 
fi1.e was poor (484). When interferon-a was 
combined with lamivudine, there was a mod- 

est but statistically insignificant improvement 
in the proportion of HBeAg seroconverters 
(485). The benefit of this combination seemed 
to depend on the extent of damage to the liver, 
because patients with lower baseline ALT lev- 
els showed greater improvement than those 
with higher ALT levels. Thus, it is possible 
that a subgroup of patients could be identified 
for which this combination of drugscould pro- 
vide benefit. 

In contrast to the previously mentioned 
beneficial effect of adding mycophenolate 
mofetil (MMF) in treatment of HSV and HIV, 
adding MMF to the treatment regimen of 
HBV-infected liver transplant patients who 
had failed lamivudine treatment did not pro- 
vide any benefit (486). However, when myco- 
phenolic acid or ribavirin were used in cell cul- 
ture in combination with guanosine analogs, 
PCV and lobucavir, their potency was im- 
proved by as much as 10-fold (487). This effect 
could be reversed by adding exogenous 
guanosine, indicating that the increase in po- 
tency was a result of a decrease in dGTP pool 
size by mycophenolic acid or ribavirin. Be- 
cause liver transplant patients are often 
treated with MMF, the prodrug form of myco- 
phenolic acid, they represent a subset of HBV- 
infected patients that may derive more benefit 
from guanosine-based drugs than non-MMF- 
treated patients. 

Relatively few studies have examined the 
effects of combination therapy in patients who 
were not already resistant to one of the treat- 
ments (412, 452, 488-490). A comparison of 
PCV, lamivudine, and adefovir in naive infec- 
tion of duck hepatocytes showed that all com- 
binations of the three treatments were at least 
additive (488). Cytotoxicity with all combina- 
tions was insignificant. Whereas PCV is not a 
useful follow-up to lamivudine in resistant pa- 
tients caused by cross-resistance, the combi- 
nation of PCV and lamivudine against drug- 
sensitive virus is more effective than either 
alone. Adefovir has the added advantage of 
suppressing the appearance of viruses resis- 
tant to either PCV or lamivudine, which 
should increase the length of time that those 
drugs will be useful. In a related study, PCV 
and lamivudine in combination were more ef- 
fective at reducing the copy number of 
cccDNA than were either separately (490). 
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Similarly, the combination of famcyclovir 
(FCV) (the prodrug form of PCV) and lamivu- 
dine in woodchucks was at least additive rela- 
tive to the individual drugs (489). As an exam- 
ple, treatment with 5 mgkg of lamivudine 
reduced viremia by 75-fold, whereas 50 mg/kg 
of FCV showed a 10-fold decline. Combin- 
ing the two treatments reduced viremia 
10,000-fold. 

In a short-term human trial, the combina- 
tion of lamivudine and FCV was shown to be 
superior to lamivudine alone (491). After 12 
weeks of treatment, the combination provided 
greater viral clearance than lamivudine alone. 
Viral DNA levels returned to pretreatment 
levels in 44% of the patients 16 weeks after 
termination of treatment but in none of the 
patients given the combination therapy. 
These combinations need examination in 
more long-term trials. 

3.2.5 Targeting Drugs to the Liver. Two 
traits of the liver present an unusual opportu- 
nity for increasing potency and limiting the 
side effects of HBV treatments. First, hepato- 
cytes have receptors capable of recognizing 
relatively simple molecules, which can be at- 
tached to make prodrug forms of drugs. Sec- 
ond, the liver is one of the first organs to which 
orally delivered compounds are exposed; thus, 
increasing uptake by the liver reduces the ex- 
posure of other organs to a drug. Several at- 
tempts have been made to take advantage of 
these features in designing anti-HBV drugs. 

The most commonly used hepatocyte-spe- 
cific receptor is the asialoglycoprotein recep- 
tor. Molecules with carbohvdrates that termi- " 

nate with galactose are recognized and 
internalized by this receptor. This subject is 
reviewed by Fiume et al. (492); several exam- 
ples follow. Adenine arabinoside monophos- 
phate (ma-AMP, vidariabine-MP) has been 
conjugated to human serum albumin (HSA) 
and used to treat patients for 1 and 4 weeks in 
separate studies. It was administered at a dose 
equivalent to 1.5 mg ara-AMP/kg/day, a dose 
that is 10- to 20-fold lower than is used for free 
ara-AMP. At this dose it was as effective as 
free ara-AMP at the higher concentration. 
However, with the free drug, by 4 weeks of 
treatment, neurotoxic and other side effects 
appeared; these side effects were absent with 

the conjugated drug (493,494). Similar results 
were obtained by conjugating ara-AMP to 
polylysine (495, 496). This conjugate was 
tested in the woodchuck model. Free ara-AMP 
administered at 2.5 mg/kg/day had no effect on 
viremia, whereas the conjugate delivered at 
the same molar concentration of drug de- 
creased viremia to undetectable levels. Polyly- 
sine conjugates have the advantages over al- 
bumin conjugates of being synthetic rather 
than derived from a blood product and of being 
administered intramuscularly rather than in- 
travenously. Both have the disadvantage of no 
oral bioavailability, however. 

Adevofir is an effective drug with a slightly 
less favorable side effect profile than lamivu- 
dine. For treating HBV, it has the additional 
disadvantage that it is taken up poorly by 
hepatocytes. An approach conceptually simi- 
lar to the one just discussed for targeting it to 
the liver was taken (497). Adefovir was deri- 
vatized with glycosides (81) with a high affin- 
ity for the asialoglycoprotein receptor. This 
modification resulted in a 10-fold increase in 
the amount of drug taken up by the liver (52- 
62% versus 5% for adefovir). This caused a 
decrease in the amount of drug taken up by 
extrahepatic tissues. The kidney removes 
about 10-fold more adefovir from serum than 
does the liver. However, the ratio of liver to.  
kidney uptake shifted by 30- to 45-fold toward 
the liver with the prodrug forms. The end re- 
sult was a fivefold increase in potency for the 
smaller glycoside and a 52-fold increase for the 
larger. 

Another approach to targeting adefovir to 
the liver employed a lactosylated high-density 
lipoprotein (498). This protein, in combina- 
tion with phospholipids, can bind lipophilic 
drugs. Adefovir is not sufficiently lipophilic, so 
it was derivatized by addition of a lithocholic 
acid-3a-oleate (referred to as PMEA-LO) (82). 
This derivative was mixed with the protein 
and phospholipids and injected intravenously 
into rats. It was taken up efficiently by the 
liver, with approximately 70% of the dose lo- 
calized to the liver and less than 2% found in 
the kidneys. This ratio is 500 times greater 
than that noted with free adefovir. Of the liver 
dose, 88% was found in hepatocytes. The ad- 
efovir was efficiently released by acid hydroly- 
sis in lysosomes. 
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feature has a negative side, in that other cell 
types that can be infected by HBV may not 
recognize the prodrugs. These cells would 
then provide a reservoir of virus that is not 
eliminated. This aspect of these compounds 
merely provides another impetus to develop 
good combination therapies. 

3.2.6 Antisense Oligonucleotides. Oligo- 
nucleotides that are complementary to a 
stretch of an RNA can, on binding to that 
RNA, either promote its degradation by a cel- 
lular RNase H or prevent movement of poly- 
merases or ribosomes through that area. As an 
experimental tool, this approach has been 
used in dozens of model systems. This ap- 
proach has also been applied by a few groups 
to the inhibition of HBV replication. The oli- 
gonucleotides face two hurdles. First, they are 
not orally bioavailable; second, they must 
avoid degradation by cellular nucleases. The 
first hurdle is currently cleared by intrave- 
nous injection and the second by modification 
of the oligonucleotide to make it more resis- 
tant to degradation. 

A study of a series of antisense phosphoro- 
thioate oligonucleotides to the duck hepatitis 
virus genome identified two that showed effec- 
tive inhibition of viral replication in isolated 
duck hepatocytes, with a 1- to 2-log decrease in 
viral DNA after 10 days of treatment (500). 
The most potent oligo was administered to in- 
fected ducks for 10 days to examine its potency 
in vivo. At a dose of 20 mgkg body weight, 
viral DNA was reduced to nearly undetectable 
levels. No side effects were noted, although 
long-term treatment with phosphorothioate 
oligonucleotides can lead to cytoxicity. Treat- 
ment with the oligonucleotide before infection 
was able to block infection. 

In an attempt to improve the membrane 
permeability and nuclease resistance of the 
oligonucleotides, oligoribonucleotides modi- 
fied by addition of 2'-0-(2,4-dinitrophenol) 
(DNP) at a 0.7 ratio of DNP to nucleotide were 
tested in the duck model (501). At ratios less 
than 0.5, oligonucleotides were easily de- 
graded, whereas ratios >0.8 interfered with 
hybridization. The oligonucleotide inhibited 
purified polymerase with an IC,, of 8-20 nM. 
The oligonucleotide was tested in ducklings 
with a 45-day treatment of 0.5-1 mglkgtday. 

Nine of nine treated ducks had undetectable 
viremia by day 25 of treatment. One of six 
control ducks spontaneously cleared the virus 
during this time. None of the treated ducks 
showed a reappearance of the virus during a 
30-day follow-up period after treatment. 

Antisense oligonucleotides offer some sig- 
nificant advantages. Their synthesis is routine 
and does not have to be reinvented for' each 
new oligonucleotide. The number of potential 
targets is large, in that whereas the sequence 
and location in the genome affect the potency 
of the oligonucleotide, many sequences are 
likely to work. Thus, resistance can be over- 
come by moving to a new location; combina- 
tion therapy could simply mean multiple oli- 
gonucleotides. Nevertheless, delivery of the 
oligonucleotide to the interior of the infected 
cell, especially in an orally bioavailable fash- 
ion, is still an imposing barrier to their use as 
drugs. 

3.3 Papillomaviruses 

Papillomaviruses have proven difficult to 
treat because of the paucity of targets in the 
latent phase. Thus, treatment regimens have 
focused on eliminating the infected cells 
rather than treating the virus directly. Meth- 
ods for doing this have included surgery, cryo- 
therapy or caustic agents applied to warts, and 
topical application of cytotoxins such as podo- 
phyllin (502,503). These approaches have low 
success rates because of a high recurrence rate 
of the warts. Whereas the bulk of the wart can 
be removed by this method, the infected basal 
cells that provide the reservoir for continued 
viral genome replication are difficult to re- 
move. One approach to overcoming this bar- 
rier comes from the observation that the warts 
may clear without treatment, presumably be- 
cause of an immune response (504). This as- 
sertion is bolstered by observations that HPV- 
associated warts in HIV-positive patients 
responded to antiretroviral treatment (505, 
506). Attempts to bolster the immune re- 
sponse led to treatment with interferon-a by 
injection into the infected tissue, but analo- 
gous to the response to interferon-a as an 
HBV treatment, interferon induction of an im- 
mune response has seen only limited success 
(507-509). 
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Induction of an interferon-mediated re- 
sponse by small molecule inducers of inter- 
feron has shown more success. Imiquimod (1- 
(2-methylpropy1)-1H-imidazo(4,5-c)quinolin- 
4-amine) (62) and the related compound 
S-28463 (63) induce an interferon-a-mediated 
response (510,511). They have shown efficacy 
as immunomodulators against lesions caused 
by both herpesviruses and papillomaviruses 
(512,513). In a placebo-controlled trial, 40% of 
patients experienced complete clearance of 
warts when treated with a 5% imiquimod 
cream for 8 weeks; no patients receiving pla- 
cebo showed complete clearance (514). Three- 
quarters of the treated patients had a 50% re- 
duction in wart area versus 8% with placebo. 
Of the patients who cleared the warts, 80% 
remained free of warts during a 10-week fol- 
low-up period. Greater than 50% of the pa- 

- 

tients reported mild-to-moderate localized 
side affects as a result of treatment, with no 
systemic effects reported. Similar results were 
noted in a 16-week study with 5% imiquimod, 
but 1% imiquimod was ineffective (14% versus 
52% complete clearance) (515). Note that the 
improved results with imiquimod versus di- 
rect injection of interferon could be a result of 
an indirect effect of imiquimod on interferon 
induction. This effect is mediated by cyto- 
kines, which may also result in regulation of 
other factors that promote regression of the 
lesions. These trials demonstrated that a local 
interferon response is beneficial in a subset of 
papillomavirus-infected patients, but that it is 
not universally applicable. Factors that iden- 
tify patients for whom this treatment is bene- 
ficial have yet to be identified. 

A combination of vidaribine (8) and podo- 
phyllin (a DNA polymerase inhibitor and a 
cytotoxin) were tested in a 6-week topical ap- 
plication to 28 patients with cervical intraepi- 
thelial neoplasia (516). This treatment re- 
sulted in regression of the lesions and loss of 
detectable HPV DNA in 80% of the patients. 
However, 30% of patients for whom treatment 
resulted in regression of lesions relapsed dur- 
ing a 13-month follow-up period, indicating 
that longer treatments or additional combina- 
tions of drugs were needed for effective elimi- 
nation of the proliferating cells. 

5-fluorouracil(5-FU) (83) has been used as 
a topical application for treatment of warts 

with mixed results. In two small studies, the 
majority of patients cleared the warts, with a 
low recurrence rate (517,518). However, in a 
placebo-controlled trial of 40 subjects with 
weekly application of a cream containing the 
treatment for 4 weeks, fewer of the 5-FU 
treated patients showed regression of HPV at 
4-6 months post-treatment than the placebo- 
treated patients, indicating that the 5-FU may 
have actually exacerbated the disease (519). 

Photodynamic therapy mediated by 5-ami- 
nolewlinic acid (ALA) has been tested as a 
treatment for papillomavirus-induced low- 
grade cervical intraepithelial neoplasia (520). 
The basis of this approach is that the ALA 
accumulates in the proliferating tissue and 
sensitizes those cells to visible light. At 9 
months post-treatment, 95% of the patients 
showed improvement in PAP smears, and 80% 
had no detectable virus. Side effects were min- 
imal and transient. 

Cidofovir (5) has shown efficacy in selec- 
tively blocking proliferation of HPV-infected 
cells. This is an attractive application of cido- 
fovir because in treating papillomavirus infec- 
tion it can be applied topically, which limits its 
negative side effect profile (521, 522). How- 
ever, the mechanism for this inhibition is not 
immediately obvious because HPV does not 
encode a polymerase. Selectivity for HPV-in- 
fected cells implies a mechanism whereby the 
cellular polymerase of infected cells is more 
affected by cidofovir than that of uninfected 
cells. One mechanism has been identified by 
Johnson and Gangemi (523). In cell culture 
studies designed to determine the metabolic 
fate of cidofovir, the authors noted that in in- 
fected cells, cidofovir was readily converted to 
its fully phosphorylated form. However, in un- 
infected cells, most of the cidofovir was in the 
form of a choline adduct. Cidofovir inhibited 
proliferation of infected cells with an EC,, = 
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200 nM, whereas 1000 nM inhibited normal 
cell growth by about 15%. This loss of prolif- 
erative capacity was maintained when drug 
was removed after a 1-week treatment. In un- 
infected cells, greater than 75% of the cidofo- 
vir was in the form of a choline adduct. In 
infected cells, greater than 75% of the cidofo- 
vir was phosphorylated. Thus, the concentra- 
tion of cidofovir converted to polymerase sub- 
strate was considerably higher in infected 
cells. This factor, plus the ability to treat warts 
topically, may limit the toxic effects of cidofo- 
vir sufficiently to make it a practical treat- 
ment. 

Using a rabbit model of papillomavirus in- 
fection, a 1% cidofovir cream applied for 18 
days delayed the appearance of warts and de- 
creased their size when applied within 1 week 
of infection (524). Its effectiveness decreased 
as the delay after infection increased. On the 
other hand, a related study where treatment 
was twice daily for 8 weeks found complete 
regression of the warts when treatment was 
delayed until 4 weeks after infection (525). Ad- 
efovir (76) also gave moderate activity. In 
about 50% of the warts treated with cidofovir, 
recurrences were noted with longer monitor- 
ing times. When this treatment was combined 
with vaccination with DNA coding for papillo- 
mavirus proteins El ,  E6, and E7, the recur- 
rence rate dropped from 53 to 15% (526). Vac- 
cination alone was not an effective treatment 
in this study. 

Treatment of 15 women with stage 111 cer- 
vical intraepithelial neoplasia with 1% cidofo- 
vir three times every other day resulted in re- 
moval of histological signs of the lesion in 7 of 
15 patients. Four of those patients had unde- 
tectable levels of papillomavirus DNA. Two 
patients did not respond, and the remainder 
showed limited responses (527). 

Respiratory papillomatosis is a rare but of- 
ten debilitating and difficult to treat disease. A 
case has been reported where cidofovir alone 
was insufficient at reversing the growth of le- 
sions in an advanced case (528). However a 
combination of treatment with cidofovir (5 
mg/kg every 2 weeks) and interferon a-2b led 
to a significant reduction in pulmonary lesions 
and complete regression of endobronchial le- 
sions after 12 months of treatment. 

The above studies concentrated on elimina- 
tion of infected cells; few attempts to take on 
the virus directly have been reported. One 
such approach has been to identify compounds 
that cause release of zinc from the zinc bind- 
ing sites if E6 (529, 530). Loss of zinc is asso- 
ciated with loss of capacity of E6 to bind to 
cellular proteins with which it interacts. In 
this case, the goal is not to block viral propa- 
gation but to interfere with the progression of 
the infected cell to malignancy. An initial 
screen identified compounds that were able to 
eject zinc from E6 and block binding of E6 to 
two of its cellular cofactors. One of these com- 
pounds, 4, 4'-dithiodimorpholine (84) was 
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weakly active in cell culture (EC,, = 50-100 
a). No toxicity was noted, indicating that 
this compound showed specificity for E6 
rather than having a general effect on zinc 
binding proteins. Further structure-activity 
relationship studies indicated that the mono- 
cyclic amines with the dithiobisamine moiety 
were important for activity. Decrease in ring 
size, moving the nitrogens out of the rings, or 
acyclic derivatives caused loss of specificity for 
E6, measured by increase in cytotoxicity. Mod- 
ification of the N-S-S-N moiety resulted in loss 
of activity. Compounds that were incapable of 
electrophilic attack on the sulfur atoms coor- 
dinating the zinc or incapable of cleaving to 
generate a radical were also inactive. 

3.4 Polyomaviruses 

Whereas the disease states are different, the 
life cycles of polyomaviruses and papillomavi- 
ruses are similar. They both depend on the 
cellular DNA replication machinery, and they 
use similar mechanisms to stimulate cellular 
proliferation. These similarities are reflected 
in their currently available inhibitors. Murine 
polyomavirus and SV40, which are closely re- 
lated to JC virus and BK virus, were inhibited 
in cell culture by cidofovir, and weakly inhib- 
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ited by HPMPA ((S)-9(3-hydroxy-2-phospho- 
nylmethoxypropy1)adenine) (85) and PMEG 
(9-(2-phosphonylmethoxyethy1)-guanine) (86) 
(531). Other drugs tested in this study included 

ACV (2), GCV (3), brivudine (7), ribavarin (471, 
and foscarnet (6), all of which were inactive. A 
neuroglial cell line persistently infected by JC 
virus was used to test ara-C (87) and cidofovir. 
ara-C had an antiviral effect at 10 pg/mL. Cido- 

fovir showed only a minimal effect, but it was 
only tested up to 1 pg/mL (532). For comparison, 
the EC,, for cidofovir against murine polyoma- 
virus was reported as 4-7 pg/mL (531). 

A hemangiosarcoma cell line derived by in- 
fection with mouse polyomavirus provided ev- 
idence that cidofovir was not exerting a direct 
antiviral effect (533). These tumor cells do not 
produce virus, yet they are susceptible to cido- 
fovir. When injected into SCID mice, tumor 
formation could be decreased to less than 5% 
of controls by injection of 100 mg/kg of cidofo- 
vir three times weekly. The metabolic fate of 
cidofovir in these cells was not examined, but 
it possible that its selectivity for the tumor 
cells is caused by an increased conversion to 
the active form as described for papillomavi- 
rus-infected cells (523). The case for the anti- 
polyomaviral activity of cidofovir is bolstered 
by observations of improvements in the out- 
come from AIDS-related multifocal leukoen- 
cephalopathy when cidofovir is included in the 
treatment regimen (534, 535). 

3.5 Adenoviruses 

Adenoviruses have received relatively limited 
study as drug targets. Again, cidofovir shows 
antiviral activity. Tested in a rabbit ocular 
model, topical application of 1% or 5% cidofo- 
vir cream significantly reduced adenoviral ti-' 
ters (536). A small clinical study of seven pe- 
diatric bone marrow transplant patients with 
clinical signs of adenovirus infection showed 
efficacy for systemic cidofovir treatment (537). 
The patients were treated with 5 mglkg 
weekly for 3 weeks and then every other week. 
Five of the seven responded to treatment with 
loss of detectable viral DNA and improved 
clinical symptoms. Comparison of cidofovir to 
S-2242 (36) and HPMPA (88) in a cell culture 
model showed that S-2242 was 30-fold more 
active than cidofovir, and HPMPA was sixfold 
more active (538). 

3.6 Poxviruses 

Poxviruses encode more of the machinery that 
they need to complete their life cycle than any 
of the other viruses discussed here. They 
therefore encode a wide variety of potential 
drug targets, but extensive efforts to develop 
anti-poxvirus drugs have not occurred. De 
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Clercq (539) has extensively reviewed the 
classes of known targets for which inhibitors 
exist. Whereas potent inhibitors of poxvirus 
replication have been identified, most of them 
validate their targets but are not practical 
drug candidates. The focus here will be on es- 
tablished drugs or likely candidates. In brief, 
some of the targets of effective inhibitors in- 
clude IMP dehydrogenase, S-adenosyl homo- 
cysteine hydrolase, OMP decarboxylase and 
CTP synthetase, thymidylate synthase, and 
DNA polymerase. Detailed discussions of 
these inhibitors and their mechanism of ac- 
tion are given in Ref. 539. 

Inhibition of IMP dehydrogenase by ribavi- 
rin effectively inhibits vaccinia virus replica- 
tion (EC,, = 4-20 Pg/mL) (540). Ribavirin has 
shown efficacy in rabbit and mouse models ap- 
plied topically to treat keratitis or injected in 
combination with cidofovir to treat systemic 
infection (541,542). Nucleoside analogs show- 
ing activity include araA (543), 3'-C-methyl 
adenosine (88) (544), 8-methyl adenosine (89) 
(545), S-2242 (36), HPMPA (5461, and cidofo- 

vir (547). HPMPA inhibited vaccinia virus 
replication in cell culture with an EC,, = 0.3- 
0.7 wg/mL (546). Cidofovir was 10-fold less po- 
tent; however, its improved side effect profile 
relative to HPMPA has resulted in its develop- 
ment and licensing as a drug. Cidofovir was 
also effective against parapoxviruses that in- 
fect humans and domestic animals (548). 

HPMPA and cidofovir were both active in 
preventing mortality caused by cowpox infec- 
tion in mice when given subcutaneously at 
doses of 1-20 mg/kg/day (547,549-551). In an 
infection regimen where untreated mice die 
between 6 and 8 days post-infection, cidofovir 
had some efficacy as a prophylactic treatment. 
When a single dose was given as much as 16 
days before infection, survival rates increased 
from 0 to 50%. When treatment was given 
from day -4 to day 2, survival rates were 
greater than 90% (550). Another study de- 
signed to identify an easier delivery route for 
cidofovir showed that intranasal administra- 
tion of 10-40 mg/kg of the drug was sufficient 
to provide greater than 90% protection from 
viral infection (551). 

S-2242 showed potency equivalent to 
HPMPA in cell culture (EC,, = 0.4 pg/mL) 
(359) and was more effective in infected mice. 
HPMPA and cidofovir were able to limit infec- 
tion in normal mice, but were unable to pre-a 
vent mortality in SCID mice. However H-961 
(46), the prodrug of S-2242, provided complete 
protection against vaccinia virus infection in 
SCID mice (277). 

3.7 Parvoviruses 

The most common clinical manifestation of 
parvovirus infection is anemia caused by 
erythrocyte hypoplasia. Direct treatments of 
the virus have not been pursued, but the dis- 
ease is usually self-limiting if the anemia is 
treated. The most common treatment is pro- 
vision of intravenous immunoglobulin (244, 
245). There is one report as well of treatment 
with erythropoietin to increase red blood cell 
counts (552). From the point of view of medic- 
inal chemistry, the most effective treatments 
for parvoviruses have been treatments for 
HIV. Parvovirus-induced anemia in AIDS pa- 
tients can be chronic rather than acute. Re- 
storing an immune response by effective treat- 
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ment of the HIV infection is often sufficient 
remediation for the anemia (553-556). 

4 CONCLUSIONS 

A great deal has happened since the last edi- 
tion of this review. Most of the developments 
have been in the expansion of useful nucleo- 
side analogs, although other biological targets 
such as protease and accessory replication pro- 
teins are starting to come into their own. At 
the same time, the bar for treatment contin- 
ues to rise higher with the appearance of re- 
sistance mutants to current effective treat- 
ments. Nucleoside analogs with novel binding 
modes (e.g., adefovir as an adjunct to lamivu- 
dine for HBV treatment) provide a partial an- 
swer to this problem. However, effective treat- 
ment is ultimately going to require additional 
targets other than the polymerases and nucle- 
oside kinases, and such compounds are start- 
ing to appear. Even within the well-estab- 
lished class of nucleoside analogs, side effect 
profiles still curb the use of many of these com- 
pounds, so additional work remains to be done 
to remove this limitation. 

For almost one-half of the virus families 
discussed here, few to no treatments have 
been devised that target the virus directly. 
These viruses (parvoviruses, papillomavi- 
ruses, polyomaviruses) pose major technical 
challenges because of the paucity of virus-en- 
coded activities that they present as targets. 
Their treatment has benefited from unex- 
pected modes of action (or unexpected meta- 
bolic fates) of nucleoside analogs, particularly 
cidofovir. However, attacking virally encoded 
targets is likely to be an important key to 
treating these virus families. Hopefully expan- 
sion of the investigation of drugs with novel 
modes of action for herpesviruses and hepati- 
tis B virus will provide a boost to research on 
these viruses as well. 
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1 FDA APPROVED ANTIVIRAL AGENTS 
FOR SELECTED RNA VIRUS INFECTIONS 

1 .I Introduction 

The discovery and development of safe and ef- 
fective antiviral therapies is inherently more 
difficult than the comparable effort to develop 
antibacterial agents. The primary difficulty is 

that viruses replicate inside the cells of their 
host and actually hijack host metabolic and 
replication processes and use them to replicate 
progeny viruses. Consequently, most com- 
pounds that inhibit viral replication are also 
toxic to the host. Most of the approved antivi- 
ral drugs target a specific viral function, such 
as amantadine's interaction with the influ- 
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enza M2 ion channel. Accordingly, unlike an- 
tibiotics, most antiviral therapies are narrow 
spectrum. 

Although there is an extensive and promis- 
ing I 
i d  

- 
unt of new drug cant 
dopment, only nine 

lidates 
compo 

- 
in F 
und 

eclin- 
have 

- 

been approved by the FDA for the treatment 
of infections caused by RNA viruses other 
than HIV. These are amantadine (1) and 
rimantadine (2) that interfere with the influ- 

NH2 ' HC1 

HCl 

(2) 

enzaion channel protein, and the newer inhib- 
itors of the influenza neuraminidase, zanarni- 
vir (3) and oseltamivir (4). Respiratory 

(3) Zanamivir 

I 

8 syncytial virus can be life threatening to in- 
fants, especially those with other underlying 
heart or lung problems. Aerosolized ribavirin 

f b  (5) is approved as a therapy for this disease, 
$ and both a polyclonal antibody preparation, 
: Respigam, and a monoclonal antibody, Syner- 

'irus 

gis, are approved for prophylaxis in high-risk 
infants. Finally, several forms of interferon-a, 
both natural and pegylated, and the combina- 
tion of these interferons with ribavirin have . 
been approved for the treatment of chronic 
hepatitis C infection. 

This chapter will review the clinical data 
supporting the development of therapies for 
hepatitis C. In addition, the chapter includes a 
discussion of the historical efforts to discover a 
treatment for smallpox, a disease that has 
been eradicated from the world. However, in- 
terest in the development of treatments for 
this disease has been revived because of its 
potential for bioterrorist use. 

1.2 Hepatitis C Virus 

Hepatitis C virus (HCV) a member of the fla- 
vivirus genus, is a negative-stranded RNA vi- 
rus that is estimated to have infected 170 mil- 
lion people globally and 4 million in the United 
States. The current HCV-associated mortality 
rate in the United States is almost 10,000 per 
year and is expected to triple in the next de- 
cade (1). With the implementation of screen- 
ing blood products for HCV in the 1990s, the 



Antiviral Agents, RNA Viruses (Other than HIV), and Orthopoxviruses 

rate of new infections has decreased, but the 
virus is still spread as a consequence of intra- 
venous drug use and blood to blood exposure 
(2, 3). The acute period of infection is rarely 
recognized, but in most people, progresses to 
an asymptomatic chronic infection that may 
last 20-30 years. Virus replicates at very high 
levels during this time, in the range of 10'' 
new particles per day (4), and eventually about 
70% of chronic infections result in hepatitis 
and fibrosis and about one-fifth further 
progress to cirrhosis (1,5). Those who develop 
cirrhosis are at high risk for further progres- 
sion to hepatocellular carcinoma. 

This high rate of viral turnover, combined 
with the high error rate of RNA-dependent 
RNA polymerases, results in the generation of 
genetically diverse quasispecies. This degree 
of diversity is correlated with outcome in that 
greater diversity in the acute phases is associ- 
ated with progression to chronic disease (5) 
and response to interferon therapy is associ- 
ated with a decrease in diverse quasispecies 
(2). Other prognostic factors that have been 
identified that generally are associated with a 
good outcome to therapy include the follow- 
ing: genotype 2 or 3, low baseline viral RNA, 
female gender, Caucasian race, age less than 
40 years, and lack of cirrhosis (2, 6-10). 

1.2.1 interferon-cu 
Discovery and Preclinical Findings. Al- 

though the original report of the discovery of 
interferons and their antiviral potential was 
published in 1957 (ll), and they have been 
actively studied between then and now, hepa- 
titis B and C are the only viral infections for 
which they are widely used clinically. (Inter- 
feron is also approved, but not widely used, for 
the treatment of condyloma acuminata-a 
type of external genital wart). Interferons are 
a family of multiple low-molecular-weight 
cellular proteins that include the four types 
of a-interferon commercially available and 
in current clinical use. These are recombi- 
nant interferon alfa-2b (Intron A, Schering- 
Plough), recombinant interferon alfa-2a (Ro- 
feron, Hoffmann-La Roche), natural inter- 
feron alpha-nl (Alferon N, Purdue Frederick), 
and recombinant consensus interferon (Infer- 
gen, InterMune). 

Mechanism ofAction. Interferons are thought 
to act at both immunomodulatory and antivi- 
ral levels. The classic antiviral activities of in- 
terferons are mediated through the inter- 
feron-induced cellular proteins 2'-5'-oligo ad- 
enylate synthetase and protein kinase R 
(PKR). The first activates an RNAse and thus 
causes the consequent degradation of viral 
and cellular RNAs. The PKR inhibits protein 
synthesis. A recent report demonstrated that 
interferon also inhibits HCV RNA translation 
through a PKR-independent pathway (12). In- 
terferon's immunomodulatory actions are 
thought to involve enhancement of HLA class 
I antigen expression and signaling as well as 
stimulation of a Th-1 type immune response 
with production of y-interferon and interleu- 
kin-2 (13). 

Interferon seems to reduce the HCV viral 
load by decreasing the production of new virus 
from infected cells rather than by blocking the 
infection of new cells (4). The speed with 
which this effect is exerted, a 0.5-2.0 log re- 
duction in 24 h, is astonishing (14, 15). This 
effect is most pronounced in patients infected 
with genotypes 2 or 3 as opposed to 1 and is 
likely to be correlated with their ability to re- 
spond to interferon treatment (6). Interest- 
ingly, the resistance of type 1 genotype HCV to 
interferon may be a property of the nonstruc- 
tural NS5A viral protein that may somehow 
elude the interferon-induced inhibitory path- 
ways. Another report similarly implicates the 
HCV E2 (16, 17). 

Monotherapy. Two controlled clinical trials 
used interferon alfa-2b at 1-3 million units 
three times a week for 6 months. Complete 
response was defined as a return of liver en- 
zyme levels to the normal range and was 
achieved by 50% of the enrolled patients. They 
also showed improvement in liver histology. 
However, virtually all patients relapsed after 
therapy was discontinued (18,19). The strong 
association of response to therapy with the re- 
duction of the viral load has led to the achieve- 
ment of a sustained viral response, the reduc- 
tion of viral load to undetectable for a period 
after cessation of therapy as the most easily 
studied reliable endpoint for clinical trials. 

A standard course of therapy with inter- 
feron-a consists of 3 million units three times 
a week for 12-18 months. This usually results 
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in a loss of virus load to the undetectable level 
in 40% while the patient is on therapy. How- 
ever 50-90% of responders relapse and re- 
treatment is usually not successful. 

1.2.2 Interferon Combined With Ribavi- 
rin. The sustained viral response rate is im- 
proved if the nucleoside analogue ribavirin is 
combined with interferon-a. One group re- 
ported a sustained rate of 35% after 4 weeks of 
therapy and 40% after 48 weeks (10). 

Ribavirin is a purine nucleoside analog syn- 
thesized in 1970 with broad-spectrum antivi- 
ral activity in vitro. It was FDA approved in 
1985 for aerosol treatment of RSV pneumonia 
in hospitalized infants and young children and 
for use as an oral medication in combination 
with injected interferon as a treatment for 
HCV in 1998. Other clinical targets of past or 
ongoing investigation include the arenavirus 
Lassa, the hanta bunyaviruses that cause 
hemorrhagic fever with renal syndrome and 
hantavirus pulmonary syndrome, and the en- 
cephalitis caused by the West Nile flavivirus. 

Mechanism of Action. Ribavirin has been 
shown to have diverse activities in experimen- 
tal systems and it is not clear which are rele- 
vant to its enhancement of interferon's activ- 
ity against HCV (20). Ribavirin is a known 
inhibitor of inosine monophosphate dehydro- 
genase (IMPDH), an essential enzyme in the 
synthesis of guanosine triphosphate (GTP). 
IMPDH inhibition results in decreased intra- 
cellular GTP pools and a general inhibition of 
RNA synthesis. A second mechanistic possibil- 
ity is that ribavirin may directly inhibit the 
HCV RNA polymerase. Ribavirin is phosphor- 
ylated by cellular kinases and ribavirin 5'- 
triphosphate, an analog of purine nucleotides, 

a1 RNA synthesis. Consistent with this the- 

sulted in a high mutation rate with the gen- 

hibited, viral fitness as measured by infec- 
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tivity was significantly decreased (22). The au- 
thors referred to this phenomenon "error ca- 
tastrophe." Another hypothesized mechanism 
is interference with capping, the process in 
which a GTP is added to the 5' end of many 
viral and host mRNAs to provide protection 
from host nucleases. In another flavivirus, 
dengue, RTP competed with GTP for binding 
the viral enzyme responsible for capping (20). 
Finally, ribavirin has long been known to have 
immunomodulatory activity. Recent studies 
have suggested that the mechanism of this 
proposed mechanism is the stimulation of a 
Th-1 type cytokine response (2,231. 

Ribavirin is not effective as a monotherapy, 
although it did result in some improvement in 
liver enzymes and inflammation (2, 24). Side 
effects of ribavirin include anemia and exacer- 
bation of cardiac disease. The anemia may be 
sufficiently severe as to require dose reduction 
in up to 10% of patients (2,25). Furthermore, 
teratogenicity has been demonstrated in mul- 
tiple animal species, and ribavirin is therefore 
contraindicated in both male and female part- 
ners to a pregnancy. The mechanism of riba- 
virin causing anemia is believed to be the re- 
sult of the lack of ability of red blood cells 
to hydrolyze ribavirin-triphosphate. Conse- 
quently, ribavirin is concentrated in red blood 
cells leading to a depletion of ATP and damage 
to cellular membranes, culminating in re- 
moval by the reticuloendothelial system (26). 

1.2.3 Pegylated Interferon. Recombinant 
interferon alfa-2b is linked to polyethylene 
glycol (PEG) a non-toxic water-soluble poly- 
mer to create PEG-Intron, the first pegylated 
interferon product approved by the U.S. FDA. 
A second pegylated product, Pegasys, is now 
available from another manufacturer and 
both are more effective clinically than their 
unmodified parents. Pegylation increases the 
half-life of interferon by increasing its molec- 
ular weight, which usually reduces elimina- 
tion. In addition, pegylation stabilizes inter- 
ferons to temperature and pH variation, 
protects them from the immune system and 
from degradation. For example the elimina- 
tion half-life of the pegylated interferon 
alfa-2a is 77 h compared with 9 h for the un- 
modified interferon. Because of increased sta- 
bility, pegylated interferons can be given once 
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a week, instead of the thrice-weekly doses that 
are standard for unmodified interferon. This 
both improves compliance, and efficacy as se- 
rum levels are steady state rather than a fluc- 
tuating series of peaks and troughs (27). The 
PEG component of peginterferon alfa-2b is a 
12-kDa linear molecule and the modified in- 

with the pegylated combination compared 
with 47% for either the unpegylated combina- 
tion or a lower dose pegylated combination 
(30). In this study, the response rate of pa- 
tients infected with genotype l was increased 
from 33% with the non-pegylated combination 
to 42% with the pegylated combination. The 

terferon is excreted renally. Peginterferon 
alfa-2a includes a 40-kDa branched-chain 
PEG component and is primarily cleared by 
the liver. Pegylation usually decreases the an- 
tiviral potency of interferon so determination 
of the optimum amount of modification re- 
quires balancing antiviral activity and the ki- 
netics of elimination. 

A large phase I11 study of pegylated inter- 
feron alfa-2b for 48 weeks showed a sustained 
viral response rate of 25% in patients receiv- 

rate of sustained viral response for non-group 
1 genotypes was 82%. Compliance was demon- 
strated to be important, as the response rate of 
those who received more than 80% 'of both 
their pegylated interferon and ribavirin doses 
was 63% compared with 54% who did not. 
Pegylated alfa-2a combined with ribavirin was 
compared with pegylated alfa-2a alone or 
pegylated alfa-2b combined with ribavirin. 
The sustained viral response rates was 56% 
for the alfa-2a combination, and it seems clear 

ing the pegylated form as opposed to 12% in 
patients receiving the non-pegylated parent 
interferons (28). This led to FDA approval of 
pegylated interferon alfa-2b for monotherapy 
in the United States. A similar study compar- 
ing peginterferon alfa-2a with its unmodified 
parent showed respective virologic response 
rate at 48 weeks of 69% versus 28% and final 
sustained viral response rates at week 72 of 
39% versus 19% (27, 29). Commonly encoun- 
tered side effects of pegylated interferons are 
the same as those of unmodified interferons. 
and include flu-like symptoms, injection site 
reactions, and psychiatric side effects, al- 
though neutropenia may be increased. 

In general pegylated interferons are twice 
as effective as their unpegylated parents but 
do not decrease the relapse rate or alter geno- 
type response sensitivities. Their future clini- 
cal role is likely to be as a component of com- 
binations with ribavirin or as a monotherapy 
for ribavirin intolerant patients. 

1.2.4 Pegylated Interferon-a Combined 
With Ribavirin. After the demonstration of 
the superiority of pegylated interferons to 
their unmodified parents as monotherapies, 
yet their inferiority to unmodified interferons 
combined with ribavirin, the next step was 
clearly to evaluate pegylated interferons in 
combination with ribavirin. This has been 
done with both interferon alfa-2b and alfa-2a. 
In the alfa-2b study, treatment for 48 weeks 
led to sustained viral response rates of 54% 

that the combination of ribavirin and a pegy- 
lated interferon is currently the best thera- 
peutic option for the treatment of chronic 
HCV infection (3, 31). 

2 DISCOVERY AND DEVELOPMENT OF 
INHIBITORS OF RNA VIRUSES 
OTHER THAN HIV 

This section provides updates on antiviral 
compounds that were published in the litera- 
ture from 1996 to early 2002. Relevant reviews 
of earlier research are available and will be 
cited throughout the section. 

2.1 Influenza A and B Viruses 

2.1 .I Inhibitors of Influenza Neuraminidase 
(Sialidase). The approval of Relenza (zanami- 
vir for inhalation) and Tamiflu (oseltamivir 
phosphate) by the U.S. FDA in 1999 (http:l/ 
www.fda.gov/cder/approval/index.htm) marked 
the advent of clinically effective anti-influenza 
therapies achievable by structure-based drug 
design. Both drugs are inhibitors of influenza 
neuraminidase (NA). A third structure-based 
NA inhibitor, RWJ-270201 (32) (also known 
as BCX-1812), has also been in phase I11 trials 
in Europe (BioCryst News, August 10,2001). 
There have been several excellent reviews of 
the work in this area published in recent years 
(33-39). 
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2 Discovery and Development of Inhibitors of RNA Viruses 

Figure 10.1. The catalytic mechanism of the neur- 
aminidase-mediated cleavage of sialic acid. 

The premise for targeting NA (40) for anti- 
influenza chemotherapy is based on the prin- 
ciples that (1) the active site amino acid resi- 
dues are completely conserved across all 
known strains of influenza A and B NAs, sug- 
gesting that NA inhibitors can be broad-spec- 

Other Than HIV 

trum antiviral agents against both influenza A 
and B viruses, and (2) mutations of these con- 
served amino acids inactivates the enzyme, 
suggesting that the virus may not easily es- 
cape therapeutic intervention through muta- 
tion (41, 42). 

Although there is no consensus on the 
mechanism of action of NA, it is accepted that 
the sialic acid cleavage by NA might proceed 
through an oxonium cation transition state in- 
termediate adopting a half-chair conforma- 
tion (Fig. 10.1) (38,42,43). It has been shown 
that a transition state mimic can be an inhib- 
itor of a particular enzymic reaction. In this 
case, 2-deoxy-2,3-dehydro-N-acetylneur- 
aminic acid (6) (Neu5Ac2en, also known as 
DANA) was the first mechanism-based analog 
synthesized, of which the pyranosidic ring 
adopts a similar planar structure to the puta- 
tive sialosyl cation transition state intermedi- 
ate. DANA shows potent NA inhibitory activ- 
ity with Ki in the micromolar range; however, 
this compound inhibits various viral, bacte- 
rial, and mammalian neuraminidases with 
similar affinity. It also failed to protect ani- 
mals in experimental therapies against influ- 
enza virus (see the review articles cited 
above). 

For convenience of discussions and com- 
parisons, we use the numbering system of N2 
subtype of influenza virus type A to denote the 
active site amino acid residues. 

2.1.1.1 Zanamivir (GC-167). With the avail- 
ability of the X-ray three-dimensional molecu- 
lar structures of the NA active site with and 
without binding with DANA and sialic acid 

(6) DANA R = O H  

NH 

K 
(3) Zanamivir R = NH NH2 
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Glu 276 
Ala 246 

Figure 10.2. Complex structure of NA and sialic acid (dashes indicate H-bonding [red] and hydr6- 
phobic [black] interactions; some active site residues are omitted for clarity). Reproduced with 
permission of Dr. C. U. Kim (Gilead Sciences). See color insert. 

(the natural substrate of NA), further drug 
design assisted by using the program GRID 
resulted in a rational-designed, potent transi- 
tion state analog, 4-guanidino-2,4-dideoxy-N- 
acetylneuraminic acid (3) (zanamivir, also 
known as GG167) with binding affinity (Ki - 
10-l1 M) more than 100-fold tighter than that 
of DANA (43). It has been proposed that mod- 
ifications at the C,, C,, and C, positions of 
sialic acid would lead to function-specific in- 
teractions with the NA active site; thereby, 
this might be the reason that the 4-guanidino 
group renders zanamivir influenza-specific 
(36). On the other hand, it might be because 
DANA has the same functional groups at 
these positions as that of sialic acid; DANA is a 
non-selective inhibitor. 

The crystallographic structure of zanami- 
vir complexed with NA is very similar to that 

found in the X-ray crystal structures of si 
acid and DANA complexed with NA (44). 
ure 10.2 shows the key interactions betw 
NA active site residues and sialic acid ( 
The dihydropyran ring of zanamivir adop 
half-chair, near-flat conformation, and all 
C,, and C, substituents on the ring are 
equatorial on the same plane (45). The st: 
tures suggested strong charge-charge inte 
tions of the carboxylate functional group I 

three arginine residues (Arg-292, -371, 
-118). A quantitative structure-activity r 
tionship (QSAR) model derived by COMp; 
tive BINding Energy (COMBINE) anal> 
which concluded that the triarginyl clustc 
the predominant factor for orienting and 
bilizing inhibitor molecules (46), further i 
ports this observation. A negatively char 
group (e.g., carboxylate or phosphonate) i 

'uses 

ialic 
Fig- 
.een 
37). 

rac- 
66th 
and 

ara- 
rsis, 
?r is 
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qged 
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es strong charge-charge interactions with 
e triarginyl pocket is highly favorable for 
inding (46, 47). These strong interactions 
d the interactions of the N-acetyl methyl 

with the hydrophobic region formed by 
es Ile-222 and Trp-178 and of the amide 
yl oxygen with Arg-152 through a hy- 

ogen bond (46, 48) are likely important for 
rientation of zanamivir and other inhibitors 

the binding site (49, 50). Based on these 
ations, a model for anti-influenza NA 

itor design has been suggested as shown 
10.3 (44, 51). 

The X-ray crystal structures also show that 
e two terminal hydroxyls of the glycerol 
oiety form a bidentate hydrogen bond do- 
or-acceptor interaction with the carboxylate 
f Glu-276 (Glu-276 re-orients on binding 
th inhibitors containing aliphatic substitu- 
ts as discussed in the following sections) and 

he C, of the glycerol side-chain makes hydro- 
obic interactions with the hydrocarbon 
ain of Arg-224 (48). It is of interest to note 
t the C, hydroxyl of the glycerol moiety 

not involve in the binding, suggesting 
, in the sense of drug design, the C, hy- 

ruses Other Than HIV 

Glu 276 Ala 246 

Pocket 1 
Glu 277 Pocket 2 - 

N-acetyl 
binding site 

pocketa GIU 227 
Glu 119 

Asp 151 

Pocket 1: Bifuntional 
Pocket 2: Lipophilic, not utilized by sialic acid 
Pocket 3: Cluster of negative charges 

Figure 10.3. Basic principles for NA inhibitor design. Reproduced with permission from Dr. C. U. 
Kim (Gilead Sciences). 

droxyl could be eliminated and replaced with 
other functional group without compromising 
the affinity to the enzyme (48,521. 

Computational analysis predicted that re- 
placement of the C, hydroxyl group in DANA 
by a positively charged amino group would be 
beneficial for binding affinity by the formation 
of a salt bridge with negatively charged Glu- 
119 (43). The analysis further predicted that 
even higher affinity could be achieved with a 
larger and more basic guanidino group, be- 
cause the terminal nitrogens of the guanidino 
group seem to exhibit lateral binding to both 
Glu-119 and Glu-227 (43). In the crystal struc- 
ture of zanamivir bound to NA, the predicted 
binding between one of the primary guanidi- 
nyl nitrogens and the carboxylate of Glu-227 
does occur, whereas Glu-119, although 
slightly further removed than predicted, is 
found within a distance close enough for elec- 
trostatic interaction with the secondary gua- 
nidinyl nitrogen (34, 36), which also found to 
interact with the carboxylate of Asp-151. 
When the guanidino group occupies this bind- 
ing pocket, it expulses the existing water and 
this replacement may contribute a favorable 
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entropic factor to the binding (53). Because it 
needs to expulse a water molecule from the C, 
guanidino-binding pocket of the active site, 
zanamivir is a slow binding inhibitor (33,40). 

2.1.1.2 Zanamivir Analogs. In the search 
for further clinical candidates, a number of 
zanamivir analogs have been reported. Substi- 
tutions on the guanidino nitrogens generally 
resulted in much weaker inhibitors (34). 
5-Trifluoroacetamido and 5-sulphonamide de- 
rivatives of zanamivir remained the activity 
approaching to that of zanamivir (54). The C, 
glycerol moiety has also been replaced by 
ether (7) (551, ketone (8) (551, carboxamide (9) 

a much lower intranasal efficacy compared to 
zanamivir in reducing viral titers in the in- 
fected animals (58). 

It has been noticed that the carbohydrate 
and the dihydropyran rings have no direct in- 
teraction with the active site amino acids. In 
addition. unlike the active site of most other 
enzymes, the NA active site contains an un- 
usually large number of polar or charged res- 
idues (371, implying that the ring structure 
might merely act as a structure frame'(scaf- 
fold) to correctly orient the substituents to  
have proper electrostatic interactions with the 
active site amino acid residues. Therefore, 

(53, 56-58), or a heterocycle such as triazole 
(10) (59). Interestingly, all of these C, modi- 
fied compounds showed a strong selectivity 
against influenza A, with much worse activity 
against the type B virus. In the mouse model, 
despite the similar enzyme affinity and in vitro 
activity, the carboxamide analog (9) exhibited 

novel inhibitors can be designed by construct- 
ing novel frame structures to place the inter- 
acting substituents in correct relative posi- 
tions in the enzyme active site (32, 46, 50). A 
number of potent influenza NA inhibitors 
based on the ring structure of cyclohexene 
[e.g., oseltamivir (4811, benzene [e.g., BANA- 
206 (4111, cyclopantane [e.g., RWJ-270201 
(3211, or pyrrolidine [e.g., ABT-675 (60)l have 
been reported. These compounds will be dis- 
cussed in the following sections. 

2.1.1.3 Oselfamivir (GS-4104). Taking into 
consideration that transition state forms the 
rather flat oxonium cation, which could be 
considered as an isostere of a double bond, the 
cyclohexene scaffold was selected as a replace- ' 
ment for the oxonium ring in the design of 
oseltamivir (4) (also known as GS-4104) and 
its related analogs. In addition, the carbocyclic 
system was expected to be more chemical and 
enzymic stable than the dihydropyran ring. A 
series of articles on the discovery and develop- 
ment of oseltamivir have been published by 
Kim at Gilead Sciences (37, 48, 61, 62). Osel- 
tamivir is the prodrug of GS-4071 (1 1). 
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To treat influenza infection, oral adminis- 
tration is considered more convenient and eco- 
nomical for patient care. However, because of - 
its extreme hydrophilicity, zanamivir is not 
orally bioavailable; it has to be given intrana- 
sally or by inhalation to treat patients. In the - - 
design of orally bioavailable drugs, balancing 
lipophilicity and water solubility could be crit- 
ical for their absorption from the intestinal 
tract (37, 48). Gilead investigators decided to 
use a less polar amino group to replace the 
highly polar guanidino group, because this 
change might be beneficial for increasing oral 
absorption. 

As does zanamivir, the cyclohexene-based - 
inhibitors also contain the carboxylate and the 
acetamido moieties, located at C, and C, posi- 
tions of the cyclohexene ring, respectively, 
which are anticipated to interact with the Arg 
triad (Arg-292, -371, and -118) on one end and 
with the amide recognition region (Trp-178, 
lle-222, and Arg-152) on the opposite end, and 
thereby, help anchor the inhibitors into the 
NA binding side (Fig. 10.3). 

It has been noticed that although the glyc- 
erol chain of zanamivir is polar in nature over- 

I all; the C, of the glycerol chain makes hydm- ' phobic interactions with the hydrocarbon 
chain of Arg-224 (37, 48), suggesting that the 
optimization of this hydrophobic interaction 
would lead to new inhibitors with increased 
lipophilicity (48). The C, hydroxy group makes 
no direct interaction with the enzyme and is 
exposed to bulk solvent, suggesting that it 
may be replaced with other functional group 
(48,52). These two notions provided the theo- 
retical base for the design of GS-407l(ll) and 
its analogs by replacing the whole glycerol 
chain with a variety of alkoxy groups (at the C, 
position of the cyclohexene ring). Because the 
C, linker atom may not participate in the in- 
teraction with the enzyme, it can be replaced 
with nitrogen (63, 641, sulfur (65), or oxygen 
(37). The use of oxygen as the linkage in the 
design of GS-4071 was based on the need to 
reduce the electron density in the double bond 
in the cyclohexene ring, because the double 
bond in the sialosyl oxonium transition state 
intermediate is electron deficient. as well as 
:the versatility in the synthesis of a variety of 
. substituents. SAR studies showed that the 

changes in length, size, and branching of the 
alkyl chains profoundly influence the NA in- 
hibitory activity (48, 61,621. 

X-ray crystallographic analysis of GS-4071 
(11) and its analogs bound to NA confirmed 
the existence of a hydrophobic region, which is 
corresponding to the glycerol-binding region 
for zanamivir, to accommodate bulky li- 
pophilic groups (Fig. 10.4) (62). On binding of 
GS-4071 and related carbocyclic inhibitors, 
Glu-276 is forced to rotate to adopt an alterna- 
tive conformation, which is stabilized by a 
strong charge-charge interaction with the 
nearby guanidino group of Arg-224, and ex- 
pose its hydrophobic atoms to the aliphatic 
side chain of the inhibitor (Fig. 10.5). This re- 
orientation enlarges the binding site and cre- 
ates a much less polar environment, making 
this site possible to accommodate one branch 
of the hydrophobic pentyloxy group of 
GS-4071. The other branch of the pentyloxy 
group makes hydrophobic contacts with a 
larger, pre-existing binding region lined by hy- 
drocarbon chains of Ile-222, Arg-224, and Ala- 
246 (Fig. 10.4) (48, 62). This latter pocket is 
significantly large enough to accommodate 
larger functional groups, such as a cyclohexyl 
ring (66). 

Interestingly, the Glu-276 of type B NA 
undergoes a much smaller conformational . 
change on binding to GS-4071 (Fig. 10.5) (62). 
It has been noticed that the region around 
Glu-276 is hydrophilic in type A NA, whereas 
it is hydrophobic and more crowded in type B 
NA (53). Therefore, the re-orientation creates 
distortions in the protein backbone near Glu- 
276 and in the second amino acid shell, which 
contains non-conserved amino acids compared 
with type A (67). As a consequence, the confor- 
mational rearrangement of type B NA residue 
Glu-276 occurs with energy penalties (53,671, 
resulting in small changes in size and the po- 
lar nature of the pocket and decreased affinity 
for aliphatic side-chains (53, 62). Because of 
this, type B NA depends more likely on the 
second region, a larger hydrophobic pocket 
formed by Ile-222, Arg-224, and Ala-246, for 
inhibitor binding (32, 62); however, this re- 
gion is very sensitive to the size of inhibitor 
bound and binding affinity is significantly af- 
fected by the increased bulk of the C, side- 
chain, suggested by the SAR studies with GS- 
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Figure 10.4. Complex structure of NA and GS 4071 (dashes indicate H-bonding [red] and hydro- 
phobic black] interactions; some active site residues are omitted for clarity). Reproduced with 
permission from Dr. C. U. Kim (Gilead Sciences). See color insert. 

4071 analogs (61-63). In type A, the re- 
orientation of Glu-276 resulted in minimal 
disruption of the second amino acid shell (41). 

The NA of a clinical isolate (A/HlNl) recov- 
ered from a patient treated with oseltamivir 
was shown to be 400-fold more resistant to the 
drug than that of the wild-type virus (68). This 
variant carried a His-274-Tyr substitution. It 
was postulated that the large side-chain of Tyr 
at position 274 could interfere with the re-ori- 
entation of the side-chain of Glu-276 and, as a 
consequence, the successful binding of oselta- 
mivir to the NA active site. Because no rear- 
rangement of Glu-276 is required for zanami- 
vir binding to the NA, this variant remained 
susceptible to zanamivir (68). 

A similar rearrangement of Glu-276 has 
also been reported for the aforementioned car- 
boxamide analogs of zanamivir when bound to 

NA (53). This might explain the strong self 
tive affinity for the NA of the type A virus. 

GS-4071(11) has a similar low bioavailak 
ity [-5% in rats (6911 compared with zanar 
vir. However, GS-4104 (3) improves the oi 
bioavailability after rapid conversion to t 
active form during gastrointestinal absoi 
tion. A high bioavailability was found in mi 
(-30%), dogs [-70% (69)], and huma 
[-80% (37, 70)l. Oral administration of G 
4104 results in high and sustained systen 
absorption in animal tests with a half-life 
5 h in most tissues. In rats, a metabolite u 
isolated (71). 

2.1.1.4 Oseltamivir Analogs. The locati 
of the double bond in the cyclohexene ring u 
found to be critical (37, 48, 62). Although n 
lecular modeling analysis showed that ( I  
and (12) overlap quite well, their enzyme 
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we 10.5. NA Glu-276 side-chain (a for type A neuraminidase complex; b for type B neuramini- 
complex) can adopt alternative conformations on binding of sialic acid or GS4071 (dashes 

zite H-bond; atoms are colored as following: blue for nitrogen, red for oxygen, brown for carbon 
alic acid complex, and green for carbon in GS4071 complex). Reproduced with permission from - 

Z. U. Kim ( ~ i l e a d  Sciences). See color insert. 

oanory activities were clearly different. For 
8-4071 (1 1) the double b n d  is in a psition 
nalogous to the position of the oxonium ion 
ouble bond in the transition state. GS-4071 
xhibited a significantly better activity than 
12), especially against influenza B (62). Sim- 
arly, (13) was much more inhibitory than 
14) (72). 

The GS-4071 analog based on a tetrahydro- 
yridazine ring, compound (15), was reported 
I have IC,, values of 6 and 62 against NA 
PR (HlN1) and B/Lee/40, respectively (73). 
tructural analyses of the GS-4071 analog re- 
ealed that the amino and acetamido groups 

(13) 
NAichi IC5, = 17 nM 
BNictoria IcsO = 23000 

are in the pseudo-axial positions, rather than 
the preferred pseudo-equatorial positions as 
in the case of GS-4071, and that the 3-pen- 
tyloxy group points to the small hydrophobic 
pocket formed by the rearranged Glu-276, 
whereas in the case of GS-4071, the two ethyl 
moieties of the 3-pentyl side-chain bind in two 
different pockets as discussed above. The par- 
tial planar nature of the amide bond of the 
tetrahydropyridazine ring might cause the 
poor fit and energy penalty on binding to the 
enzyme (73). 
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The introduction of lipophilic substituents 
(chloro, methyl, and methylthio) at the C, po- 
sition of GS-4071 resulted in a significant de- 
crease of activity (-2000-fold reduction) (74). 
The C,-fluoro analog of GS-4071 (16) re- 

(14) 
AIAichi IC50 = 210 
BNictoria ICbO = 150000 nM 

mained as potent as GS-4071 against NA A 
with an IC,, of 3 nM; however, the activity 
against NA B was reduced by approximately 
30-fold (IC,,, 90 nM) (61). 

SAR studies by systematic modifications of 
substituents at the C,, C,, and C, positions of 
the cyclohexene ring indicated that oseltami- 
vir seems to achieve the optimization of cyclo- 
hexene-based inhibitors in terms of biological 
and pharmacological activities, as well as syn- 
thetic practicality (66). 

2.1.1.5 BANA Compounds. The require- 
ments of (1) a carboxyl group to interacts with 
the arginine triad (Arg-292, -371, and -118) in 
the NA active site, (2) a planar conformation 
near the carboxylate to resemble the transi- 
tion-state-like structure, and (3) a proper 
spacing between the carboxylate and the acet- 
amido groups for tight binding suggest that 
potent influenza NA inhibitors can be de- 
signed based on a benzoic acid template (scaf- 
fold) (50). During the early trials, the benzoic 
acid analog of zanamivir (17) was made, and 
unfortunately, was found to be devoid of NA 
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enza B NA (67). These observations suggest 
that the individual substituent contributions 
to overall binding to the active site cannot be 
considered to be additive; each substituent in- 
fluences the overall interaction of the com- 
pound with the active site (66, 75). Therefore, 
aglobal consideration of binding energy is nec- 
essary to more reliably predict the binding en- 
ergy of a designed compound (50). 

Assisted with LeapFrog software, a de novo 
design program, Brouillette et al. postulated 
that for benzoic acid-based inhibitors, a small 
cyclic substituent containing side-chains, such 

inhibitory activity (45, 75). Around the same 
time, BANA-113 (18) was discovered as a mi- 
cromolar (IC,, - 10 @) inhibitor against 
both types A and B NAs (45, 49). BANA-113 
contains a guanidino group, which is intended 
to mimic the C,-guanidino of zanamivir to in- 
teract with the active site residues Glu-119 
and Glu-227. In the crystal structure, it was 
surprising to find that the guanidino group of 
BANA-113 was 180" from the predicted posi- 
tion and formed a charge-charge interaction 
with residue Glu-276, the original glycerol- 
binding site of zanamivir (49, 50). Because 
BANA-113 is a symmetrical molecule, the gua- 
nidino group can select its more favorable 
binding pocket for interaction. Apparently, 
the active site pocket where the glycerol sub- 
stituent of zanamivir bonds is the preferred 
binding pocket for the guanidino group. This 
might be the reason why the benzoic acid an- 
alog of zanamivir (17) was not active (75), be- 
cause the benzene scaffold might not be able to 
provide right orientation for all substituents 
for the optimal binding to the NA active site 
(37,76). When the guanidino group of BANA- 
113 was replaced with 3-pentyloxy (191, the 
inhibitory activity against type A NA remains, 
but not active against type B NA anymore 
(67). This is because the pentyloxy group 
binds to the hydrophobic pocket lined by Ile- 
222, Arg-224, Ala-246, and the re-oriented 
Glu-276, and the re-orientation of Glu-276 of 
type B NA is associated with energy penalties 
as discussed above. 

The benzoic acid analog of GS-4071 (20) 
has also been reported (67). This compound 
showed similar inhibitory activity as that of 
BANA-113 against influenza A NA (-10 pill), 
but it was essentially inactive against influ- 

as a pyrrolidinone (76,77), might be a suitable 
replacement for the N-acetyl grouping [this 
binding pocket, into which the N-acetyl group- 
ing extends, is quite rigid and small (51, 7611. 
When the N-acetylamino group of BANA-113 
was replaced with a bis(hydroxymethy1)pyrro- 
lidine-2-one ring, the resulting compound 
BANA-205 (21) exhibited IC,, values similar 

to that of BANA-113 (41,77). Moreover, when 
both N-acetylamino and guanidino groups of 
BANA-113 were replaced with bis(hydroxy- 
methy1)pyrrolidine-2-one and 3-pentylamino 
groups, respectively, the resulting compound 
BANA-206 (22) showed dramatic improve- 
ment in activity against influenza A NA reach- 
ing an IC,, of 48 nM. However, its inhibitory 
activity against influenza B NA was signifi- 
cantly reduced (IC,,, 104 @) (41, 77). For 
both BANA-205 and BANA-113, the gua- 
nidino group could interact with the active site 
residue Glu-276 in its native conformation; 
therefore, both compounds work equally well 
on both type A and B NA, whereas, for BANA- 
206, Glu-276 needs to adopt an alternative 
high-energy conformation to accommodate 
the hydrophobic pentylamino functional 
group, resulting in poorer inhibition constant 
(Fig. 10.6) (41, 77). The X-ray crystallography 
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Figure 10.6. Complex structure of NA and BANA- 
206. Reproduced with permission from Dr. W. 
Brouillette (University of Alabama a t  Birming- 
ham). See color insert. 

also showed that the 2-pyrrolidinone and ben- 
zene rings are perpendicular to each other (76, 
77). In conclusion, BANA-206 is a simple 
achiral benzoic acid derivative that has 
achieved nanomolar activity as an inhibitor of 
influenza A NA. 

2.1.1.6 R Wl-270207 (BCX-1872, Perami- 
vir). The investigators of BioCryst Pharma- 
ceuticals compared the crystal structure com- 
plexes of alp-6-acetyl-amino-3,6-dideoxy-D- 
glycero-altro-2-nonulofuranosonic acid (23) (a 

micromolar inhibitor) and DANA (6) and 
found that, regardless of their very different 
positions on the rings, the main functional 
groups (carboxylic acid, glycerol, acetamido 

group, and C,-hydroxy group) in both 
plexes have the same relative positions 
active site and have similar interactions 
the enzyme (32). This finding suggested 
cyclopantane ring might be a suitable sc 
for novel NA inhibitors. Based on the 1 
ture data, simultaneous occupation 
binding regions by the four functionali 
carboxylate, guanidino, acetamido, and : 
tyl-seems to be the basic requirement 
potent NAinhibitor. RWJ-270201(24) w 

signed based on the premise that a cycl 
tane ring could position these function, 
for optimal interaction with the four NA 
ing sites (32, 78). 

Because this compound has five chirr 
ters, no efforts were made to fix the s 
chemistry during the initial synthesi 
stead, it was synthesized as a mixt~ 
isomers, followed by soaking a crystal of 
enza NA in a solution of isomers to sele 
most active isomer from the mixture. 
270201 was identified as the right isome 
bound to the active site (32). 

X-ray crystallographic studies of 
270201 bound to NA revealed that the c: 
ylic acid and 1'-acetylamino-2'-ethy 
group are trans to each other, where: 
guanidino and carboxylic acid groups arc 
each other (32). The guanidino group is 1 
to the same binding pocket as the gua~ 
group of zanamivir; however, they ar 
ented differently in the binding site. The 
ferences in the orientation of the gual 
group might render RWJ-270201 
against the zanamivir-resistant strain! 
taining Glu-119-Gly and Glu-119-Ala, 
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Table 10.1 Comparison of NA Inhibitory Activities of Zanamivir, Oseltamivir, 
and RWJ-270201 Against Various Influenza NAs (79) 

Mean IC,, (nM) (range) 

A/HlNl A/H2N2 A/H3N2 B 

Zanamivir 0.47 (0.3-0.8) 1.23 (0.76-1.38) 1.40 (0.68-2.32) 4.75 (1.53-17.0) 
Oseltamivir 1.41 (0.69-2.24) 0.48 (0.01-1.45) 0.31 (0.21-0.56) 9.68 (5.0-24.3) 
RWJ-270201 0.35 (0.09-0.81) 0.49 (0.17-1.39) 0.36 (0.14-0.83) 3.84 (0.6-10.8) 

IC,,, concentration of the compound required to inhibit enzyme activity by 50% in an acellular assay 

were selected by in vitro passages (32,68, 79). 
In a matter similar to GS-4071, one of the two 
ethyl terminals of the 1'-acetylamino-2'-ethyl- 
butyl functionality point to the induced hydro- 
phobicpocket created by the rearrangement of 
the Glu-276 side-chain, whereas the other 
ethyl moiety toward the pre-existing hydro- 
phobic surface, which was formed by the hy- 
drocarbon chains of Arg-224 and Ile-222 (32). 

RWJ-270201 seemed to have a better in 
vitro activity against influenza A viruses than 
the other two drugs (Tables 10.1 and 10.2). In 
addition, all NA subtypes (Nl-N9) of avian 
influenza viruses were also sensitive to 
RWJ-270201 (80-82). Exposure of cells to 
RWJ-270201 caused most of the virus to re- 
main cell associated, with extracellular virus 
decreasing in a concentration-dependent 
manner (83). This seems in accordance with 
its effect as a neuraminidase inhibitor, which 
cause viral particles to be unable to release 
from cells but remain clumped at the cell 
surface. 

Orally administered RWJ-270201 has been 
shown to be highly effective against experi- 
mentally induced influenza A (HlNl), A 
(H3N2), and B virus infection in mice (84,851. 
When comparing the effects of the same doses, 
RWJ-270201 seemed to be more often effica- 

cious than oseltamivir, although such differ- 
ences were not seen in every experiment. Sim- 
ilar to oseltamivir, oral treatment could be 
delayed for up to 60 h post-infection, and the 
drug was still able to protect infected animals 
from death (84,85). When administered intra- 
nasally, RWJ-270201 demonstrated better 
protection against lethality than oseltamivir 
and zanamivir at the same dose (79). More- 
over, oral RWJ-270201 and oseltamivir pro- 
tected mice against lethal challenge with 
A/Hong Kongl156197 (H5N1) and A/quaiV 
Hong KongIG1197 (H9N2); both viruses have 
been responsible for the 1997 Hong Kong out- 
break (80, 81). Furthermore, pharmacody- 
namic evaluation of RWJ-270201 in mice pre- 
dicted efficacy for once-daily dosing (82, 86). 
Indeed, in controlled clinical trials, oral, once- 
daily RWJ-270201 was well tolerated and ef- 
fective in the treatment of experimental hu- 
man influenza A and B infections (87). 

Although RWJ-270201, oseltamivir, and 
zanamivir are structurally similar, they inter- 
act differently with residues of the NA active 
sites. In cross-resistance studies, RWJ-270201 
was fully active against certain zanamivir-re- 
sistant enzymes and partially active against 
oseltamivir-resistant enzymes (68). A point 
mutation (Lys-189-Glu) in the hemagglutinin 

Table 10.2 In Vitro Antiviral Activities of Zanamivir, Oseltamivir, and RWJ-270201 
on Influenza Virus Replication in MDCK cells (83) 

EC50 (m 
W I N 1  (4 strains) A/H3N2 (12 strains) A/H5N1 (2 strains) B (5 strains) 

Zanamivir 0.22-3.4 <0.01-0.65 0.20-0.22 0.03-1.3 
Oseltamivir 0.17-2.7 <0.01-0.5 0.22-0.26 0.11-3.0 
RWJ-270201 0.09-1.5 <0.01-0.19 0.01-0.02 0.06-3.2 

ECso, concentration of the compound required to inhibit viral-induced effect (cytopathic effect or plaque formation) or 
virus yield by 50% in cell culture. 

The data on A/NWS/33 have been excluded from the table because both zanamivir and oseltamivir were inactive, and 
RWJ-270201 was only moderately active against this virus. 
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(HA) gene of A/Shangdong/H3N2 was selected 
in the presence of RWJ-270201 in cell culture 
(88). Based on virus challenge dose to infect 
mice, the resistant virus was approximately 
10-fold less virulent than the wild-type virus. 
Mice infected with a lethal dose of the resis- 
tant virus could still be effectively treated with 
RWJ-270201 (88). 

2.1.1.7 Pyrrolidine-Based Inhibitors. The 
investigators of Abbott Laboratories recently 
discovered that A-87380 (25) (IC,,, 50 f lve r -  

sus type A NA) could serve as a NA inhibitor 
lead after comparing it with zanamivir and by 
computer modeling (51, 89). A series of tri- 
substituted and tetra-substituted pyrrolidine 
analogs were then synthesized using high- 
throughput parallel synthetic combinatorial 
chemistry for SAR studies. Of all compounds 
synthesized, A-192558 (26) was the most po- 
tent inhibitor, with IC,, values of 0.28 and 8 
fl against NAA and B, respectively (51). The 
preferential activity against NA A over NA B 
might be caused by the interaction between 
the urea functionality with the hydrophobic 
site by inducing a conformational change of 
Glu-276, and this change is known to be ener- 
getically less favorable for NA B. As antici- 
pated, the carboxylate interacts with the pos- 

itively charged arginine triad formed by 
Arg-118, Arg-292, and Arg-371 when the com- 
pound bound to the enzyme. The C, tri- 
fluoroacetamido group occupies the small hy- 
drophobic pocket consisting of Ile-222 and 
Trp-178. Unexpectedly, the exocyclic amino 
group does not make close contact with all 
three acidic amino acid residues, Asp-151, 
Glu-119, and Glu-227. 

Subsequently, it was found that this tradi- 
tional amine-binding pocket contains a previ- 
ously unrecognized hydrophobic portion 
formed by Asp-151 and Leu-135 (90-92). This 
portion could be occupied by a cis-propenyl 
functional group through van der Wads force 
to achieve excellent affinity (90, 93). More- 
over, studies with substituents pointing to the 
hydrophobic sub-site formed by Arg-224, Ile- 
222, and Ala-246 showed that a tertiary amine 
N-oxide (94) or ether (95) group could enhance 
a molecule's inhibitory activity. The enhanced 
activity comes from an intra-molecular H-bond 
involving the oxygen and the pyrrolidine ni- 
trogen; this interaction serves to direct the al- 
iphatic side-chains toward the hydrophobic 
surface in the active site of the enzyme. After 
an iterative structure-based method, the Ab- 
bott scientists identified ABT-675 (A-315675) 
(27) as a new potent broad-spectrum inhibitor 

of influenza NA, with Ki values 10.3 nM (60). 
In MDCK cells, ABT-675 displayed compara- 
ble nanomolar activity as that of RWJ-270201 
on the replication of both type A and B viruses. 
In the same study, GS-4071 was slightly less 
potent compared to ABT and RWJ compounds 
(60). The ethyl or isopropyl ester oral prodrug 
of the Abbott compound was equal or more 
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active than GS-4104 against B/HK/5/72 in a 
BALBIc mouse model. For A/N2/Tokyo/3/67, 
the ethyl ester prodrug was more efficacious 
than GS-4104 (96). In vitro passage of AN91 
NWS/G70c, using high concentrations of 
A-315675, selected novel NA and HA muta- 
tions different from those selected by 
GS-4071. Variants selected with each drug 
were not highly cross-resistant (97). 

In addition, ABT-675 dissociates from the 
enzyme about 18-fold more slowly than does 
GS-4071 (t,, - 10 h for ABT-675, -0.5 h for 
GS-4071) (98). The slower rate might mean a 
prolonged therapeutic effect, because the drug 
will stay bound to NA even if circulating drug 
has been removed from the site of influenza 
infection (98). 

2.1.2 lnhibitors of Influenza Hemagglutinin 
2.1.2.1 Monomeric Inhibitors of Influenza 

Hemagglutinin 
2.1.2.1.1 BMY-27709 and Derivatives. In a 

series of publications, Bristol-Myers Squibb 
investigators have identified BMY-27709 (28) 

as a new lead for the development of influenza 
fusion inhibitors (99-101). In cell-based as- 
says, this compound inhibited the growth of 
both H1 and H2 subtypes of influenza A virus 
(only when added at the early stage of infec- 
tion) with EC,, of 3-8 pM (99). However, it is 
inactive against H3 subtype (99). To better 
understand the mechanism of action of the 
compound, 21 independent resistant viruses 
were selected (100). Two hot spots are identi- 
fied. One is the methionine at position of 313 
of the HA1. Another hot spot is the phenylal- 
mine at position 110 in the HA2 subunit, 
which is mutated to either a serine (>I00 re- 
sistance level) or a leucine (15-25 resistance 
level). Both H1 and H2 HAS contain a Phe- 

110, while H3 HAS code for a Leu at this posi- 
tion. This may explain why H3 subtype vi- 
ruses are not sensitive to BMY-27709 (99). 

Most of the amino acid substitutions in the 
HAS of the resistant viruses are located in a 
region near the N-terminus of the HA2 sub- 
unit, suggesting that a binding pocket for 
BMY-27709 exists near this fusion peptide 
(100). It is known that HA2 subunit encodes 
the hydrophobic peptide believed to play a piv- 
otal role in membrane fusion. A simulated H1 
HA structure, constructed based on the 
known crystal structure of H3, also revealed a 
crevice in the region of Phe-110, in which 
BMY-27709 could be docked (100). Further 
photoafhity-labeling experiments identified 
the covalent attachment site to be within HA2 
amino acid residues 84-106, a region corre- 
sponding to part of the pocket proposed 
through molecular modeling (101). An inter- 
esting feature of the model is that HAS of H1 
and H2 subtypes contain amino acid residues 
Glu-105 and Arg-106, which could form tight 
H-binding with the inhibitor. In contrast, 
these two respective positions in H3 are neu- 
tral Gln-105 and His-106 (100-102). 

Through the use of reassortant viruses, 
drug-resistant variants, monoclonal antibody 
specificity, susceptibility to tryptic digestion, 
and transfectant viruses, it was concluded 
that BMY-27709 inhibits influenza virus in- 
fection by inhibiting the HA-mediated mem- 
brane fusion through blockage of the low-pH- 
induced conformational change of the native 
HA, which is a prerequisite for entry of the 
virus into host cells through membrane fusion 
(99-101). 

A series of derivatives of BMY-27709 were 
synthesized in an attempt to illuminate the 
SARs associated with these quinolizidine sali- 
cylamides (103, 104). Variation of the sub- 
stituents of the salicylic acid moiety suggested 
that the phenolic hydroxy group is essential 
for activity. This seems to be in agreement 
with the model, which shows the acid surro- 
gate ketophenol moiety of BMY-27709 inter- 
acts with Arg-106 (100,101). For substituents 
at the 5-position, small and non-polar groups 
are preferred, with optimal activity residing in 
the 5-halo and 5-methyl derivatives. The most 
active one is the 5-methyl phenol derivative 
(291, with an EC,, of 0.25 pg/mL, which is 
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fivefold more potent than BMY-27709 (103). 
The quinolizidine ring was then replaced with 
structurally simpler heterocycles-piperidines 
[closely resembles the structure of CL-61917 
(102) discussed in the following section] or 
decahydroquinolines-to explore optimiza- 
tion of potency and spectrum of activity. The 
2-methyl-cis-decahydroquinoline (30) showed 

potent activity, with an EC,, of 0.09 pg/mL in 
a plaque reduction assay against AiWSNJ33 
(HlN1) virus. However, this compound was 
moderately toxic to the MDCK cells (104). 
Disappointingly, none of the compounds in 
the series demonstrated significant activity 
against H3 subtype influenza virus type A. 

H1 and H2 subtype HAS share nearly 70% 
overall sequence homology. However, H1 and 
H3 or H2 and H3 subtypes are with about 40% 
similarity overall (99). 

2.1.2.1.2 CL-61977 and Related Com- 
pounds. By screening of a chemical library, 
Wyeth-Ayerst investigators also have identi- 
fied several compounds that specifically inhib- 
ited replication of the H1 and H2 subtypes of 
influenza virus type A, particularly CL-61917 
(31) (102). This compound showed EC,, - 1 
pg/mL against replication of H1 and H2 sub- 
types; it was much less effective against H3 
subtypes and virtually ineffective against in- 
fluenza B virus. Interestingly, both CL-61917 

and BMY-27709 are composed of a substituted 
benzamide linked to a nitrogen-containing 
heterocyclic ring structure. Both compounds 
demonstrate the ability to inhibit various 
manifestations of fusogenic activity of the rep- 
resentative strains of influenza A virus. 

Computer-aided modeling and mutagene- 
sis analysis suggested a putative docking site 
for CL-61917 in the middle of the stem region 
of the HA near the HA2 fusion protein. The 
docking surrounded by three (Phe-3, Asn-50, 
and Phe-110) of the four HA2 amino acid res- 
idues that are altered in the resistant mu- 
tants. The computer model illustrated two 
acid residues, Glu-105 and Asp-109, from one 
of the monomer chains of HA2, form charge- 
charge interaction with the piperidines nitro- 
gen, whereas Arg-106, from a second HA2 
chain, participates in a H-bonding with the 
amide carbonyl oxygen. The trifluorophenyl 
group points to a hydrophobic pocket lined 
partially with Phe-110 from the second mono- 
mer chain of HA2. In contrast, X-31 (a repre- 
sentative of H3 subtype) HA contains 
Gln-105, His-106, and Leu-110, yielding a sig- 
nificant poorer fit for CL-61917 (102). 

Although there are close similarity be- 
tween the CL and BMY compounds, each com- 
pound selects for some different mutations in 
different viral HAs, illustrating the need for 
caution in making generalization between 
these two families of compounds. Ultimately, 
clarification of the precise interactions be- 
tween the inhibitors and HAs must await the 
outcomes of co-crystallization studies (102). 

2.1.2.1.3 Podocarpic Acid Derivative. A 
group of Lilly investigators reported that a 
compound related to podocarpic acid, designed 
as 180299 (32) was identified as a specific in- 
hibitor of influenza A viruses in tissue culture 
(105). Genetic analysis of reassortants be- 
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I I 

(33) C22 

ing the course of an infection and this stabili- 
(32) zation impedes infectivity (100). In contrast, 

C22 inhibits viral fusion and infectivity by de- 
tween sensitive and resistant vimses, as well stabilizing HA, it acts as an irreversible facil- 
as independent isolates of mutant strains, itator of the conformational change (106). 
showed that mutations are dispersed through- 2.1.2.7.5 Stachyflin and Derivatives. 
out the HA primary amino acid sequence and Stachyflin (34) a novel sesquiterpene deriva- 
cluster in the interface between HA1 and HA2 
and in a region near the fusion domain of HA2. 
Fusion of human erythrocytes and pH-of-inac- 
tivation studies suggested that, like the afore- 
mentioned CL and BMY compounds, 180299 
interacts with the neutral pH conformation of 
influenza A HA and prevents the low-pH-in- 
duced change of HA to its fusogenic conforma- 
tion (105). However, unlike the CL and BMY 
compounds, 180299 displayed no in vitro ac- 
tivity against SlWSNl33 (HlNl), a strain that 
displays an elevated pH-of-inactivation. It  was 
found that naturally resistant influenza vi- 
ruses [e.g., NAichil68 (H3N2) and BILeel4Ol 
generally have an elevated pH-of-inactivation. (34) Stachyflin 
In contrast, the most sensitive strain, m a -  
wasaki/86 (an H1 subtype), has the lowest pH- tive isolated from fungus, was shown as hav- 
of-inactivation (105). ing H1 and H2 subtype-specific anti-influenza 

2.7.2.1.4 Diiodofluorescein. White et al. A virus activity by a group of investigators of 
used a computer-searching algorithm known Shionogi Labs (107). One-step virus growth 
as DOCK to conduct a series of structure- experiment suggested that this compound 
based inhibitor searching by targeting two interfered with the HA-mediated virus-cell 
sites surrounding HA2 54-81, the region of membrane fusion process through the inhibi- 
HA2 that undergoes conformational change at tion of the physiological HA conformational 
low pH (106). Of 12 new compounds selected change induced by low pH. 
by DOCK, diiodofluorescein (33) (also desig- Stachyflin is lipophilic and insoluble in wa- 
nated as C22) was identified as a new lead. ter; therefore, it cannot be given orally to treat 
This compound facilitates the conformational experimental infection in animals. However, 
change with 50% effective concentration of ap- when given intraperitoneally at doses 2-8 mg 
proximately 8 a, yet inhibits viral infectivity per mouse, twice a day, stachyflin showed ap- 
with an EC,, of 8 a. In the case of BMY- proximately 70% reduction of virus [NKuma- 
27709, the compound acts to stabilize HA dur- moto/5/67 (H2N2)I titers in the lungs of the 
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infected animals compared with that of the 
control animals (108). Oral administration 
used either an aqueous solution of the phos- 
phate ester prodrug or a solution of stachyflin 
in polyethylene glycol (PEG), PEG 400 or PEG 
4000, could also achieve 60-70% reduction in 
the pulmonary virus titers (108). Unfortu- 
nately, concerns about its lack of activity 
against human clinical isolates and mutage- 
nicity preclude stachyflin from further devel- 
opment (109). 

The keto derivative of stachyflin I11 (35), as 
well as its phosphate prodrug 111-Phos (36), 

has been chosen for further development 
(109). Mice infected with mouse-adapted 
A/Kumamoto/5/67 (H2N2) were orally admin- 
istered with I11 dissolved in PEG 4000 or with 
111-Phos dissolved in water (4 mg per mouse), 
twice a day for 2 days, resulting in approxi- 
mately 85% virus inhibition in the lungs. Sur- 
prisingly, no effect was observed in ferrets in- 
fected with a fresh clinical isolate, AlSendail 
808191 (HlNl), after oral administration of 
111, irrespective of the long-lasting high con- 
centrations of the compound in the plasma. 
Nevertheless, intranasal administration of 
111-Phos could still inhibit viral replication in 
the nasal cavity and suppress fever. It was pos- 
tulated that the accumulation of I11 and III- 
Phos on the surface of nasal membrane and 
good nasal absorption of 111-Phos contribute 

to the in vivo efficacy after intranasal admin- 
istration of 111-Phos to the infected ferrets 
(109). 

Both mouse and ferret are good animal 
models for the evaluation of experimental 
therapies of influenza infection. In mice, 
mouse-adapted influenza virus replicates in 
the lung and causes pneumonia without fever 
(110). In comparison, ferrets are susceptible to 
human influenza, which replicates in the up- 
per respiratory tract and causes illness similar 
to humans (109,111). 

2.1.2.2 Polymeric Carbohydrate-Based In- 
hibitors of Influenza Hemagglutinin. Multiva- 
lency (polyvalency) is the simultaneous bind- 
ing of multiple ligands on one molecule to 
multiple receptors on another (112). An influ- 
enza virion presents approximately 200-300 
copies of HA trimeric units on its surface; each 
subunit contains a binding site for sialic acid 
(SA; also termed Neu5Ac) at its outmost por- 
tion (113). Because the binding pocket is small 
and shallow, the interaction of a single HA 
binding site with a single SA is weak. Never- 
theless, the binding of a viral particle to the 
surface of a cell is strong. This strong interac- 
tion reflects the interaction of multiple copies 
of HA on the viral surface simultaneously with 
multiple SA groups on the surface of the cell. 
Therefore, in principle, highly effective pre- 
vention of the attachment of influenzavirus to 
the cell can be achieved with multivalent 
(polyvalent) inhibitors that present multiple 
copies of SA to the virus (114). Multivalent 
sialosides bearing multiple sialyl moieties 
tethered to various synthetic backbones of 
polymers, liposomes, or dendrimers have been 
reported (112, 113, 115). 

2.7.2.2.7 Sialic Acid-Containing Polymers. 
In the X-ray crystal structures of HA com- 
plexed with SA derivatives, it has been shown 
that the 4-hydroxyl of SA does not interact 
with the enzyme (116, 117). Thus Watson et 
al. reported the synthesis of a multivalent SA- 
containing polymer (37) in which a sialoside 
has been coupled to polyacrylamide through a 
4-N-linkage, as well as a 2-linked conjugate 
(38) (117). Both compounds showed potent ac- 
tivity (<0.5-4 p M  of SA units) against an in- 
fluenza H3 subtype (X-31) and two H1 sub- 
types (NTokyo and G70C) by an HAI assay. 
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assay is commonly used to measure the ability 
of a SA-containing polymer (glycopolymer) 

(38) 

Generally, hemagglutination inhibition (HAI) 

Other Than HIV 

that inhibits the attachment of influenza virus 
to erythrocytes (which serve as surrogate tar- 
get cells). HA1 assay is easy to perform, but 
limited to inhibition constants greater than 1 
nM (112). Therefore, inhibitors with the low- 
est concentration that inhibits hemagglutina- 
tion smaller than 1 nM seem to be equally ef- 
fective in the HA1 assay. Recently, Whitesides 
et al. reported a new method based on dual 
optical tweezers, termed OPTCOL, which is 
able to measure a single cell (e.g., erythrocyte) 
and a single microsphere coated with viral 
particles. The lowest limit of measurable inhi- 
bition constants is less than 10-l8 M (112, 
118). By using OPTCOL, a derivative of poly- 
acrylamide pA(NeuAc, X) (39) with 35% of the 
side-chains (X = 0.35) tethered to SA by a 
short flexible linker was shown to prevent 
hemagglutination at concentration of 35 pM- 
10' times more effective than most monova- 
lent derivatives of SA (e.g., a-methylsialoside 
inhibits hemagglutination at concentration 
2.5 mM) (118). Whitesides' group also re- 
ported, by using an enzyme-linked immu- 
nosorbent assay (ELISA), affinities of polyac- 
rylamides bearing pendant a-sialoside groups 
for the surface of influenza virus A X-31 
(H3N2) ranged between lo3 and > lo6 greater 
than that of a-methyl sialoside, on the basis of 
total sialic acid groups in solution (114). 

The significantly enhanced ability of glyco- 
polymers over monovalent SA derivatives at 
preventing the agglutination of red blood cells 
by influenza virus is thought as a result of 
high-affinity binding through polyvalency (be- 
cause of the cooperative binding of multiple 
SA groups per inhibitor molecule) and steric 
stabilization (because of the steric prevention 
of virus from close approach to the cell by a 
water-swollen layer of the polymer) (119,120). 
The latter mechanism has been further sup- 
ported by studies that showed that the efficacy 
of SA-containing polymers in inhibiting hem- 
agglutination got enhanced (by 2- to 20-fold) 
by adding potent monomeric NA inhibitors 
(121). The SA groups on the polymers bind the 
HA-binding pocket as well as the NA active 
site. The enhancement of inhibition by the 
polymers in the presence of NA inhibitors is 
probably caused by expansion of the adsorbed 
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N-R - H 

0 Linker (L) R = H, NeuAc-Linker 

(39) pA(NeuAc); x = mole fraction of NeuAc per side chain 
=0.05, 0.2, 0.35, 0.6, 1.0 

polymer layer after the competitive release of 
SA groups originally bound to the NA active 
sites. 

Furthermore, Whitesides et al. carried out 
both synthesis and the HA1 assay, in the wells 
of microtiter plates, of libraries of polymers 
[poly(acrylic acid) (pAA)] bearing both sialo- 
side and largely hydrophobic non-sialoside 
groups in random sequence (113). The in situ 
bioassay showed that new polymers contain- 
ing both SA and certain non-sialoside groups 
[pAA(NeuAc-L; R)] were up to lo4-fold more 
potent than the parent polymer bearing only 
the SA residue [pAA(NeuAc-L)] (113). It is 
postulated that the non-sialoside groups R 
may be involved in non-specific binding to hy- 
drophobic sites on the surface of virus, result- 
ing in enhanced affinity of the new polymers 
for the viral surface. This strategy may serve 
generally for screening and obtaining leads in 
biological systems that involve multivalency. 

Conceptually, if the non-sialoside groups 
can interfere with the conformational change 
of the membrane-fusion domain of HA, a poly- 
valent polymer can inhibit influenza virus not 
only during initial binding, but also later in 
the course of HA-mediated membrane fusion. 
To test the hypothesis, Wong et al. reported 
the synthesis and evaluation of a polymer of 
poly-L-glutamic acid conjugated with lysogan- 
glioside GM, (40) (122). A fluorescent tag 
BODIPY was also attached. Using an ELISA 
assay, the polymer showed EC,, against A/PR/ 
8/34 (HlN1) at 7.5 pM based on the sialic acid 
content. The influenza inhibitory activity of 
the polymer is enhanced by lo3-fold compared 
with that of lysoganglioside GM,. Wong et al. 
thus proposed that the enhanced activity is a 
result from the formation of a stable poly- 

mer/HA complex by a "chain lock" mecha- 
nism, which suggests that after the sugar 
groups bind to the active sites on the top of 
HA, the hydrophobic substituents (e.g., the 
sphingosine moiety) of lysoganglioside GM, 
wrap around the hydrophobic sites on the 
stem area providing further interaction with 
HA. 

2.1.2.2.2 Liposomes. It has been reported 
that anti-influenza activity can be enhanced 
with a multivalent display of the sialoside on 
liposome. Wong et al. synthesized a series of 
conjugates of 3- OH or 3-F-substituted SA de- 
rivatives with distearoylphosphatidyletha- 
nolamine (DSPE) as the liposome (41) (123). 
As determined in an HAI assay against A/&- 
chi12168 (H3N2), the DSPE conjugates showed 
a lo3-fold increase in the inhibitory activity 
when compared with monomeric SA. How- 
ever, the activity against A/PR/8/34 (HlN1) 
was not significantly enhanced. 

Suzuki et al. demonstrated that selective 
activity for H3N2 subtype over H lNl  subtype 
was also observed with synthetic sialylphos- 
phatidylethanolamine (sialyl PE) derivatives 
(42) (124). Because H3N2 subtype influenza A 
viruses (e.g., A/Aichi/2/68 and A/Memphis/l/ 
71) preferentially bind to Neu5Aca2-6Gal 
and H1 subtype (e.g., A/PR/8/34) binds most 
effectively to Neu5Aca2-3Gal linkage of sialo- 
sugar chains on the cell membrane,.Suzuki et 
al. speculated that the structural assembly of 
sialyl PE derivatives might exhibit some sim- 
ilarity to the Neu5Aca2-6Gal linkage. 

2.1.2.2.3 Dendritic Polymers. Baker et al. 
have reported the synthesis of several SA- 
conjugated dendritic polymers with various 
architectures that included spheroidal poly- 
amidoamine (PAMAM) dendrimers, comb- 
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branched and dendrigraft polymers, and lin- 
ear-dendron architectural copolymers (125). 
Linear polyethyleneimine (PEI) was involved 
in the construction of the last three struc- 
tures. Significant variation in susceptibility to 
these polymeric compounds was observed 
when tested for their ability to inhibit virus 
hemagglutination (HA1 assay) and to block in- 
fection of MDCK cells (ELISA assay). Gener- 
ally, the larger pad more flexible linear-den- 

dron architectural copolymers, as well as 
scaffolding-type comb-branched polymers and 
dendrigrafts are more efficient than the sphe- 
roidal dendrimers, which have a fixed rigid 
size and shape. Both the degree of SA conjuga- 
tion and the polymer size seem to influence 
the bioactivity through polyvalent binding 
and steric hindrance. Influenza virus X-31 
(H3N2) was shown to be more sensitive to 
these compounds than A/AA/6/60 (H2N2). 
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The most effective comb-branched and den- 
drigraft PEI polymers were up to 5 x lo4-fold 
more effective than monomeric SA at inhibit- 
ing HA of the X-31 and sendai viruses. 

A review on PAMAM dendrimers and their 
biomedical applications has been published re- 
cently (126). 

2.1.3 Inhibitors of RNA-Dependent RNA 
Polymerase (RNA Transcriptase) 

2.1.3.1 Antisense Oligonucleotides. It has 
been known that influenza viral mRNA syn- 
thesis is catalyzed by viral nucleocapsids, 
which consist of the individual viral RNAs 
(vRNAs) associated with four viral proteins: 
the nucleocapsid protein (NP) and the three P 
proteins (PB1, PB2, and PA). In a series of 
reports, Takaku et al. have demonstrated that 
antisense phosphodiester and phosphorothio- 
ate oligonucleotides that are complementary 
to the viral RNA polymerase (PB1, PB2, PA) 
and the nucleoprotein (NP) genes, specifically 
inhibited influenza A virus replication in 
MDCK cells (127, 128), enhanced survival of 
mice infected with influenza A virus (129, 
130), and inhibited chloramphenicol acetyl- 
transferase (CAT) protein expression in the 
clone 76 cell line (131-133). The clone 76 cell 
line is designed to express the influenza virus 
RNA polymerase (PB1, PB2, PA) and nucleo- 
protein (NP) genes in response to treatment 
with dexamethasone. The in vitro activities of 

these oligonucleotides on the expression of the 
viral gene products were assessed on the basis 
of their inhibition of CAT protein expression 
with a CAT-ELISA method (131,132). 

The results revealed high inhibitory effects 
shown with the antisense oligonucleotides 
complementary to the sites of the PB2 AUG, 
PA AUG, and NP AUG initiation codons, with 
the best activity seen with the antisense oligo- 
nucleotides (ATATAAGTTATACCTTTCTT) 
targeting PB2 AUG. The antisense oligonucle- 
otides targeted to the PB2 loop-forming site 
did not lead to efficient inhibition, and those 
targeted to PB1 AUG initiation codon and the 
loop forming sequence were considerably less 
effective. In addition, the inhibitory activities 
the free oligonucleotides could be increased 
significantly with liposomal encapsulation. It 
was shown that the endocapsulated antisense 
phosphorothioate o1igonucleotides accumu- 
lated in the nuclear region of dexamethasone- 
treated clone 76 cells (132) or virus-infected 
cells (128); the endocapsulated antisense 
phosphodiester oligonucleotides were found 
within the cytoplasm. Intravenous adminis- 
tration of antisense phosphorothioate oligo- 
nucleotides containing the PB2 AUG initia- 
tion codon encapsulated with liposome to the 
mice infected with influenza A/PR/8/34 
(HlN1) significantly inhibited viral growth in 
the lungs, prolonged the mean survival time in 
days and increased the survival rates of the 
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infected mice (134). DMRIE-C liposome was 
more effective than Tfx-10. Because the PB2 
mRNA sequences around the AUG initiation 
codons of influenza A and B viruses share very 
low homology, not surprisingly, these oligonu- 
cleotides failed to inhibit influenza B both in 
vitro and in vivo (130). 

Treating dumbbell RNA/DNA chimeric oli- 
gonucleotides with RNase H can also generate 
antisense phosphodiester oligonucleotides, 
which in turn is bound to the target mRNA 
(133). These new class of oligonucleotides are 
consist of a sense RNA sequence and its com- 
plementary antisense DNA sequence, with 
two hairpin loop structures. 

2.1.3.2 DNAzymes, Ribozymes, and Exter- 
nal Guide Sequences. In a recent report pub- 
lished by Toyoda et al., it was demonstrated in 
vitro that influenza virus replication was in- 
hibited by RNA-cleaving DNA enzymes (135). 
Two oligonucleotides [DNzPB2 (14) and 
DNzPB2 (1611, which contain the DNA en- 
zyme carrying the 10-23 catalytic sequence 
(136, 1371, flanked with complementary se- 
quences around the PB2 AUG initiation 
codon, were shown to be more effective than 
the same amount of antisense phosphorothio- 
ate oligonucleotides, which target AUG initia- 
tion codon sequences of PB2 mRNA. DNzPB2 
(16) [TCTTTCCAGGCTAGCTACAACGA- 
ATTGAATA (sequence of 10-23 DNA enzyme 
is shown in bold italic)] was more efficient 
than DNzPB2 (14) (CTTTCCAGGCTAGC- 
TACAACGAATTGAAT). One concern with 
these DNA enzymes is that their RNA-cleav- 
ing activity has not been able to optimize un- 
der physiological conditions. 

Instead of targeting the PB2 gene, Lazarev 
et al. selected a ribozyme gene directed at a 
specific cleavage of mRNA coding for PB1 pro- 
tein (138). Because the PB1 gene is one of the 
east variable influenza A virus genes, PB1- 
rected ribozyme may be expected to cleave 
RNA of widely different virus strains. Oli- 
deoxyribonucleotides were synthesized cor- 
sponding to the hammerhead ribozyme gene 

containing a 24-nucleotide catalytic domain), 
ed with antisense sequences (12 nucleo- 

ides on both sides of the catalytic domain) 
lementary to a GUC site at position 1568 

PB1 mRNA of A/Kiev/59/79 (HlN1). Plas- 
mids containing the oligodeoxyribonucleo- 
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tides were used to create ribozyme-expressing 
CV-1 cells, which along with the original CV-1 
cells, were then infected with influenza A/Sin- 
gaporell157 (H2N2) or AiWSNl33 (HlN1) for 
antiviral susceptibility. High levels (=go%) of 
inhibition of viral NP and NS1 proteins and 
influenza virus reproduction (by plaque assay) 
were noted in the cell lines expressing the 
functional ribozyme. Defective recombinant 
adenoviruses were also constructed carrying 
the genes of functional and non-functional ri- 
bozymes under the control of human cytomeg- 
alovirus promoter. Again, greater than 90% 
level of inhibition of the replication of influ- 
enza A/WSN/33 virus in CV-1 cells pre-in- 
fected with the recombinant ribozyme-ex- 
pressing adenoviruses was observed compared 
with that in the non-infected cells. Analyzing 
the results with the cell line expressing the 
non-functional ribozyme suggested that the 
inhibition of influenza A virus reproduction 
with these ribozymes results mostly from the 
effect of RNA cleavage, and only to a small 
extent from the antisense effect of the flank- 
ing complementary sequences. 

Ribonuclease P (RNase P) is an enzyme 
that cleaves tRNA precursors to generate the 
5' termini of mature tRNAs. Research con- 
ducted by Altman has shown that RNase P * 

might target any RNA for specific cleavage 
provided that the RNA is associated with a 
custom-designed external guide sequence 
(EGS) RNA (139,140). When the target RNA 
is complexed with EGS through hydrogen 
bonds, the resulting structure resembles a 
tRNA precursor and, therefore, is susceptible 
to cleavage by RNase P. Recently, Plehn-Du- 
jowich and Altman reported that EGSs tar- 
geted to the influenza mRNA PB2 and NP 
genes effectively inhibited viral protein and 
particle production in vitro (141). Such inhibi- 
tion was postulated as a consequence of a low- 
ering of the amounts of the target mRNAs by 
the combined functions of EGSs and RNase P. 
In their design of EGSs, three sites in the PB2 
transcript and two in the NP transcript that 
were assessable to digestion with RNase T1 
were chosen to provide a G at the 3' side of the 
putative cleavage site by RNase P in the target 
mRNA:EGS complex and a uracil 8 nts down- 
stream, as is found in all tRNAs. 
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2.1.3.3 Short Capped Oligonucleotides. To 
initiate influenza viral mRNA synthesis, the 
viral associated RNA-dependent RNA poly- 
merase binds to the cap structure at the 5' 
ends of host cell RNA polymerase I1 tran- 
scripts and then a virally encoded endonucle- 
ase cleaves the capped 5'-termini to provide 
caps for the 5'-termini of the viral mRNAs and 
to serve as primers for transcription by the 
viral RNA-dependent RNA polymerase (RNA 
transcriptase). The PB2 polymerase protein 
mediates both the binding and the endonu- 
cleolytic cleavage of capped mRNAs. Concep- 
tually, the 5'-capped short RNA fragments by 
design are potential decoys of cap-dependent 
transcription. Takaku et al. reported the syn- 
thesis of short RNA molecules (8-13 ntds 
long) with a 5'-capped structure (m7GpppGm) 
using T7 RNA polymerase (141a). These short 
RNAs were tested, with or without liposomal 
encapsulation, for their inhibitory effect by a 
CAT-ELISA assay using the clone 76 cells, 
showing that the 9-ntd-long RNA molecule 
(m7GpppGrnAAUACUCA) had the highest in- 
hibitory activity. Furthermore, these RNA 
molecules exhibited higher inhibitory activity 
than that of the antisense phosphorothioate 
oligonucleotide complementary to the AUG 
initiation codon of PB2 mRNA. 

Because the influenza virus employs the 
cap embezzled from the host cell, the virus is 
not sensitive to the inhibitory effect of S-ad- 
enosylhomocysteine (SAH) hydrolase inhibi- 
tors, which interfere S-adenosylmethionine 
(SAM)-dependent methylation reactions, lead- 
ing to inhibition of a broad range of DNA and 
RNA viruses (142) (see Section 2.9.1). 

2.1.3.4 2,4-Dioxobutanoic Acid Derivatives. 
As discussed above, an intrinsic property of 
influenza virus RNA-dependent RNA poly- 
merase (RNA transcriptase) is its cap-depen- 
dent endonucleolytic cleavage activity. Through 
a random screening, Tomassini and a group of 
Merck investigators have identified L-735882 
(43) a &substituted 2,4-dioxobutanoic acid, as 
a specific inhibitor of cap-dependent endonu- 
clease activity of the transcriptase and with 
antiviral activity against both influenza A and 
B viruses in cell culture (143). Compound (44), 
a synthetic analog of (43) with sub-micromo- 
lar antiviral activity, was found to be the most 
soluble in water and readily adsorbed into the 

nasopharyngeal track in a mouse challenge 
model. When instilled intranasally into in- 
fected mice, (44), at its highest water-soluble 
dose, caused a 3.9-log reduction of the virus 
titers in nasal washes (143). 

2.1.3.5 2,6-Diketopiperazine Derivatives. 
Tomassini et al. also reported the finding of 
flutimide (451, a natural product isolated from 

a fungus, which inhibited the cleavage of 
capped RNA by influenza virus endonuclease, 
with an IC,, of 6.8 pit4 (144). The SAR analysis 
with several synthetic analogs indicated that 
both the N-hydroxy and olefin groups were re- 
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quired for activity (145). The most potent an- 
alogs were compounds (46) and (47), both hav- 
ing IC,, of -0.9 @. Flutimide inhibited 

influenza virus infection of MDCK cells with 
an EC,, of 5.9 @ without any toxicity at 100 
@ concentrations. Compounds (46) and (47) 
seemed to be more potent in the antiviral as- 
say; however, they showed cytotoxicity to the 
cells at >10 @ concentrations (145). 

2.1.3.6 BMY-26270 and Analogs. Krystal 
et al. of Bristol-Myers Squibb identified BMY- 
26270 (48) through a high-throughput in vitro 

transcription assay from the company's chem- 
ical collection (146). This compound selec- 
tively inhibited influenza transcriptases of 
both A and B viruses with an IC,, - 40 a. 
When compared with related compounds se- 
lected from the chemical collection, it was sug- 
gested that the hydroxamic acid and phenol 
moieties, as well as their topological relation- 
ship, are essential for the activity. Two related 
N-hydroxy-imides, BMY-183355 (49) and 
BMY-183021 (50) where the relatively acidic 
mine NH presumably functions as an iso- 
stere of the phenolic hydrogen, also demon- 
strated an IC,, - 50 @. Notably, these 

compounds inhibited endonuclease activity 
preferentially over capped RNA binding activ- 
ity. However, they showed significant cytotox- 
icity in cell culture. 

2.7.3.7 MI Zinc Finger Pepfides. The ma- 
trix protein (MI) is a major structural compo- 
nent of the influenza virion. M1 can bind to 
RNA directly and inhibit its own polymerase; 
it was proposed that this activity might be be- 
cause of the presence of a zinc finger motif. . 
Judd et al. reported that peptide 6, a synthetic 
peptide based on the zinc finger region of the 
M1 protein sequence of influenza A,PR/8/34 
(HlN1) centered around residues 148-166, 
was lo3-fold more effective in polymerase in- 
hibition than was MI, and greater than 1O3- 
fold more effective, on a molar basis, than 
ribavirin and amantadine again virus A/PR/ 
8/34 by measuring the inhibition of viral cyto- 
pathic effect in MDCK cells (147). Little or no 
in vitro antiviral activity could be seen if the 
peptide was added later than 1 h after virus 
challenge, suggesting that the peptide inhibits 
virus at an early stage in viral replication, pre- 
sumably through inhibition of the polymer- 
ase. Pre-treatment with the peptide also sig- 
nificantly protected the cells from viral 
challenge. Because the M1 sequence repre- 
senting peptide 6 is highly conserved among 
type A influenza viruses, peptide 6 exhibited 
in vitro antiviral activity against a wide range 
of type A influenza viruses representing 
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HlN1, H2N2, and H3N2 subtypes. Interest- 
ingly, it was also active against two type B 
influenza viruses (B/Lee/40 and B/Shanghai/4/ 
94). Because peptide 6 shows therapeutic ef- 
fect, it is possible that, with coordination of 
zinc, the peptide can assume a compact size 
and readily enters the cells. Derivatives with 
alternations in the finger loop, tail length, or 
residues involved in coordination of zinc 
showed reduced or abolished antiviral activ- 
ity. When tested in a mouse model of influenza 
infections, peptide 6, administered intrana- 
sally beginning 4 h pre- or 8 h post-virus expo- 
sure to an HlNl  virus (A/PR/8/34) or an H3N2 
virus (A/Victoria/3/75), was effective in pre- 
venting death, reducing the arterial oxygen 
decline, inhibiting lung consolidation, and re- 
ducing virus titers (titer reduction not seen 
with A/Victoria/3/75) in the lungs of infected 
animals (148). 

2.1.4 lnhibitors of lnfluenza M2 Protein. 
By employing a screen format that observes 
M2 expression in yeast cells, BL-1743 (51), a 

spirene-containing lipophilic mine ,  was iden- 
tified from the Bristol-Myers Squibb chemical 
collection as an inhibitor of influenza replica- 
tion (149). In a plaque reduction assay, it 
showed a similar profile to that of amantadine 
in that it was active against an amantadine- 
sensitive strain (EC,, - 2 pM against 
A/Udorn/72) but not against amantadine-re- 
sistant A/WSN/33. The majority of BL-1743 
resistant strains were also amantadine resis- 
tant. Inhibition of ion channel activity by BL- 
1743 differs from that with amantadine in 
that the inhibition with BL-1743 was revers- 
ible within the time frame of the experiment. 
The experimental results with amantadine on 
BL-1743-resistant strains indicated that two 
compounds interact differently with the M2 
protein trans-membrane pore region. Because 
of the overlapping resistance profile of the two 
compounds and the higher apparent Ki (4.7 

pM for BL-1743 and 0.3 pM for amantadine), 
BL-1743 should not be regarded as a potential 
replacement of amantadine for the prophy- 
laxis or treatment of influenza virus infections 
in humans. 

Kolocouris et al. have also reported new de- 
rivatives of amantadine that exhibit antiviral 
activity presumably by inhibiting the M2 ion 
channel of influenza virus type A (150). Using 
a CPE assay in MDCK cells, compound (521, 

like amantadine and rimantadine, demon- 
strated antiviral effect on influenza virus 
A/Japan/305/57 (H2N2). 

2.1.5 Other lnhibitors of Influenza Viruses 
2.1.5.1 Bisindolylmaleimides. The effects 

of bisindolylmaleimide I (53), a potent inhibi- 
tor of protein kinase C (PKC), on the entry and 

replication of influenza viruses were reported 
recently by Whittakar et al. (151). This com- 
pound inhibited in vitro replication of both in- 
fluenza A and B viruses at micromolar concen- 
trations in a dose-dependent and reversible 
manner. Further experiments showed that 
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this compound blocked influenza virus entry 
within the first 60 min of infection, at some 
point (probably endocytosis) before entry of 
viral ribonucleoproteins (vRNPs) into the nu- 
cleus. Although this compound seemed to be 
acting during influenza virus entry, it was 
shown being not acting as a weak base. There- 
fore, it would be interesting to see if other pH- 
dependent viruses such as vesicular stomatitis 
virus and Semliki Forest virus are also sensi- 
tive to such PKC inhibitors. 

2.1.5.2 Pyrimidine Derivatives. Efficient 
synthetic routes of 2-amino-4-(o-hydroxy- 
alky1amino)pyrimidine derivatives (54) were 

might only be used for the topical treatment of 
influenza virus infection. 

2.1 S.3 Natural Products. Certain bifla- 
vonoids isolated from Rhus succedanea and 
Garcinia multiflora exhibited strong inhibi- 
tory effects against influenza A and influenza 
B viruses through cell-based screens. These 
include robustaflavone (55) amentoflavone 
(56), and agathisflavone (57) (153). Robust- 

(54) (56) Amentoflavone 

recently described (152). The compounds in 
which cyclobutyl group, which was further 
substituted by a phenylalkyl group at the 3'- 
position, were introduced to the P-position of 
the aminoalkyl side-chain were shown to be 
highly active in inhibiting both types of A and 
B influenza virus, with average EC,, in the 
range of 0.1-0.01 pM. Although their toxicity 
for the stationary cells was not notable, they 
were extremely cytotoxic for the proliferating 
MDCK cells, suggesting that these compounds 

aflavone was specifically active against influ- 
enza B/Panama/45/90, with an EC,, of 0.23 
pg/mL and an SI of -435. From the medicinal ' 

plant Rhinacanthus nasutus, both rhinacan- 
thin-E (58) and rhinacanthin-F (59) were 
found to have in vitro activity against influ- 
enza type A virus, with EC,, values of 7.4 and 
3.1 pg/mL, respectively, in a CPE assay (154). 
Hirsutine (60), a Corynanthe-type monoter- 
penoid indole alkaloid found in the original 
plant of the Chinese "Kampo" medicine, was 

(55) Robustaflavone 
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(57) Agathisflavone 

(60) Hirsutine 

selectively active against strains of H3N2 vi- 
ruses (EC,, - 0.5 pglmL) (155). In a separate 
report, amentoflavone (56) from Selaginella 
sinensis displayed potent in vitro activity 
against respiratory syncytial virus (RSV) 
(156). 

The following compounds are from micro- 
bial origins. Fattiviracin A1 (61) isolated from 

the culture filtrate of Streptomyces microfla- 
vus, showed EC,, of 2.05 pg/mL against an 
HlNl  subtype of influenza A virus measured 
by a plaque reduction assay (157). FR191512 
(621, originated from a fungus, exhibited po- 
tent anti-influenza virus [A/PR/8/34 (HlNl)] 
activity in vitro using plaque inhibition assay 
(158, 159). Its activity was slightly less potent 
than that of zanamivir on a molar basis. When 
administered intranasally to mice infected 
with influenza A/PR/8/34, FR191512 pro- 
longed the survival of infected mice. The ED,, 
of FRlgl512, ribavirin, and zanamivir at day 7 
after viral challenge was 3.2, 16.2, and 1.16 
mgkg, respectively. 

2.1.5.4 Other Compounds. A potent inhib- 
itor of all types of influenza A, B, and C viruses 
as well as the neuraminidase-resistant virus, 
termed T-705 (63), was reported at the 40th 
ICAAC (160). In an in vitro plaque reduction 
assay, the EC,, ranged from 0.02 to 0.6 pglmL 
(without showing cytotoxicity up to 500 pg/ 
mL) in MDCK cells. In influenza ATR/8/34 
virus-infected mice, oral dosing of 100 mg/kg/ 
day for 5 days significantly reduced both the 
mortality rate and the virus titers in the lungs. 
T-705 exhibited more potent therapeutic effi- 
cacy than oseltamivir in low and high dose 
infection. 

Fullerene C,,, presented as complex with 
poly(N-vinylpyrrolidone) (PVP) in water, in- 
hibited the reproduction of influenza A/Vic- 
tory/35/72 (H3N2) in vitro in concentrations 
of 500 pg/mL or higher (161). The C,,-PVP 
complex caused possibly multiple effects in the 
viral replication cycle, because its efficacy was 
the same after its addition at different stages 
of the infection. Of interest, C,, also was 
shown to inactivate Semliki Forest virus (an 
alphavirus) and vesicular stomatitis virus 
when illuminated with visible light (162). 

2.2 Respiratory Syncytial Virus, 
Parainfluenza Virus, and Measles Virus 

2.2.1 Inhibitors of RSV and Paramyxovi- 
ruses Fusion Proteins 

2.2.1.1 RFI-64 1 (WAY- 154641). In a series 
of reports, investigators at Wyeth-Ayerst Re- 
search described the discovery of a family of 
novel anti-RSV agents including CL-309623 
(641, CL-387626 (651, and RFI-641 (66) (163- 
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(61) Fattiviracin A1 

166). The discovery began by screening of a 
compound library against a panel of viruses, 
and it turned out that CL-309623 was the only 
one to be remarkably effective and specific in 
inhibiting RSV infection. Interestingly, this 
compound was synthesized some 40 years ago 

as a brightener for industrial applications 
(165). Further refinement resulted in the bi- 
phenyl analogs CL-387626 and RFI-641, with 
improved anti-RSV potency (163, 166-169). 
Both of the biphenyl analogs inhibited labora- 
tory and clinical isolates of RSV subtypes A 
and B in vitro in the range of sub-micromolar 
concentrations (e.g., 0.008-0.11 $4 for RFI- 
641) without notable cytotoxicity, and the an- 
tiviral activity was independent of the cell line 
used in the assay (167). By using a fluores- 
cence-dequenching assay against a wild type 
(A2 strain) and a mutant (cp-52) virus that 
contains only the fusion (F) protein on its sur- 
face, it was shown that RFI-641 inhibited both 
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virus-cell attachment and fusion events. multiple binding events happened when com- 
Moreover, the fusion event is more sensitive pound bound to the protein-an initial tight 
than the attachment to the inhibitory effects binding event followed by several weak bind- 
of RFI-641 (170). Furthermore, because of ing events (163). Photoaffinity labeling exper- 
heterogeneity of the aggregated F protein, iments further suggested that the F1 subunit 
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of the fusion protein is the primary target for 
this series of compounds (170). The conver- 
gent chemical synthesis of these compounds 
involved the last step coupling of disubstituted 
monochlorotriazines with the biphenyl core 
by heating in the microwave at 105°C for 1 h 
(166). 

The following structural features are re- 
quired for strong antiviral potency (163, 165): 
(1) the core should be rigid and must bear two 
negatively charged groups, preferably in the 
2,2'-positions; (2) sulfonic groups are better 
than carboxylic; (3) a molecule needs at least 
three aminobenzenesulfonamido fragments to 
show activity and the substituents on each of 
the fragment should be meta to each other for 
optimal activity; and (4) the outmost side- 
chains should have hydrogen bonding groups 
and two side-chains are better than one. Given 
the fact that multiple functional groupings are 
needed for activity by these rather bulky and 
symmetrical compounds, their interactions 
with F protein seem to involve multivalency. 

When CL-387626 was given intranasally to 
RSV-infected cotton rats, it demonstrated sig- 
nificant prophylactic activity (164). Although 
the protection could last for 5-8 days after a 
single administration, the compound seemed 
to be more effective when it was administered 
closer to the time of virus challenge. The in 
vivo efficacy of RFI-641 was further deter- 
mined in three animal models of RSV infection 
(mice, cotton rats, and African green mon- 
keys) (166, 169). Prophylactic intranasal ad- 
ministration of RFI-641 significantly im- 
pacted on the establishment of infection and 
subsequent spread of RSV to the lungs. In ad- 
dition, RFI-641 also showed therapeutic effect 

because it could reduce viral loads in nasal and 
throat samples collected from infected mon- 
keys after the compound was administered 
once daily, by the intranasal route, beginning 
24 h after infection. RFI-641 has entered 
phase I clinical trials. 

2.2.1.2 VP-14637. VP-14637 (67) was a 
sub-nanomolar fusion inhibitor of RSV re- 
ported by ViroPharma Inc. recently (171- 
173). In vitro, this compound specifically in- 
hibited RSV and displayed a remarkable 
anti-RSV potency against RSV A and B strains 
and a panel of clinical isolates as seen by using 
viral cytopathic effect (syncytial formation), 
antigen detection, and virus yield (virus pro- 
duction) assays. The plausible mechanism of.  
action involves functions associated with the 
viral F protein, a highly conserved RSV pro- 
tein that is essential for virus reproduction. In 
October 2000, ViroPharma initiated clinical 
trials with VP-14637. A special inhalation 
drug delivery device is used to administer the 
drug to the lungs (ViroPharma Press Release). 

2.2.1.3 R170591. Jansen Research Foun- 
dation recently identified R170591 (68), a 
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benzimidazole derivative, through a cell-based 
assay as being capable of inhibiting fusion of 
RSV-infected HeLa cells (174,175). Its in vitro 
efficacy (EC,,, 0.15 nM) was about 10,-fold 
more potent than that of ribavirin. It was ac- 
tive against human (subgroup A and B) and 
bovine RSV. Time-of-addition and mutagene- 
sis studies suggested that it might interact 
with the F protein, leading to the inhibition of 
both virus-cell fusion early in the infection 
cycle and cell-cell fusion at the end of the rep- 
lication cycle. Pretreatment of cotton rats by 
local (inhalation) or by systemic (intraperito- 
neal) application resulted in >90% reduction 
of pulmonary virus titers. 

2.2.1.4 NMS03. NMS03 (69) is a non- 
toxic sulfated sialyl lipid that had been used to 
smooth the surface of instant noodles (176). 
This compound was found active in inhibiting 
RSV infection in vitro and in vivo (177). The 
compound did not show significant toxicity at 
the highest testing concentration in four dif- 
ferent cell lines. Using ELISA, it was deter- 
mined that the average EC,, of NMS03 
against several selected laboratory strains and 
clinical isolates was 0.23 N and that of riba- 
virin was 12.3 pit2 (in Hep-2 cells). However, 
the best efficacy was observed when it was 
added 0-1.5 h after the viral inoculation, dur- 
ing the time of virus adsorption and penetra- 
tion. Therefore, NMS03 might target RSV-F 
glycoprotein. This preliminary conclusion was 
further supported by the results of a temper- 
ature shift study with NMS03 and anti-RSV 
(F) monoclonal antibodies. Nevertheless, it 

was still active to some extent against virus 
replication, suggesting that NMS03 might 
also inhibit some other later processes of RSV 
infection. Intraperitoneal administration of 
NMS03 to RSV-infected cotton rats from 1 
day before or 1 h after to 3 days, once a day 
every day, showed a significant reduction of 
RSV titer in the lungs. Its therapeutic effect 
against RSV growth in the lungs of infected 
animals was greater than that of ribavirin. 

2.2.1.5 RD3-0028. Active anti-RSV benzo- 
dithiin derivatives were discovered through a 
random screening assay (178). Of these com- 
pounds, RD3-0028 (70) was the most active 

one, which showed activity against RSV sub- 
groups A and B and clinical isolates, with EC,, 
values in the range of 4.5-1 1 in HeLa cells. 
This compound inhibited RSV-induced syncy- 
tium formation even added to the culture up to 
16 h post-infection, suggesting that it might 
target a late stage of viral replication (179). By 
further analysis of drug-resistant mutants, it 
was concluded that RD3-0028 treatment re- 
sulted in the production of defective viral par- 
ticles by interfering with the intracellular syn- 
thesis or processing of the RSV F protein, or a 
step immediately thereafter (179, 180). When 
delivered by aerosol to virus-infected, cyclo- 

Na' 
0- NaS 

I 0- 
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phosphamide-treated immunosuppressed mice 
(181), RD3-0028 significantly reduced the 
pulmonary titers and protected the lungs of 
against tissue damage. RD3-0028 was not 
toxic for the mice at the therapeutic doses, and 
the minimal effective dose seemed to be much 
less than that of ribavirin (178). 

2.2.1.6 Benzanthrone Derivatives. Trimeris, 
Inc. has filed a patent 0 9 8 3 9 2 8 7 )  describ- 
ing a series of RSV fusion-targeting inhibitors 
based on a benzanthrone skeleton (180, 182). 
Compound (71) displayed an EC,, of 0.04 
kg/mL and a CC,, of 4.15 pglmL. 

0 

(71) Benzathrone 

2.2.1.7 Immunoglobulins. During the past 
few years, a wealth of data generated from 
prophylactic passive immunization on both 
experimental animals and humans have 
shown that parented administration of RSV- 
neutralizing antibodies could reduce the se- 
verity of RSV disease [see reviews by Mills 
(183) and Prince (18411. Currently, there are 
two products manufactured by MedIm- 
mune-RespiGarn (approved by the FDA in 
1996) and Synagis (approved in 1998)-for 
RSV infections. RespiGarn, a polyclonal 
respiratory syncytial virus immunoglobulin 
(RSVIG) derived from human plasma, is ad- 
ministered through intravenous infusions for 
the prevention of serious lower respiratory 
tract infection caused by RSV in high-risk hu- 
man infants. Synagis (also known as palivi- 
zumab and MEDI-493), a humanized mouse 
IgG monoclonal antibody (mAb) directed 
against the RSV fusion protein, can be admin- 
istered by intramuscular injections for use in a 
broader patient population than RespiGarn, 
being suitable for prophylactic administration 
to pediatric patients at risk of RSV disease. In 
a recent study with cotton rats undergoing 

prolonged immunosuppression with cyclo- 
phosphamide, both prophylaxis and therapy 
with RSVIG significantly reduced pulmonary 
RSV replication. In addition, the use of multi- 
ple therapeutic doses of RSVIG was able to 
prevent rebound viral replication, though vi- 
rus was not completely eliminated (185). 

A number of other mAb preparations di- 
rected against the F protein of RSV have also 
been actively pursued, including HNK20 (a 
mouse IgA mAb developed by OraVax) and 
RSHZ19 (a humanized mouse IgG mAb, also 
known as SB 209763, licensed from Scotgen to 
SmithKline Beecham for development). In 
preclinical studies in rodents and rhesus mon- 
keys (186), intranasal delivery of HNK20 
showed significant protective effect. However, 
in an international control trial conducted 
with 600 high-risk infants, HNK20 did not re- 
sult in a significant decrease in the incidence 
of hospitalization associated with RSV lower 
respiratory tract infection (187). Similar to 
the case with HNK20, RSHZ19 showed pro- 
phylactic efficacy in mice and cotton rats (188) 
but failed to protect infants at risk for severe 
RSV disease (189). 

Palivizumab (MEDI-493) and RSHZ19 rec- 
ognize distinct neutralizing epitopes on the F 
protein of RSV. In series head-to-head experi- 
ments (190), it was clear that the F protein. 
affinity of palivizumab was severalfold tighter 
than that of RSHZ19. Using ELISA to mea- 
sure viral replication, palivizumab was ap- 
proximately 5-fold more potent than RSHZ19 
and 20-fold more potent than RSVIG to neu- 
tralize RSV [drugs were added either before 
(microneutralization assay) or after (fusion 
inhibition assay) attachment to Vero cells]. In 
a cotton rat prophylaxis model, palivuzumab 
was two- to fourfold more potent than 
RSHZ19 in inhibiting RSV replication in the 
lungs. Therefore, the difference in clinical ef- 
ficacy seemed to relate to the greater potency 
of palivizumab compared with RSHZ19. 

2.2.1.8 Peptides. The F protein of para- 
myxoviruses and the transmembrane (TM) 
protein of retroviruses facilitate the fusion of 
the viral envelope or infected cell membranes 
with uninfected cell membranes. By recogniz- 
ing that the fusion domains at the amino ter- 
mini of RSV F1 subunit and HIV-1 TM show a 
high degree of sequence homology, Lambert et 



396 Antiviral Agents, RNA Viruses (Other than HIV), and Orthopoxviruses 

al. at Trimeris, Inc. have used a computer- 
searching strategy, based on the secondary 
structure characteristics to the DP-107 and 
DP-178 peptides of HIV-1 gp41, to identify 
conserved heptad repeat domains analogous 
to the DP-107 and DP-178 regions of HIV-1 
gp-41 within the glycoproteins of paramyxovi- 
ruses, leading to the discovery of non-cytotoxic 
peptides T-118, T-205, and T-257 as nanomo- 
lar inhibitors against RSV, parainfluenza type 
3 (PIV-31, and measles virus (MV), respec- 
tively, in vitro (191). Although these peptides 
were from domains that near the membrane 
anchor, the antiviral activity of these peptides 
was specific for the virus of origin. The se- 
quence of T-118: Ac-,,,FDASISQVNEKIN- 
QSLAFIRKSDELLHNVBAGKST522-NH2. 

In separate studies, Yao and Compans 
showed that synthetic peptides containing the 
heptad repeat regions derived from the F pro- 
teins of human PIV-2 and PIV-3 could inhibit 
virus-induced cell fusion, virus entry, and 
spread of virus infection (192). Moreover, the 
inhibitory effects of these peptides were found 
to be virus-type specific. Similarly, Wild and 
Buckland reported that a peptide correspond- 
ing to the leucine zipper region (amino acids 
455-490) of the MV F protein could block both 
MV entry and cell-to-cell fusion (193). 

Graham et al. demonstrated that RhoA, a 
small cellular GTPase of the Ras superfamily, 
interacts with RSV F protein and facilitates 
virus-induced syncytium formation. This 
group further reported that RhoA,,-,,; a pep- 
tide comprising amino acids 77-95 of RhoA, 
showed activity in inhibiting syncytium for- 
mation induced by RSV and PIV-3, both in 
uitro by inhibition of cell-to-cell fusion and in 
vivo by reduction of pulmonary virus titers in 
RSV-infected mice, when the peptide was ad- 
ministered intranasally to the animals imme- 
diately before or 2 h after RSV challenge (194). 
The authors suggested that when illness is 
mediated by the T-cell response and is not di- 
rectly related to virus-induced cytopathology, 
antiviral therapy must be given early or com- 
bined with immunomodulators. The sequence 
of RhoA,,,, . TDVILMCFSIDSPDSLENI. 

2.2.2 Oligonucleotides as Inhibitors of RSV. 
The RSV genome encodes 10 viral proteins, 
which are, as shown in 3' to 5' order, NS1, 

NS2, N, P, M, NS3, G, F, M2, and L. Recently, 
Hybridon, Inc. reported the antiviral effects, 
by means of inhibiting RNA replication and 
transcription of NS2 mRNA, of an antisense 
phosphorothiolate oligonucleotide, v590 (5'- 
AAAAATGGGGCAAATAAATC-3'), which is 
complementary to two same 20-base se- 
quences at the start of the NS2 gene and the P 
gene, respectively (195). This oligonucleotide 
was 4- to 20-fold more potent than ribavirin in 
inhibiting RSV antigen and infectious virus 
yield. Treatment of cells with the compound 
specifically decreased the region of RSV RNA 
containing the v590 target sequence, suggest- 
ing that sequence-specific cleavage of RNA 
might have occurred (195). This cleavage 
might involve cellular ribonuclease H (RNase 
H), because RNase H has been shown to cleave 
RNA strand in oligonucleotide/RNA duplexes 
(195). Yet the all-phosphodiester-backbone 
and the G quartet-containing structural mo- 
tifs might give rise nonspecific effects (196). 

Targeting RNase L [(2-5A)-dependent en- 
doribonucleasel to RSV RNA with 2',5'-oli- 
goadenylate (2-5A)-antisense chimeric oligo- 
nucleotides has been shown as an interesting 
antiviral approach (197). (For a comprehen- 
sive review of the 2-5A system, see Ref. 198.) 
The premise of this approach is that the 2-5A 
moiety of the chimeras attracts (or recryits) 
and activates ubiquitous intracellular latent 
RNase L, which causes the degradation of the 
RNA target bound to the antisense domain 
(197, 199). 

Silverman and Torrence synthesized a va- 
riety of (2-5A)-antisense chimeras through 
covalent linkage of 3',5'-antisense oligode- 
oxyribonucleotides (ODNs) and 2',5'-oligoad- 
enylate molecules through a linker (butane- 
diols). Both termini were also chemically 
modified to protect the chimeras from enzy- 
matic (e.g., 3'-exonuclease and phosphatase) 
degradation. Using a computer-assisted anal- 
ysis of the secondary structure of the RSV 
RNA sequence, they identified several regions 
in the M2 and L mRNAs as the targets for the 
(2-5A)-antisense chimeras (200,201). The chi- 
meras, sp(5'A2'p),A-Bu2-5'-ATGGTTATTT- 
GGGTTGTT-3'-3'T5' [called spk-antiRSV3'- 
3'T/(8281-8299) or NIH8281, where sp = 5'- 
monothiophosphoryated], which targeted the 
sequence 8281-8299 in the 0RF2 region of the 
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M2 mRNA, had the greatest antiviral potency in 
9HTE cells. An approximately 75% reduction in 
viral yields (after 24 h post-infection) was ob- 
served when the compound was added twice to 
RSV-infected cells at 3.3 pJ4 per dose (201). This 
oligonucleotide was remarkably selective for the 
RSV M2 mRNA. Moreover, the selective and 
specific degradation of the M2 gene was depen- 
dent on the presence of the tetrameric 2-5A moi- 
ety, thereby confirming the involvement of 
RNase L (201). Further studies with NIH8281 
showed that this oligonucleotide inhibited sev- 
eral representative strains of both A and B RSV 
serotypes as well as bovine RSV with low cyto- 
toxicity in avariety of antiviral assays (202). The 
compound was inhibitory only when added 
within 2 h of virus infection, and the activity was 
multiplicity of infection (MO1)-dependent. The 
compound did not inhibit measles or parainflu- 
enza viruses (202). 

In separate studies, Torrence et al. chose 
the conserved consensus sequences that occur 
in gene-start, intergenic, and gene-end sig- 
nals within the RSV genome for inhibitor de- 
sign. Of particular interest was the anti- 
sense 17-mer, 5'-AAAAATGGGGCAAATAA- 
3', which could potentially target 10 sense tar- 
gets, but with different hybridization effi- 
ciency, simultaneously (196). (This 17-mer 
was related in sequence to a 20-mer antisense 
phosphorothioate oligonucleotide v590 men- 

tioned above.) To minimize the potential non- 
specific effects associated with the all-phos- 
phorothioate, Torrence et al. used a "gap- 
me?' approach, in which only three inter- 
nucleotide linkages at the 5' and 3' termini of 
the antisense 17-mer were thiophosphorylated. 
The resultant (MA)-antisense gapmer, NIH351 
[(~-~A)-BU,-ASASASAATGGGGCAAASTSASA] 
inhibited RSV strain A2 virus yields (EC,, and 
EC,, were 0.3 and 1 pJ4, respectively, when 
added once, immediately before virus adsorp- 
tion) 100-fold more potent than did ribavirin 
in Hep-2 and in MA-104 cells. This chimeric 
oligonucleotide was not toxic to cells and 
showed the most potent in vitro effects when 
given once a day for 3 days or twice a day for 2 
days. Beside RSV A2 strain, NIH351 was a 
potent inhibitor of a number of representative 
members of both A and B strains of RSV 
whether assayed in human, monkey, or bovine 
(against bovine RSV) cells. When NIH351 was 
compared with NIH320, which has the same 
antisense design but without the 2-5A moiety, 
it was clear that NIH351 owed its 30-fold en- 
hancement in antiviral activity to the involve- 
ment of the 2-5A system's RNase L (196). 

2.2.3 Other lnhibitors of RSV 
2.2.3.1 Natural Products. Phenylpropanoid 

glycosides (72-75) from the medicinal plant 
Markhamia lutea Verbascoside (203) and iri- 

R1 Rz R3 R4 
(72) H Caf Rha H 
(73) C af H Rha H 
(74) COCH3 Caf Rha Api 
(75) Caf H Rha Api 

Caffeoyl Rhamnosyl Apiosyl 
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doid glycosides (76 and 77) from the medicinal 
plant Barleria prionitis (204) have been re- 
ported as antivirally active against RSV in 

vitro in sub-micromolar concentrations, which 
were largely separated from their cytotoxic 
concentrations. The phenylpropanoid glyco- 
sides were active when added 3 h after virus 
infection of the cells. 

2.2.3.2 Purines and Pyrimidines. Deriva- 
tives of purine and pyrimidine (e.g., EICAR, 
pyrazofurin, and cyclopentenyl cytosine) have 
been known for their potent anti-RSV activity 
both in vitro and in vivo. For a review of these 
and other anti-RSV compounds pre-dating 
1996, see a recent publication by De Clercq 
(205). 

There was a recent report showing that a 
synthetic guanine derivative (78) and its 2,6- 
diaminopurine analog both containing a com- 
mon N9 cyclobutyl substituent, exhibited 
noteworthy in vitro activity against RSV with 
reasonable selectivity (206). 

2.3 Picornaviruses 

2.3.1 Inhibitors of Picornaviral Attachment 
and Uncoating 

2.3.1.1 Longchain Compounds. Many pi- 
cornaviruses share a common icosahedral cap- 
sid architecture constructed from 60 copies of 

four proteins (VP1, VP2, VP3, and VP4) re- 
vealed by crystallographic studies of several 
human enteroviruses (namely, coxsackievirus 
B3, echovirus 1, poliovirus types 1, 2, and 3) 
and rhinovirus types lA, 2 (207),3,14, and 16 
(see references cited in Ref. 208). VP1, VP2, 
and VP3 compose the viral surface, whereas 
VP4 lays interior at the capsid1RNA interface 
(209). 

In all of these structures, the virus surface 
reveal broad depressions, or canyons, formed 
by the junctions of VP1 and VP3. The canyon 
has been shown to be the site of receptor at- 
tachment for major group rhinoviruses (e.g., 
ICAM-1 for HRV-14) and for poliovirus. At the 
base, or floor, of the canyon there is a pore, 
which opens into the hydrophobic core, or 
pocket, within the VP1 protein (210). In most 
of the enteroviruses (comprise >60 serotypes) 
and rhinoviruses (> 115 serotypes), the pocket 
is either empty (e.g., in HRV-14 and HRV-3) or 
occupied by a fatty acid-like pocket factor, of 
which the chemical identify remains un- 
known. A variety of diverse long-chain hydro- 
phobic capsid-binding antiviral compounds 
(e.g., pleconaril) have been shown to displace 
the pocket factor and bind in the hydrophobic 
pocket. Drug binding has shown to lead to the 
inhibition of viral infectivity by stabilizing the 
viral particles and/or by preventing receptor 
attachment. The binding of antiviral drug not 
only causes local conformational changes in 
the drug-binding pocket but also stabilized the 
entire viral capsid against enzymatic degrada- 
tion (209). 

The drug binding-induced stabilization 
prevents the virion undergoes an irreversible 
conformational change (required for uncoat- 
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ing for RNA release) from the native 160s (or abolic products. In comparison, WIN 61893 
N) particle to the 135s (or A) particle, which (80) formed at least eight and WIN 54954 (81) 
facilitate cell entry. This stabilization effect formed 18 metabolic products. It was further 
has recently been shown to arise from higher 
entropy, and not through rigidification of the H3C 
capsid as has been previously suggested (211- 
214). Binding of the antiviral compound in- 
creased the entropy (greater flexibility) of the 
HRV capsid and therefore reduced the free en- 

L o &  N'o 
N 

ergy for uncoating. Further studies in the H3C 
presence of soluble poliovirus receptor showed 

I ')-CH~ 

that capsid-binding compounds inhibited re- 
N-0 

ceptor-mediated N-to-A conversion through a (80) WIN 61893 
combination of enthalpic and entropic effects 

- 

(215). 
Nevertheless, the variation in size and 

amino acid composition of the pockets, partic- 
ularly, variations in the more hydrophobic end 
(the toe end) of the pocket among serotypes, 
might affect the pocket fit of these capsid- 
binding compounds. This factor might con- 
tribute, in part, to the different sensitivity of 
many of these serotypes to the compounds. In 
general, HRV-14, HRV-3, and poliovirus are 
more sensitive to longer compounds. Shorter 
compounds tend to be more effective against 
HRV-16, HRV-lA, and HRV-2 (216). 

Several capsid-binding compounds have 
been investigated in clinical trials; only Viro- 
Pharma's pleconaril has advanced to phase I11 
clinical studies (for a review of pleconaril and 
other drugs, see Refs. 217-223). 

2.3.1.1.1 Pleconaril. Pleconaril(79) (regis- 
tered as Picovir, also known as VP 63843) be- 

(79) VP 63843 Pleconaril 

longs to WIN series of compounds. It  possess 
much improved potency, chemical and meta- 
bolic stability, pharmacokinetics (224, 225), 
and safety than its predecessors in the series. 
In a monkey liver microsomal assay, ple- 
conaril was found to produce two minor met- 

(81) WIN 54954 

determined that the methyl groups on either 
end of WIN 54954 and WIN 61893 were the 
major sites of metabolism. Replacement of the 
methyl group on the oxadiazole ring of WIN 
61893 with trifluoromethyl creates the meta- 
bolically stable and orally bioavailable (-70% 
in humans) pleconaril(221). 

In preclinical studies, pleconaril has dem- 
onstrated a broad spectrum of activity against 
a wide range of rhinoviruses and non-polio en- 
teroviruses both in vitro and in uiuo (226). Vi- 
roPharma reported that pleconaril effectively 
inhibited the laboratory replication of 96% of 
the rhinovirus and enterovirus isolates from 
322 human patients (http://www.viropharma. 
com/pipeline/plleconaril.htm). Sigruficantly, echo- 
virus 11, the most commonly isolated entero- 
viruses in the United States between 1970 and 
1983, was the most sensitive serotype to ple- 
conaril(226). This compound has also demon- 
strated excellent penetration into the central 
nerve system, liver, and nasal epithelium. 

To date, pleconaril has shown clinical ben- 
efits for both adult and pediatric patients with 
enteroviral meningitis, viral respiratory infec- 
tions, and potential life-threatening enterovi- 
ral infections in at-risk patient populations 
(e.g., patients with antibody-deficiency and 
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(82) WIN 51711 Disoxaril 

bone marrow transplant recipients) (227, 
228). ViroPharma issued two press releases in 
April 2000 and March 2001, respectively, re- 
porting encouraging results from several 
phase I11 clinical studies of pleconaril in two 
disease indications: viral respiratory infection 
(common cold) in adults and viral meningitis 
in adults and children. 

2.3.1.1.2 Disoxaril Analogs. In an attempt 
to search improved antipicornaviral com- 
pounds, based on the structure of disoxaril 
(WIN 51711) (821, Artico et al. synthesized a 
series of disoxaril analogs containing a termi- 
nal thiophene ring and a carbonyl group 
bound to the position 2 of thiophene (229). 
Although most of the analogs were equivalent 
to or more potent than disoxaril against 
HRV-14 and HRV-2, they were not broadly in- 
hibitory to various HRVs as does by disoxaril. 
However, there were two broad-spectrum in- 
hibitors. Compounds (83) and (84) were more 
potent than disoxaril when assayed against 

HRV-2, and as potent as disoxaril against 
HRV-14 and the other 14 selected serotypes. 
When thiophene was replaced with benzene, 
the anti-rhinoviral activity deteriorated (230). 

2.3.1.1.3 Pirodavir, SCH 48973, and SDZ 
880-06 1 .  Pirodavir (R 77975) (85), developed 
by Janssen, is another capsid-binding inhibi- 
tor that has been in clinic evaluation. It was 
efficacious in experimentally induced HRV in- 
fection when the drug was administered intra- 
nasally before or after infection, but before on- 
set of symptoms (219). However, no clinical 
benefit was seen in treating naturally occur- 
ring HRV colds by intranasal administration 
(231). 

SCH 48973 (86) was identified at Schering- 
Plough through molecular modeling and in an 
assay designed to detect compounds that sta- 
bilize poliovirus to heat inactivation (232). 
When tested in cell culture, this compound 
demonstrated significant activity against a 
wide range of enteroviruses; it inhibited 80% 
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(85) Pirodavir (R 77975) 

of 154 recent clinical isolates representing 15 
common enterovirus serotypes with an aver- 
age EC,, of -1 &mL. However, it was a poor 
inhibitor of HRV-14 (233). 

Polioviruses exist in only three serotypes 
that are pathogenic for humans. Only poliovi- 
rus type 2 Lansing (PV2L) is neurovirulent in 
mice when injected intracerebrally (233). In 
poliovirus type 2-infected mice, therapeutic 
treatment with oral SCH 48973 (at dosages as 
low as 3 mg/kg/day) significantly reduced the 
viral titers in the brains and increased the sur- 
vival of infected mice (232). 

The crystal structure of PV2L complexed 
with SCH 48973 revealed that the compound 
was bound in a pocket within the p-barrel of 
VP1, in approximately the same position 
where the natural pocket factor binds to the 
virus. The structure also showed a surface de- 
pression located at the fivefold axis of PV2L 
capsid that is not present in the other two se- 
rotypes of poliovirus. In addition, unlike the 
other structures of enteroviruses, the entire 
PV2L VP4 is visible in the electron density, 

and bases of the genomic RNA are observed 
stacking with conserved VP4 aromatic resi- 
dues (233). 

Based on the structural features of earlier 
SDZ series of compounds, investigators of 
Sandoz synthesized SDZ 880-061 (87) which 
possessed a relatively broad antiviral spec- 
trum (234). In contrast to SCH 48973, SDZ 
880-061 inhibited HRV-14 in the nanomolar 
concentrations. It inhibited 85% of 89 HRV 
serotypes tested at a concentration of 5 3  pgl 
mL. HRV-42 and HRV-68 were among those 
being most sensitive to SDZ 880-061, but were 
refractory to inhibition by pirodavir. 

SDZ 880-061 was shown to bind to the 
same pocket, lying in the outer portion of the 
cavity (occupying 16 A of the 21 A length of the 
pocket) and cause similar, but less extensive, 
alternations of the HRV-14 VP1 backbone 
conformation compared with other capsid-. 
binding antiviral agents. It might be that be- 
cause it does not completely fill the hydropho- 
bic pocket, SDZ 880-061 primarily interferes 

(86) SCH 48973 

(87) SDZ 880-061 
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with HRV-14 cellular attachment, and has 
only a marginal effect on uncoating (234). 

2.3. I. 7.4 BTA-188. Biota Holdings has re- 
cently developed BTA-188 (88) as a new po- 
tential candidate for the treatment of HRV 
disease. This compound, a capsid-binding in- 
hibitor, was discovered through molecular 
modeling and SAR analyses (235). When 
tested in cell culture, BTA-188 inhibited 87 of 
100 numbered HRV serotypes (median EC,,, 
0.01 pg/mL, ranging from 0.0003 to >0.1 pgl 
mL) and all 40 clinical isolates (median EC,,, 
0.004 pg/mL, ranging from <0.001 to 0.05 pgl 
mL) (236). In comparison, BTA-188 inhibited 
HRV-14 with an EC,, of 1.0 ng/mL, whereas 
the EC,, values were 30 and 3.2 ng/mL for 
pleconaril and pirodavir, respectively (235). 
BTA-188 and pirodavir are closely related to 
each other structurally. BTA-188 showed good 
oral bioavailability in rodents and dogs, and 
could be detect in the nasal epithelium of dogs 
with levels several times above the in vitro 
EC,, for rhinoviruses. Its serum half-life was 
about 3 h (237). 

2.3.1.7.5 Other Long-Chain Compounds. 
Hogle et al. have used a computational ligand 
design method called multiple copy simulta- 
neous search (MCSS) to produce functionality 
maps of the drug binding sites of P3lSabin po- 
liovirus and rhinovirus-14 for the de novo de- 
sign of new classes of picornavirus capsid- 
binding compounds (238). By simultaneously 
subjecting thousands of randomly placed cop- 
ies of small molecular fragments, MCSS deter- 
mined where specific functional (chemical) 
group have local potential energy minima in 
the binding site. Selected minima were clus- 
tered and connected with linkers [e.g., 
-(CH,),-] to form candidate ligands. Their 
preliminary studies with fragment maps cen- 
tered on the VP1 pocket suggested a template 
for a class of compounds that contain fused 
aromatic rings (e.g., benzimidazole) (238). 

However, MCSS has its limitations because 
of the approximate methods being used. The 
same authors have recently reported a struc- 

turally biased combinatorial approach (a com- 
bination of structure-based design and combi- 
natorial chemistry) to overcome this difficulty 
(208). A small set of combinatorial libraries of 
ligands resembling the template suggested by 
MCSS (based on both P3lSabin and PlIMa- 
honey poliovirus) were synthesized and 
screened by using a novel assay in which virus 
is incubated with crude libraries and the com- 
ponents that bind are identified by mass spec- 
trometry. Potential binders were re-synthe- 
sized as members of smaller sub-libraries, 
which, in turn, were re-screened with the 
mass spectrometry assay and tested for reduc- 
tion of rate constant for uncoating (N-to-A 
transition) with an immunoprecipitation as- 
say. Promising leads were individually synthe- 
sized and re-tested. This iterative method 
identified three promising leads [compounds 
L367 (89), L383 (90) and L396 (9111 from a 
crude library containing 75 compounds (208, 
239). All three compounds were micromolar 
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inhibitors against Mahoney strain of type 1 
(Pl/Mahoney) poliovirus uncoating and infec- 
tivity. However, they failed to show activity 
against the Sabin strain poliovirus in a Viro- 
Pharma assay system. L383 also inhibited 
HRV-14 and HRV-3 infectivity in cell culture 
with EC,, of 0.8 and 0.55 a, respectively. 
This work illustrates an advantage of design- 
ing ligand libraries, instead of individual com- 
pounds, as a means for drug design and discov- 
ery, because only enough information will be 
needed from the computational method, such 
as MCSS, to serve as a structural bias to guide 
(focus) the library design. 

2.3.1.2 lsothiazoles, Dibenzo furans, and 
Dibenzosuberanes. The aforementioned com- 
pounds have a long-chain structure in com- 
mon. The need to identify other chemical en- 
tities with activity against picornaviruses still 
exists. Among a series of 3,4,5-trisubstituted 
isothiazoles reported recently, IS-2 (92) 
showed the highest in uitro activity against 
poliovirus-1 (EC,,, 0.045 CL2CI) and echovirus-9 
(EC,,, 0.25 CL2CI), if added to the cells within 1 h 
after poliovirus adsorption (240, 241). How- 
ever, it was inactive against coxsackie B1 and 
rhinoviruses (242). In contrast, whereas IS-44 
(93) and IS-50 (94) were inactive against both 
poliovirus-1 and echovirus-9, both compounds 
exhibited activity against rhinoviruses (242). 

Of the 17 serotypes screened, 15 (88%) were 
sensitive to IS-50 (EC,,, 1-30 p M ) ,  including 
all of the group B serotypes screened. IS-44 
was active against some group B rhinoviruses, 
with the lowest EC,, values for HRV-2, -85, 
and -89 (0.3, 0.3, and 0.1 pM, respectively). 

SAR showed that the active structural fea- 
tures seemed to have a short thioalkyl chain in 
the 3-position; a cyano or methylester group in 
the Cposition; and a not-substituted phenyl 
ring in the &position (241). Like the WIN 
compounds, IS-44 was shown to stabilize 
HRV-2 against thermal inactivation, suggest- 
ing that these isothiazoles might target the 
viral capsid. 

Dibenzosuberenone (95) and 2-hydroxy-3- 
dibenzofuran carboxylic acid (96) are repre- 

sentatives of other structurally distinct com- - 
pounds that have shown to block rhinovirus 
- 

(e.g., types 14 and 16) replication in uitro 
(243). Time-of-addition experiments showed 
that compounds work during an early stage of 
the viral infection cycle, probably on adsorp- 
tion or uncoating. Although these compounds 
are not as extremely potent against rhinovi- 
ruses as many of the compounds discussed 
above, they can serve as leads for novel thera- 
peutic agents because they also have an 
additional anti-inflammatory property. Com- 
bination antiviral and anti-inflammatory 
therapies may be of significant benefit for in- 
tervention of common cold; an illness may not 
result from direct virus-induced tissue darn- 
age, but rather from release of inflammatory 
mediators (243-245). 

2.3.1.3 Soluble Intercellular Adhesion Mol- 
ecules- l (SICAM- l ) .  Intercellular adhesion 
molecule 1 (ICAM-1, CD54) is a cytokine-in- 
ducible cell surface receptor that has also been 
shown to be the receptor for nearly 90% of the 
human rhinoviruses (the major group of hu- 
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man rhinoviruses). Truncated soluble ICAM-1 
molecules could inhibit a broad spectrum of 
rhinovirus serotypes in a variety of different 
cell lines (2221, both by actingas a competitive 
inhibitor and by irreversible disruption of the 
capsid with release of the viral RNA (246). A 
truncated from of SICAM-1, tICAM,,,, was re- 
cently tested as an intranasal spray in pre- 
venting HRV-16 infection in chimpanzees 
(247). As chimpanzees do not show clinical 
manifestations of diseases, measuring anti- 
rhinovirus serum antibody responses and vi- 
rus shedding were used to detect infection. By 
both of these measures, intranasal application 
of tICAM,,, was efficacious as prophylaxis 
against rhinovirus infection (247). Efficacy of 
tremacamra, a recombinant SICAM-1 devel- 
oped by Boehringer Ingelheim, has been 
tested in controlled trials in humans (248). 
Tremacamra, as an inhaled solution or as a 
powder, was given intranasally either before 
or after inoculation with HRV-39 (but before 
onset of symptoms). The results indicated that 
tremacamra was effective in reducing the 
symptoms of experimental common colds, re- 
gardless of whether the drug was given before 
of after the challenge with virus. The mean 
virus titer and the concentration of interleu- 
kin-8 (IL-8) were significantly reduced in the 
lavage fluid from treated volunteers. This 
drug seemed to be well tolerated. It could nei- 
ther penetrate through the nasal mucosa nor 
interfere with development of neutralizing an- 
tibody (248). It remains to be determined if 
tremacamra would be effective if given after 
onset of symptoms. 

2.3.2 Inhibitors of Picornaviral Proteases 
2.3.2.1 Peptidic Inhibitors. The genome of 

HRV contains a single open reading frame 
that can be translated into a large polyprotein, 
which undergoes further processing by two vi- 
rally encoded proteases, designated 2A and 
3C, to produce structural and functional pro- 
teins required for viral replication. In human 
rhinoviruses, the 2A protease separates the 
structural from the non-structural protein 
precursors, followed by the 3C protease, or its 
3CD precursor, which carries out eight of the 
remaining nine proteolytic cleavage reactions, 
of which six cleavages occur at Gln-Gly bonds 
(249). The 2A and 3C proteases are a cysteine 

protease, which contain a nucleophilic cys- 
teine residue at the active site [Cys-172 in 
hepatitis A virus (HAW 3C (250), Cys-147 in 
both human rhinovirus (HRV) 3C and polio- 
virus 3C (251, 252), or Cys-146 based on 
HRV-14 numbering (253)l; their tertiary 
structures are similar to the trypsin-like 
serine proteases. 

Because the 3C protease (1) plays a critical 
role in replication and maturation of HRVs, 
(2) has high selectivity for substrates contain- 
ing Gln-Gly bonds, (3) has conserved active 
site among the known HRV serotypes (254), 
and (4) has no known cellular homologs; this 
viral enzyme seems to be an attractive antivi- 
ral target. 

The hexapeptide H,N-Thr-Leu-Phe-Gln- 
Gly-Pro-C0,H (97) has been determined to be 
the minimal composition as an effective sub- 
strate for the HRV 3C protease, where Gln- 
Gly represents the scissile PI-PI, bond (255). 
Peptide derivatives, where the scissile arnide 
carbonyl was replaced with an electrophilic 
functionality (e.g., aldehyde, ketone, or Mi- 
chael acceptor) that allows nucleophilic attack 
by the thiol group of the active site cysteine, 
have shown to be potent inhibitors of the HRV 
3C protease (256, 257). 

2.3.2.1.7 AG7088 and Peptidyl Michael Ac- 
ceptors. A series of peptide-derived Michael 
acceptors, based on the X-ray structureH of 
HRV-2 3Cfinhibitors complexes, have been re- 
ported by investigators of Agouron Pharma- 
ceuticals (257-263). Their investigations have 
led to the development of AG7088 (98), a po- 
tent and broad-spectrum anti-HRV compound 
currently in human clinical trials (adminis- 
tered as intranasal spray) for the treatment of 
common colds caused by the rhinovirus infec- 
tion (Agouron press release, November 4, 
1999). 

The drug design by Dragovich et al. at Ag- 
ouron began with Cbz-protected tripeptides 
containing a PI-PI, equivalent trans-a$-un- 
saturated ester moiety (258). The representa- 
tive methyl ester displayed relatively potent 
irreversible inhibition of HRV-14 3C protease; 
however, it exhibited moderate antiviral activ- 
ity in HI-HeLa cells and was non-cytotoxic to 
the limits of its solubility. More importantly, it 
would not react readily with ubiquitous bio- 
logical thiols (e.g., glutathione), suggesting 
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that peptidyl Michael acceptors of this type 
could be developed into useful anti-HRV 
agents (258). Crystallographic analyses of en- 
zyme-inhibitor complexes showed a covalent 
bond was formed between the 3C protease ac- 
tive site cysteine residue (Cys-147) and the 
p-carbon of the Michael acceptors, confirming 
the binding orientation of these compounds 
(258). Systematic SAR studies suggested the 
following criteria for bioactivity. 

At least three amino acids were required for 
effective binding of the inhibitor to the en- 
zyme (261,263). 
trans-a$-Unsaturated esters were the opti- 
mal choice as the Michael acceptors (258, 
261). 
The presence of a P, glutamine was essen- 
tial (255, 263). Although a primary amide 
might not be required (264), cis-amide ge- 

ometry was required for the y-carboxamide 
side-chain, and incorporation of an (S)-y- 
lactam moiety could impose the proper ste- 
reochemistry (260,261). 
P, side-chains might be large and hydropho- 
bic (255). Substitution of the P, phenyl ring 
with Cfluorophenyl moderately enhanced 
the activity; other modifications generally 
resulted in reduced activity (261,263). 
Replacement of the P,-P, peptide bond with 
ketomethylene isostere slightly compro- 
mised the enzyme inhibitory activity but re- * 

sulted in much improved antiviral proper- 
ties (259,261). 
Substitutions with a wide variety of func- 
tionally at P, were generally tolerated (255, 
258, 261). Replacement of P, leucine with 
valine improved both enzyme inhibitory and 
antiviral properties (259). 
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P, should be small and hydrophobic (255). 
Replacement of N-terminal P, amide with a 
thiocarbamate or 5-methyl-isoxasole-3-car- 
boxamide also improved both enzyme inhib- 
itory and antiviral properties (259,261,263, 
265). 

Interestingly, the structural features that 
made individual improvement in bioactivity 
could be combined in an additive manner 
(263), resulting in AG7088 (260,261). 

AG7088 is a specific, potent, and irrevers- 
ible inhibitor of HRV 3C protease (266). In cell 
cultures, it was non-toxic to the cells and in- 
hibited a wide range of HRV serotypes, with a 
mean EC,, and a mean EC,, of 0.023 and 
0.082 p M ,  respectively, and related echovi- 
ruses and enteroviruses tested (254, 266). 
Moreover, AG7088 seemed to be more potent 
and to have a broader anti-HRV spectrum 
than pleconaril when tested against HRV clin- 
ical isolates (267). AG7088 could be added up 
to 26 h after viral infection and still resulted in 

significant reduction of infectious virus and 
the levels of inflammatory cytokines, IL-6, and 
IL-8 (267a). 

Another series of potent anti-3C protease 
peptidyl Michael acceptors have also been re- 
ported by Kong et al. (255) These compounds, 
typified by (99), showed a very rapid, 1:l stoi- 
chiometric, covalent inactivation of the en- 
zyme as determined by electrospray mass 
spectrometry. 

2.3.2.7.2 Peptidyl Aldehydes and Ketones. 
Peptide aldehydes in which an aldehyde moi- 
ety (eg., a glutaminal) serves as the glutamine 
isostere at the P, position have been reported 
as reversible inhibitors 3C proteases of both 
HRV and HAV [(256,264) and references cited 
therein]. For obtaining enzyme-inhibitor co- 
crystal structures for guiding structure-based 
drug design, Agouron investigators reported 
the synthesis of a series of tripeptide aldehyde 
inhibitors (represented by compound 100) 
and their X-ray structures when they were co- 
valently bound to HRV-2 3C protease (264). 



2 Discovery and Development of Inhibitors of RNA Viruses Other Than HIV 407 

Only the re face of the aldehyde inhibitor was 
accessible to Cys-147. Isosteric replacement of 
PI glutaminal with N-acetyl-amino-alaninal 
not only prevented compound (100) from 
forming cyclic aminal, as in the case of com- 
pound (101), but also significantly improved 
the compound's enzyme inhibitory and anti- 
HRV properties over that of (101) (264). Inde- 
pendently, Lilly investigators reported that 
methionine sulfone residue could mimic the 
natural PI glutamine and demonstrated 
LY338387 (102) as the first dipeptide alde- 

hyde with low micromolar enzyme inhibitory 
(reversible inhibition) and in vitro antiviral 
(HRV-14) activity (268). 

Because an aldehyde-containing compound 
is prone to have higher toxicity as well as less 
selectivity and stability, Dragovich et al. re- 
cently reported the preparation of a ketone- 
containing tripeptide (103) and showed that 
his compound displayed very potent levels of 
reversible 3C protease inhibition along with 
low in vitro cytotoxicity and sub-micromolar 
antiviral activity against HRV serotypes 14, 
lA, and 10 (269). The benzothiazole nitrogen 
atom seemed to be important for hydrogen 
bonding interaction with the enzyme active 
site, because drastically reduced enzyme in- 
hibitory activity was seen with an analog con- 
taining a 2-benzothiophene moiety (269). In- 
dependently, Vederas and Malcolm reported 
their work on a peptidyl monofluoromethyl 
ketone (104) as an irreversible inactivatior of 
HAV 3C (270). Enzyme inactivation might in- 
volve the formation of a (alky1thio)methyl ke- 
tone accompanied by liberation of fluoride ion 
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as monitored by the C13 NMR spectrum of en- on peptidyl haloacetyl ketones, further re- 
zvme-inhibitor comdex and F19 NMR, respec- ported that the haloacetyl azaglutamine - - 

peptides (105) and (106) as well as the sulfen- i - - 

213.2.1.3 Azapeptides. Azapeptides, in which amide azaglutamine derivative (107) irrevers- 
peptidic backbones contain hydrazine func- ibly reacted with HAV 3C (250). Monitored by 
tionality, have also been known in the design electrospray mass spectrometry, it was shown 
of protease inhibitors (271,272). Vederas and that there was displacement of halogen by the 
Malcolm, in extension of their previous work active site thiol of Cys-172. This mechanism of 
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enzyme inactivation (i.e., formation of a cova- 
lent adduct between the enzyme and the in- 
hibitor with the loss of a halogen) was further 
confirmed by the interaction of compound 
(log), prepared independently by Abbott 
Labs, with HRV-1B 3C protease (249). 

Azodicarboxamide derivatives, represented 
by compound (1091, were synthesized by Ved- 

eras et al. as another series of irreversible 3C 
protease inhibitors, which formed covalent ad- 
ducts with the enzyme active site thiol 
through Michael addition onto the azo moiety 
(273). Because these compounds react readily 
with extraneous thiols (e.g., dithiothreitol), 
they might not be appropriate drug candidates 
themselves. However, the authors argued that 
these compounds could be potential tools for 
probing the enzyme active site because recog- 
nition elements could readily be built onto ei- 
ther side of the azo moiety. Most of the current 
cysteine protease inhibitors recognize on the P 
region of the active site (273). 

2.3.2.2 Nonpeptidic Inhibitors. Through a 
random screening effort, Lilly investigators 
identified the isatin (110) and the homo- 
phthalimides (111) as two interesting lead 

compounds (274). Subsequent SAR studies re- 
sulted in compound LY353349 (112) and 
LY353352 (113) with much improved enzyme 
inhibitory activity. Molecular modeling and 
mass spectrometry studies with LY353349 as 
the model suggested that this compound is ' 

tightly bound to the 3C enzyme in a ratio of 
1:1, presumably through the C, (non-benzylic) 
carbonyl under nucleophilic attack by the ac- 
tive site cysteine (274). LY353349 and 
LY353352 also displayed activity against HRV 
2A protease (275). Because the proteolytic 
cleavage of viral polyprotein is carried out first 
by the 2A protease followed by the 3C, dual 
inhibition of both enzymes might result in co- 
operative inhibition of viral replication (275). 
This effect could be illustrated by LY353352, 
which had anti-HRV-14 2A and anti-HRV-14 
3C IC,, values of 63.3 and 55.4 a, respec- 
tively; however, its anti-HRV-14 activity; ex- 
ceeded the enzyme inhibitory activity, with an 
EC,, of 15.8 pill. Of interest, a related com- 
pound, LY343814 (1141, showed excellent in 
vitro anti-HRV-14 activity (EC,,, 4.2 a, and 
was inhibitory to HRV-14 2A (IC,,, 20 @I, 
but not of HRV-14 3C (IC,,, >200 pkf) (275). 

At the same time, Agouron investigators, 
who, based on the structural determinants 
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around the scissile cleavage, P, recognition, 
and S, sites, envisioned the cyclic a-keto 
amide isatin structure as a good core for de- 
sign of small molecule protease inhibitors, re- 
ported a series of synthetic isatins (2,3-dioxin- 
doles) (253). Molecular modeling and SAR 
studies resulted in compound (115) as the 

most potent inhibitor of HRV-14 3C protease 
(Ki, 2 nM) in the series. X-ray co-crystal struc- 
ture further confirmed the existence of a cova- 
lent bond between Cys-147 and the electro- 
philic C3 of isatin and other important 
interactions between the enzyme and (115). 

Disappointingly, because of its apparent cyto- 
toxicity, no in uitro anti-HRV-14 activity was 
demonstrated (253). 

In a continuous effort to find orally bio- 
available small non-peptide 3C protease inhib- 
itors, Agouron investigators used stmcture- 
based design and parallel synthesis on solid 
support to generate a structurally biased li- 
brary of Bsubstituted benzamides that con- 
tain a C3 a,p-unsaturated ester moiety (276). 
The benzamide-Michael acceptor core was de- 
signed to mimic the P, recognition element of 
the natural 3C protease substrate and the C, 
substituents were to optimize the binding of 
the inhibitors to the S3-S, subsites of the en- 
zyme. In such an arrangement, the a$-unsat- 
urated ester group would be expected to un- 
dergo irreversible covalent 1,4-addition by the 
nucleophilic catalytic cysteine residue on the 
enzyme (confirmed later by a co-crystal struc- 
ture). Surprisingly, these compounds gener- 
ally showed very potent antiviral activity, de- 
spite their moderate enzyme inactivation 
rates. For the most potent compound (1161, 
the antiviral EC,, of 0.6 pA4 was exceptional, 
given the modest K,,J of 139 MIS (276). 
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Because nitric oxide (NO) or NO donors 
could inactivate many cysteine-containing en- 
zymes, HRV 3C protease might also be suscep- 
tible to NO donors. To test this mechanism- 
based hypothesis, Wang et al. demonstrated 
that S-nitrosothiols [exemplified by GSNO 
(117)l could achieve a time- and concentra- 

(117) GSNO 

tion-dependent inactivation of HRV-14 3C 
protease with second-order rate constants 
(277). It was shown that the inhibition by 
these compounds was caused by the formation 
of an S-nitroso adduct and that the inactiva- 
tion of the enzyme could be reversed by the 
addition of nucleophilic thiols, such as dithio- 
threitol, to the reaction mixture (277). 

2.3.3 lnhibitors of Picornaviral Replication 
(Enviroxime and Analogs). In the early 1980s, 
two benzimidazole derivatives, enviroxime 
(118) and enviradene (119) were discovered 
and evaluated in the clinic by Lily Research 
Laboratories. However, both compounds 
failed in clinical studies because of poor oral 
bioavailability in humans. Enviroxime was 
also associated with emetic side effects (see 
references cited in Ref. 278). 

Enviroxime possesses significant antiviral 
activity against both rhinoviruses and en- 
teroviruses. Although a function involving 

(118) Enviroxime 

(119) Enviradene 

charged residues in the 3A region of the 3AB 
protein of HRV-14 has been suggested as a 
plausible target for enviroxime, the exact 
mechanism of action remains unclear. A mu- 
tant with an increased level of resistance to 
enviroxime showing mutations in multiple 
proteins or RNA sequences further suggested 
that enviroxime might target a complex of vi- 
ral proteins and/or cellular factors (279). In- 
terestingly, efforts to develop drug-resistant 
mutants mostly resulted in the selection of 
drug-sensitive mutants that exhibit no in- 
crease in their EC,, values in standard plaque 
reduction assays (280). Despite extensive ef- 
forts, there was no clear evidence to show di- 
rect binding between enviroxime and a viral or 
a host protein. Such a complex mechanism of 
inhibition might explain the low levels of viral 
resistance to enviroxime and its related inhib- 
itors (279). 

Intrigued by the potential of enviroxime 
and its analogs, efforts to synthesize new an- 
alogs have recently been renewed with an em- 
phasis on optimizing antiviral activity while 
maximizing oral bioavailability. It has been 
known that the vinyl oxime moiety of envi- 
roxime is metabolically labile (281). In the 
case of enviradene, the vinyl methyl group also 
undergoes rapid allylic oxidation to a hydroxy- 
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methyl metabolite resulting in very low blood 
levels of enviradene in man and monkeys. The " 

bioavailability improved when methyl was re- 
placed with by acetylene, the resulting vinyl- 
acetylene derivative showed increased levels 
in blood in monkeys (282). Moreover, fluorine 
substitution on the left-hand aromatic ring 
further enhanced the oral blood level (280, 
282). These compounds remained as potent 
and potentially broad-spectrum anti-picorna- 
viral inhibitors as illustrated by compound 
(120), which inhibited poliovirus-1 (Mahoney) 

and HRV-14 with EC,, of 0.04 and 0.13 pgl 
mL, respectively, in a plaque reduction assay. 
It was also efficacious by oral administration 
in treating a coxsackie A21 infection in CD-1 
mice (278,282). 

In a study on cytochrome P450 function 
and hepatic porphyrin levels in mice, two 
fluoro-substituted vinylacetylene benzimid- 
azoles, (121) and (122), which were shown to 
attain significant levels of plasma concentra- 
tions after oral dosing, caused a marked effect 
on liver enzymes and hepatic porphyrin levels. 
The multiple dose studies showed significant 
increases in liver weights as well as increases 
in serum levels of enzymes suggestive of hepa- 
totoxicity (278). These hepatotoxic effects are 
most likely related to the acetylene moiety be- 

cause structurally similar enviroxime and en- 
viradene were free of these adverse effects 
during their respective preclinical and clinical 
evaluations. Nevertheless, there are marketed 
alkyne-containing drugs that do not have ob- 
vious detrimental effects on P450, its func- 
tion, or hepatic porphyrin levels (278). 

In studies with a series of C2 analogs of 
enviroxime, it was found that primary amino 
substitution, as in enviroxime, was the most 
antivirally active. The activity was reduced 
with those substituted with a larger group at 
C,, which provided a repulsive steric interac- 
tion at N,, resulting in less flexible conforma- 
tion. In the case of enviroxime, a hydrogen 
atom of C, amino was shown to form an in- 
tramolecular hydrogen bond with the N, sul- 
fonyl oxygen. This interaction might act to en- 
hance the activity by holding the second 
hydrogen in a desirable orientation toward the 
enzyme active site (283). However, such inter- 
nal hydrogen bonding might not be important 
in a series of 2-amino-3-substituted-6-[(E)- 
1-phenyl-2-(N-methylcarbamoyl)vinyl]imid- 
azo[l,2-alpyridines, as evidenced by the re- 
duction of anti-HRV-14 activity when the sul- 
fite in compound (123) (EC,,, 0.17 pg/mL; by 
a plaque reduction assay) was replaced with 
corresponding sulfone as shown in (124) 
(EC,,, 0.64 pglmL). The potency remained the 
same even the sulfite in (123) was replaced 
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with a fluorine substituted aromatic ring, as 
demonstrated by compound (125) (284). 
When enviroxime (118) was combined with 
disoxaril (WIN 51711) (821, the combination 
exerted a significant synergistic inhibitory ef- 
fect on poliovirus-1 (Mahoney) replication in 
FL cells, without concomitant synergic cyto- 
toxic effect (285, 286). The combination also 
demonstrated synergistic in vitro antiviral ef- 
fect in FL cells and in vivo protective effect in 
newborn mice infected with coxsackievirus B1 
(287). 

2.3.4 lnhibitors of Picornaviral Protein 2C. 
The 2C protein of picornaviruses is a multi- 
Functional and highly conserved non-struc- 
turd protein involved in viral RNA replica- 
tion, viral encapsidation, and other functions, 
such as membrane binding, RNA binding, pro- 
tein-protein interactions, and NTPase activ- 
ity (288, 289). Recently, mutational analyses 
with drug-resistant and drug-dependent vari- 

Similar studies with 5-(3,4-dichlorophenyl) 
methylhydantoin (128) suggested that the hy- 
dantoin derivative inhibits the encapsidation 

function of the 2C protein (292). This finding 
was further confirmed with experiments in a 
cell-free system showing that this compound 
is an inhibitor of poliovirus assembly. It also 
inhibited the post-synthetic cleavage of polio- 
virus (293). 

2.3.5 Other Anti-Picornaviral lnhibitors 
2.3.5.1 Natural Products and Synthetic Ana- 

logs. By employing antiviral assay-guided 
fractionation of the ethanolic extract of Ptero- 
caulon sphacelatum, a traditional medicinal 
plant used by the Australian aboriginal peo- 
ple, Semple et al. reported the isolation of 
the flavonoid chrysosplenol C (129), which. 

ants revealed that 
imidazoles, HBB 

; two previously known benz- 
(126) (288, 290) and MRL- 

1237 (127) (291), exert their antiviral action 

(126) HBB 

- HCI 

on the 2C protein. 
action of these coi 
cidated. 

However, the exact mode of 
mpounds remains to be elu- 

(129) Chrysosplenol C 
(3,7,3'-Trimethoxy-5,6,4'-trihydroxyflavone) 

showed in vitro activity against poliovirus 
with an EC,, of 0.27 pg/mL (0.75 p M ) ,  and a 
maximum non-toxic concentration to prolifer- 
ating Buffalo green monkey (BGM) kidney 
cells of 4 pdmL (294). This was the first report 
of isolation of chrysosplenol C from the genus 
Pterocaulon. 
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The same group of investigators also dis- 
covered chrysophanic acid (130), isolated from 
another Australian aboriginal medicinal plant, 

(130) Chrysophanic acid 
(1,8-Dihydroxy-3-methylanthraquinone) 

Dianella longifolia, to be inhibitory to the rep- 
lication of poliovirus types 2 and 3 in BGM 
kidney cells, with EC,, values of 0.21 and 0.02 
pg/mL, respectively (295). The maximum non- 
toxic concentration for proliferating BGM 
cells was 12.5 pg/mL. This compound did not 
have an irreversible virucidal effect on polio- 
virus particle. Rather it might inhibit an early 
stage in the viral replication cycle as suggested 
by a time-of-addition study. Disappointingly, 
this compound did not show in vitro activity 
against coxsackievirus types A21 and B4 and 
human rhinovirus-2. Nevertheless, this was 
the first report of activity of an anthraquinone 
derivative against a non-enveloped virus 
(295). Structurally related anthraquinones 
have been shown to inhibit enveloped viruses 
by both virucidal and non-virucidal mecha- 
nisms (see references cited in Ref. 295). 

A series of aporphinoid alkaloids were also 
shown active against poliovirus type 2 (296). 
Glaucine fumarate (131) was among the most 
active ones. It inhibited poliovirus replication 

(131) Glaucine fumarate 

in Vero cells with EC,, and CC,, of 9 and 142 
pM (in a CPE assay), respectively. It was ac- 
tive even when added 1 h post-infection. This 
activity was further confirmed by reduction of 
virus yields after a single cycle of replication. 
The nature of the 1,2-substituents of the iso- 
quinoline moiety was critical for activity and 
cytotoxicity; a methoxyl group at C, position 
seemed to be of most importance for anti-po- 
lioviral activity (296). 

Desideri et al. have reported the anti-picor- 
navirus activity of two series of synthetic fla- 
vonoids. First, 2-styrylchromones were evalu- 
ated against two selected human rhinoviruses, 
HRV-1B and HRV-14, by a plaque reduction 
assay in HeLa cells; it was shown that the ma- 
jority of the compounds interfered with repli- 
cation of both viruses. The most active com- 
pound was 4-nitro-2-styrylchromone (132), 

which had EC,, values of 3.9 and 1.3 p M  for 
HRV-1B and HRV-14, respectively. Its maxi- 
mum non-toxic concentration for HeLa cells 
was 12.5 p M  (297). In a second series of com- 
pounds, all synthetic homo-isoflavonoids were 
weakly effective against poliovirus-2, whereas 
they exhibited a variable degree of activity 
against HRVs 1B and 14 (298). Interestingly, 
the configuration of the chiral center in posi- 
tion 3, as illustrated by isoflavanone (133) did 
not seem to influence the activity against both 
rhinovirus serotypes, because the two enantio- 
mers and the corresponding racemate were 
equipotent (299). 

2.3.5.2 Other Compounds. Although com- 
binatorial chemistry has been recognized as a 
powerful tool for drug discovery, application of 
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this technology has not been found widely 
used in antiviral research. One interesting 
work was recently reported in a communica- 
tion by Lilly investigators who used a solution 
phase synthesis, coupled with a solid-sup- 
ported aminomethylpolystyrene as "covalent 
scavenger" for removing isocyanate impuri- 
ties, to yield equimolar mixtures of ureas for 
antirhinoviral testing in a whole cell assay 
(300). Subsequent deconvolution of hit mix- 
tures led to two low cytotoxic leads, (134) and 
(135), with micromolar inhibitory activity 
against HRV- 14. 

2.4 Hepatitis C Virus 

The HCV genome is a 9.5-kilobase, single- 
stranded, positive-sense RNA molecule, con- 
taining a single open reading frame that en- 
codes for a polyprotein of 3010-3033 amino 
acids. This polyprotein undergoes matura- 
tional processing in the cytoplasm or in the 
endoplasmic reticulum (ER) of the infected 

cell to produce at least 10 mature proteins (C, 
El,  E2, P7, NS2, NS3, NS4A, NS4B, NS5A, 
and NS5B). In addition, an unusual feature of 
the HCV viral genome is the presence of two 
long and highly ordered untranslated regions 
at both 5' and 3' ends. All of these viral func- 
tions are potential target for therapeutic in- 
tervention; nevertheless, recent advances in 
anti-HCV drug development have largely fo- 
cused on the 5' untranslated region, the core, 
and the NS3 protein. 

2.4.1 lnhibitors of HCV 5' Untranslated Re- 
gion and Core Gene 

2.4.1.1 Ribozymes and Antisense Oligo- 
nucleotides. The 5' UTR, which encodes the 
HCV internal ribosome entry site (IRES), and 
the core gene encoding the nucleocapsid pro- 
tein of HCV are highly conserved among HCV 
isolates, making them attractive targets for 
ribozyme- and antisense oligonucleotide- 
based antiviral strategies (301). 

Ribozyme Pharmaceuticals (RPI) reported 
their design and synthesis of hammerhead ri- 
bozymes targeting various conserved sites in 
the 5' untranslated region (UTR). These ri- 
bozymes significantly reduced HCV 5' UTR- 
mediated expression in a 5' UTR-luceferase 
reporter system, as well as inhibited replica- 
tion of an HCV-poliovirus chimera (302). 
Moreover, a nuclease resistant ribozyme, tar- 
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geting site 195, was selected for pharmacoki- 
netics and tissue distribution studies after in- 
travenous and subcutaneous administration 
in mice. The results showed that the ribozyme 
can be taken up and retained in the liver cells 
(303). RPI has recently completed their clini- 
cal trials of a 28-day safety and pharmacoki- 
netic study of Heptazyme (LY 466700) follow- 
ing daily subcutaneous injections. Phase I1 
clinical trials to study the drug's dose-ranging 
and efficacy makers in chronic HCV patients 
have been planned (RPI Press Release, Sep- 
tember 28,2000). 

Wu et al. reported that two hammerhead 
ribozymes, which were designed to target just 
upstream of the start codon of the viral tran- 
script and the core, respectively, were capable 
of suppressing HCV-luciferase reporter gene 
expression in a cell-free system and in trans- 
fected Huh7 cells (304). The same two regions 
were also targeted by DNA analogs of ri- 
bozymes (305). The third approach used by 
the group was to apply antisense oligonucleo- 
tides directed against a sequence in the 5'UTR 
IRES region and a region of the UTR overlap- 
ping the core protein translational start site of 
HCV. They reported that the antisense oligo- 
nucleotides, in the form of asialoglycoprotein- 
polylysine complexes, could be delivered by 
receptor-mediated endocytosis and caused 
specific inhibition of HCV-directed protein 
synthesis, as monitored by the expression of 
luciferase activity, in cells (306). 

Patients infected with HCV genotype l b  
have shown the poorest rate in response to 
interferon therapy. Kay et al. incubated total 
RNA from HCV l b  positive human livers, con- 
taining plus and minus strands, with a library 
of hammerhead ribozymes, and thereby iso- 
lated several effective ribozymes directed 
against a conserved region of the plus and mi- 
nus strand of the HCV genome (307). The ri- 
bozymes were found to reduce or eliminate the 
respective plus or minus strand HCV RNAs in 
cultured cells and from primary human hepa- 
tocytes obtained from infected patients (307). 
Other studies by Hayashi et al. were targeting 
the core region of HCV l b  for the design of 
hammerhead ribozymes. They found that the 
ribozyme, whose cleavage site is located near- 
est to the initiation codon of the HCV ORF, 
showed the most efficient cleavage of the tar- 

get RNA. On the other hand, the ribozyme 
with the cleavage site located farthest from 
the initiation codon blocked viral translation 
in a rabbit reticulocyte lysate most efficiently 
(308). 

Hairpin ribozymes targeting HCV 5' UTR 
and capsid gene regions were reported by 
Barber et al. (309, 310). Because the 5' UTR 
contains considerable secondary structures, 
which could interfere with the cleavage activ- 
ity of a ribozyme, the authors also prepared 
facilitator RNAs, trying to help to relax the 
secondary structure, and therefore, enhance 
the binding and activity of the ribozyme. 

Different domains within the 5' UTR and 
core region have also been exploited as poten- 
tial targets for inhibition of HCV translation 
by antisense oligonucleotides and oligode- 
oxynucleotides (ODNs). Isis Pharmaceuticals 
reported two phosphorothioate ODNs, ISIS 
6095, which targeted a stem-loop structure 
within the 5' UTR known to be important for 
IRES function (nt 260-2791, and ISIS 6547, 
which targeted sequences spanning the AUG 
used for initiation of HCV polyprotein trans- 
lation (nt 330-3491, effectively inhibited HCV 
gene expression as monitored in transformed 
hepatocytes (311). Reduction of RNA levels 
and the subsequent protein levels by these 
phosphorothioate ODNs was associated with 
RNase H cleavage of the RNA strand of the 
oligonucleotide-RNA duplex. On the other 
hand, 2'-modified (e.g., 2'-0-methoxyethyl) 
phosphodiesters oligonucleotides inhibited 
HCV core protein synthesis with comparable 
potency to phosphorothioate ODNs by an 
RNase H-independent mechanism (31 1,312). 
In mice infected with an HCV-vaccinia virus 
recombinant, subcutaneous administration of 
ISIS 6547 and ISIS 14803 showed specific and 
dose-dependent inhibition of an HCV-lucif- 
erase reporter gene expression in the livers 
(313). (The two 20-base oligomers have the 
same sequence, but ISIS 14803 has 5-methyl- 
cytidine residues at all respective cytidine po- 
sitions in ISIS 6547.) In March 2000, the com- 
pany initiated clinical trials with ISIS 14803 in 
patients who failed interferon or interferon- 
plus-ribavirin therapy (314). In addition, in- 
vestigators of Isis Pharmaceuticals reported a 
new probing strategy by using hybridization 
affinity screening and RNase H cleavage anal- 
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is on a fully randomized sequence DNA oli- 
nucleotides (10-mer) library to identify en- 

tically preferred hybridization sites on 
ed target RNA (315). The hypothesis is 
t binding-optimized shorter oligomers 

0-15-ers) may have equivalent or greater af- 
and specificity for hybridization site 

longer ones (e.g., 20-mers). 
aselmann et al. reported that a phospho- 

thioate ODNs complementary to nucleo- 
tides 326-348 spanning the 3' end of the UTR 
and the start codon of the polyprotein precur- 

r was very efficient in inhibiting HCV gene 
ression (316, 317). Moreover, strong inhi- 

Ion of HCV gene expression was still 
mained with modified oligomers having 
ethylphosphonate or benzylphosphonate 
odifications located at the termini (316, 

). Inhibition correlated with induction of 
ase H activity. Furthermore, these oli- 

mers could be coupled with cholesterol or 
e acid to enhance their lipophilicity for im- 

proved liver specific delivery (319). 
An independent investigation conducted by 

Vidalin et al. identified a domain within 5' 
UTR, which contains the conserved pyrimi- 
dine-rich tract (nt 103-138), as a new region 
susceptible to ODN inhibition (320). They also 
evaluated a-anomer phosphodiesters ODNs. 
It was found that a-ODNs inhibited HCV 
translation as efficiently as their P-ODNs 
counterparts. Wands et al. demonstrated that 
translation of HCV RNAs was efficiently in- 
hibited by antisense RNA when the HCV core- 
luciferase cDNA was co-transfected with anti- 
sense RNA-producing contracts in Huh7 cells 
(321). 

2.4.1.2 inhibitors of HCV internal Ribo- 
some Entry Site. As a crucial RNA genomic 
structure required by HCV for initiation of 
translation, HCV internal ribosome entry site 
(IRES) has become an attractive target for 
therapeutic intervention. A small yeast RNA 
(a 60-nt-long RNA called inhibitor RNA or 
IRNA), which has previously shown to selec- 
tively block internal initiation of translation 
programmed by poliovirus RNA, has also 
shown to block HCV IRES-mediated transla- 
tion in transient transfection of hepatoma 
cells (Huh-7) and a hepatoma cell line consti- 
tutively expressing IRNA. In these cells, it was 
further shown that replication of chimeric po- 

'iruses i Than HIV 

liovirus containing the HCV IRES element 
was blocked (322). Site-directed mutagenesis 
studies suggested that the secondary struc- 
ture of IRNA might be important in its com- 
peting with viral IRES structural elements for 
the binding of cellular proteins required for 
IRES-mediated translation (323). 

Using an in uitro assay in which IRES-de- 
pendent translation of luciferase function 
could be selectively suppressed by the pres- 
ence of inhibitor, BioChem Pharma and OSI 
Pharmaceuticals reported the findings of HCV 
IRES inhibition by phenazine and phenazine- 
like molecules by screening a compound li- 
brary and fungal extracts (324). The hit com- 
pound (136) is also known as neutral red, 

which is a dye used commonly in antiviral as- 
says. The central ring seemed crucial for activ- 
ity because the open ring analogs exhibited 
much lower or no activity. Polar substituents . 
at positions 2 and 8 were also important for 
the inhibitory activity (324). Finally, Eisai Co. 
has patented several low molecular weight in- 
hibitors, such as compounds (137) and (138) 
(see references in Refs. 324-326). 

2.4.2 HCV NS3 Protein. NS3 is a multi- 
functional protein in which the N-terminal 
(ca. 180 amino acids) encodes a serine protease 
responsible for a distinct temporal hierarchy 
event of cleavage of NS3/4A, NS4A/4B, NS4Bl 
5A, and NS5A/5B junctions, generating four 
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mature viral non-structural proteins, includ- 
ing NS4A, NS4B, NS5A, and NS5B. The re- 
maining C-terminal two-thirds (ca. 450 amino 
acids) of the NS3 protein encode a nucleic 
acid-stimulated nucleoside triphosphatase 
(NTPase) and a helicase activities (327). 

The interaction between the NS3 and its 
cofactor NS4A is required for the proteolytic 
activity of NS3. NS4A is a relatively small pro- 
tein (54 amino acids). Binding of NS4A brings 
about several conformational changes, result- 
ing in the stabilization of the conformation of 
the N-terminal domain of the protease and op- 
timization of the alignment of the catalytic 
triad of His-57, Asp-81, and Ser-139 (327, 
328). The structure of the isolated NS3 pro- 
tease domain either in the presence or in the 
absence of the cofactor peptide was resolved 
by X-ray crystallography and by NMR 
spectroscopy. 

A zinc ion is coordinated tetrahedrally by 
Cys-97, Cys-99, Cys-145, and His-149 at a site 
located remote from the active site. Interest- 
ingly, these residues are conserved in all 
known HCV genotypes. The zinc ion is be- 
lieved to be required for structural integrity 
and activity of the enzyme (329,330). 

The NS3 serine protease has been regarded 
as one of the preferred targets for the develop- 
ment of anti-HCV agents because it presents 
three potential targets for antiviral design: (1) 
the enzyme active site, (2) the structural zinc- 
binding site, and (3) the NS4A binding site 
(327). However, the interaction between NS3 

and NS4A is considered an unlikely target for 
the development of inhibitors because this re- 
gion involves a very large surface area and the 
two components are tightly intercalated (328, 
331). 

2.4.2.1 Inhibitors of HCV NS3 Protease 
2.4.2.1. I Peptide-Based Inhibitors. The NS3- 

dependent cleavage sites of the polyprotein 
have a consensus feature with cleavage occur- 
ring after cysteine (at the three intermolecu- 
lar cleavage sites) or threonine (at NS3-4A in- 
tramolecular cleavage site) (Table 10.3). 
Other conserved features are an acid residue 
in the P, position (aspartic acid or glutamic 
acid), a small residue (serine or alanine) in PI,, 
and a hydrophobic residue in the P,, position 
(332). Crystal structural studies have shown 
that the active site of the HCV enzyme is ex- 
tended, shallow, with very little surface fea- 
ture, and solvent exposed, requiring multiple 
weak interactions for binding of substrates 
and inhibitors. Moreover, NS314A is an in- 
duced-fit enzyme, requiring both the cofactor 
and the substrate to acquire its bioactive con- 
formation (333). These characteristics pose 
significant challenge for the design of inhibi- 
tors. This challenge is demonstrated by the 
fact that common protease inhibitors, includ- 
ing serine protease inhibitors, are not effective 
against the HCV NS3 protease or are only ac- 
tive at high concentrations (334, 335). 

The minimum length required for a peptide 
substrate is a decamer spanning from P, to P,, 
and incorporating preferentially all of these 

Table 10.3 Amino Acid Sequences of HCV Protease Cleavage Sites (331) 

P, - P,, 

NS34A H2N . . . Asp Leu Glu Val Val Thr - Ser Thr Trp Val . . . OH 
NS4A-4B H2N . . . Asp Glu Met Glu Glu Cys - Ala Ser His Leu . . . OH 
NS4B-5A H2N . . . Asp Cys Ser Thr Pro Cys - Ser Gly Ser Trp . . . OH 
NS5A-5B H2N . . . Glu Asp Val Val Cys Cys - Ser Met Ser Tyr . . . OH 

-, scissile bond. 
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conserved features (336). Because it will be 
difficult to develop a large peptide substrate 
into therapeutic agent, recent research effects 
have been looking into smaller peptide-based 
inhibitors guided by SAR analyses of substrate 
specificities. 

Investigations reported independently by 
Llinb-Brunet et al. of Boehringer Ingelheim 
(Canada) (337) and Steinkiihler et al. of IRBM 
in Italy (338) have shown that the NS3 pro- 
tease undergoes inhibition by the N-terminal 
cleavage products of substrate peptides de- 
rived from the NS4A-4B [e.g., Asp-Glu-Met- 
Glu-Glu-Cys (338)], NS4B-5A, and NS5A-5B 
[e.g., Asp-Asp-Ile-Val-Pro-Cys (33711 cleavage 
sites. 

Based on these hexapeptides, attempts 
have been tried to maximize the enzyme-in- 
hibitor interaction through optimization of 
each amino acid residue by using single amino 
acid substitution and combinatory chemistry. 
The following are some substrate specificities 
observed in the SAR studies. (1) Efficient in- 
hibitor binding requires two electrostatic in- 
teractions that involve both the P, carboxylic 
acid and a P, acidic residue. Moreover, the P, 
carboxylic acid functionality contributes most 
to the potency and specificity to these inhibi- 
tors (337,339,340). (2) P,-P, sites prefer hy- 
drophobic residues (332, 339, 341). (3) At 
the P, site, a negative charge is not an abso- 
lute requirement (339). Substitutions with D- 

amino acids generally result in enhanced po- 
tency (337, 339,342). 

After sequential optimization of the initial 
NS4A-4B inhibitor sequence (Ac-Asp-Glu- 
Met-Glu-Glu-Cys-OH; IC,,, 1 pA0, Ingall- 
inella et al. at IRBM reported a more than 

600-fold increase in potency observed with Ac- 
Asp-D-Gla-Leu-Ile-Cha-Cys-OH (139) (1C5,, 
1.5 nM) (339). It should be noted that the en- 
zyme assay was based on the protease domain 
of NS3 protein. Shortening the length of the 
peptidic inhibitors has shown to have signifi- 
cant detrimental effect on the binding of in- 
hibitors to the enzyme. However, it was later 
shown that the decrease in potency was much 
less when determined in the assay system that 
uses the full-length NS3 protein (protease-he- 
licase/NTPase), suggesting that the helicase 
domain might have a significant influence on 
binding of protease inhibitor to the enzyme 
(343). It should also be noted that the IC,, 
values vary according to different assay sys- 
tems used by different groups of investigators. 

A common strategy for the design of pro- 
tease inhibitors is to incorporate an electro- 
philic carbonyl group like aldehyde (332,340, 
344), boronic acid (332, 3451, trifluoromethyl 
ketone (340), ketoamide (340,346,347), keto- 
acid (344,348,3491, and diketone (346) to the 
C-terminal (in place of the scissile amide bond) 
of a synthetic peptidic molecule as serine trap. 
The electrophilic carbonyl groups are antici- 
pated to form a transition-state analog of the 
tetrahedral intermediate with the y-OH nu- 
cleophile of the active site serine residue (340, 
349). 

However, because that there is a strong 
preference for cysteine at the P, position (337) 
and the cysteine's nucleophilic sulfhydryl 
side-chain is incompatible with the presence of 
an electrophile within the same molecule, this 
cysteine needs to be replaced with other small, 
hydrophobic amino acids to avoid this poten- 
tial intramolecular interaction, which gener- 
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ally leads to inactivation of the inhibitor. 
a-Amino acids such as allylglycine, propargyl- 
glycine, aminobutyric acid, trifluroaminobu- 
tyric acid (3321, difluoroaminobutyric acid 
(344, 348, 3491, 1-amino-cyclopropylcarboxy- 
lic acid (342), and norvaline (340, 342) have 
been reported as the PI cysteine mimics. 

Combining the optimal substitutions, 
Roche (Welwyn, UK) reported a series of 
nanomolar peptide-based inhibitors as repre- 
sented by compound (140) (IC,,, 4 nM) (347) 
and compound (141) (IC,,, 80 nM) (345). 
Boehringer Ingelheim (Canada) reported com- 
pound (142) as a HCV serine protease-specific 
inhibitor (IC,,, 27 nM) (342). It is of interest to 
note that large aromatic group in P, resulted 
in stronger binding. N-terminal truncation 
yielded tetrapeptide (143), which is smaller 
but still remains potent (IC,,, 3.5 f l  (342). 

IRBM showed that hexapeptide a-ketoacid 
(144), incorporating difluoroaminobutyric 
acid in the P, position, acted as a potent, slow- 
binding inhibitor of the NS3 protease (IC,,, 1 
nM) (349). The mechanism of action was 
thought to involve the rapid formation of a 

'N' 
H 

reaction intermediate followed by a slow con- 
version into a tight 1:l covalent complex (349). 
Similar mechanism of inactivation was also 1 
suggested for tripeptide (145) (' 
(344,349), and this was further supported by 
the crystal structure of the inhibitor bound to 
the HCV NS3-4A complex (344, 348). The 
same investigators have also incorporated the 
crucial a-ketoacid moiety into the preparation 
of peptidomimetics (e.g., compound (146); 
IC,,, 0.18 a) by de novo design (344). 

Peptidic inhibitors described so far are 
mainly based on the determinants of ground- 
state substrate binding to the enzyme, which 
reside in the P region. The P' region of the 
substrate is important for catalysis, whereas it 
contributes little 
less, there are binding pock& in the Sf region 
that can be exploited for inhibitor binding. In- 
gallinella et al. of IRBM took non-cleavable 
decapeptides spanning P,-P,,, sequentially 
optimized the P' residues, and generated sub- 
nanomolar inhibitors (351). For instance. the 
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nM, whereas the IC,, of hexapeptide Ac-Asp- 
D-Glu-Leu-Ile-Cha-Cys-OH, which is corre- 
sponding to P,-P,, was 15 nM (351). 

2.4.2.1.2 Low Molecular Weight Inhibi- 
tors. Through a screening effort, Sudo et al. 
showed a number of benzamide derivatives as 
having activity against NS3-4A protease 
(352). The most active one in the series was 
RD3-4082 (147) (IC,,, 5.8 p M ) ,  which con- 
tains a long N-alkyl chain. However, this com- 
pound was also inhibitory to other seine pro- 

teases. The most selective compound in the 
series against HCV serine protease was 
RD2-4039 (148), which has a N-phenyl moi- 
ety. Interestingly, RD2-4039 seemed to share 
a common structure with other HCV serine 
protease selective inhibitors, such as (1491, re- 
ported independently by Kakiuchi (353). 
Compound (149) was found to be a non-com- 
petitive inhibitor, suggesting that these com- 
pounds do not bind to the substrate-binding 
pocket. 
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Derivatives of rhodanine have also been re- 
ported through screening, e.g., compound 
(150) (353) and RD4-6205 (151) (354), as well 
as through synthesis, e.g., compound (152) 
(355). Unfortunately, these compounds also 
showed to be non-selectively inhibitory to at 
least one other serine protease (chymotrypsin, 

trypsin, plasmin, and elastase) in addition to 
their activity against HCV serine protease. Ki- 
netic analysis revealed that RD4-6205 inhibits 
the HCV protease in a non-competitive 
manner. 

HCV protease-guided screening of natural 
products yielded Sch 68631 (153) isolated 
from the fermentation culture broth of Strep- 
tomyces sp. (356), Sch 351633 (154), isolated 
from the fungus Penicillium griseofulvum 
(357), and mellein (155) from Aspergillus 
ochraceus (358). 

Because HCV NS3 protease is a zinc-con- 
taining protein, Zn-ejecting compounds, such 
as 2,2'-dithiobis[(N-phenyl)benzamidel(156), 
which might interfere metal ligation could 
show enzyme inhibitory activity (328). How- 
ever, zinc is essential for several cellular en- 
zymes; ejecting zinc might cause non-selective 
interference with normal cell metabolism 
(331). 

Other series of compounds, such as APC- 
6336 (157), might take advantage of forminga 
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tetrahedral coordination with the zinc atom to 
help anchor their binding to the active site and 
thereby bring about enzyme inhibition. APC- 
6336 showed sub-micromolar inhibition 
against HCV NS3 in the presence of Zn2+. The 
activity dropped more than 800-fold in the ab- 
sence of Zn2+ (359). 

2.4.2.1.3 Macromolecules. Nishikawa et 
al. have used a genetic selection strategy, 
which involves repeated rounds of selection 
and amplification, to isolate NS3-binding 
RNA aptamers from pools of random RNA. 
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(153) SCH 68631 

(154) SCH 351633 

(155) Mellein 

The aptamers so selected inhibited both the 
proteolytic and helicase activities of NS3 (360, 
361). High affinity RNA aptamers selected by 
using truncated NS3 containing only the pro- 
tease domain (ANS3) could bind to ANS3 with 
a binding constant of about 10 nM and inhibit 
approximately 90% of the protease activity of 
ANS3 and a full-length NS3 protein fused with 
maltose-binding protein (362). Amino acid 
residues essential for aptamers binding have 
been revealed by surface plasmon resonance 
measurements (363). 

Sollazzo et al. reported a similar affinity 
strategy for selection of macromolecular in- 
hibitors, called minibodies ("minimized" qnti- 
body-like proteins), by phage display tech- 
niques (364). Based on known determinants 
for NS3 protease substrate recognition, 
affinity selection from a biased repertoire of 
minibody variants identified a competitive in- 
hibitor of this enzyme (365). Moreover, char- 
acterization of the minibody inhibitor led to 
the synthesis of a cyclic hexapeptide mimick- 
ing the bioactive loop of the parent macromol- 
ecule. The same authors also reported the de- 
sign of nanomolar NS3 protease inhibitors 
generated by reshaping the active site-binding 
loop of eglin c, which is a known potent inhib- 
itor of several serine proteases isolated from 
Hirudo medicinalis (366). 

More recently, Ueno et al. reported the de- 
velopment of a monoclonal antibody (Mab), 
8D4, which recognized the active site of HCV 
NS3 protease (367). Interestingly, the variable 
fragment (Fv) of 8D4 had an inhibition profile 
almost identical to that of the parent IgG 
(368). 
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2.4.2.2 lnhibitors of HCV NS3 Helicase. 
The helicase activity associated with HCV 
NS3 protein has also been targeted for poten- 
tial therapeutic intervention (369). The crys- 
tal structure of this enzyme has been deter- 
mined to provide insights into the mechanism 
of unwinding (369-372). In addition to un- 
winding dsRNA, this enzyme also unwinds 
&DNA (373). Using a DNA duplex substrate 
and recombinant HCV NS3 produced in E. 
coli, Biochem Pharma recently reported an as- 
say system for HCV NS3 helicase activity that 
might be suitable for high-throughput screen- 
ing of potential inhibitors (374). Other re- 
ported assay systems include an ELISA using 
a non-radioactive dsRNA substrate (375) and 
a scintillation proximity assay using radio la- 
beled RNADNA hetero-duplex as the sub- 
strate (376). These assays can be amenable to 
high-throughput mode. 

Notwithstanding, there have been only a 
few HCV helicase inhibitors reported. Viro- 
Pharma has patented two series of long-chain 
compounds as low micromolar inhibitors (158 
and 159) (see references in Refs. 326 and 377). A 
preliminary SAR studied by Sim et al. showed 
that the essential elements for inhibitory adiv- 
ity were the NH group within the benzimidazole 
ring, the benzene group at the C, position of benz- 
imidazole, and the nature of the linker (378). 

By studying with ribavirin 5'-triphosphate, 
the ATP-binding domain of NTPasehelicase 
has been suggested as a potential antiviral tar- 
get (379). Ribavirin 5'-triphosphate showed a 
competitive inhibitory mechanism with respect 
to ATP. 

2.4.3 lnhibitors of NS5B RNA-Dependent 
RNA Polymerase. The HCV NS5B protein, ' 
which encodes RNA-dependent RNA polymer- 
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(160) Gliotoxin 

ase (RdRp) activity, involves in the synthesis 
of complementary (-)-RNA using the genome 
as the template and the subsequent synthesis 
of genomic RNA using this (- )-RNA. In addi- 
tion to its important role in the viral RNA rep- 
lication, the NS5B amino acid sequence is 
highly conserved among different HCV 
strains, this protein has been considered as an 
attractive target for antiviral therapy (377, 

380). Biochemical and kinetic characteriza- 
tions and the crystal structure of this enzyme 
have been reported (380-383). Gliotoxin 
(160), a known poliovirus 3D RdRp inhibitor, 
inhibited HCV NS5B RdRp in a dose-depen- 
dent manner (381); however, broad-spectrum 
antiviral agent ribavirin (in triphosphate 
form) did not show any effect (380). In a recent 
review article, there were several patented 
diketoacids (161a-d) cited as low nanomolar 
inhibitors (377). 

2.4.4 VX-497. Although ribavirin may in- 
hibit viral replication through multiple mech- 
anisms of action, the major event is thought to 
be a depletion of the intracellular GTP and 
dGTP pools as a result of the inhibition of 
inosine 5'-monophosphate dehydrogenase 
(IMPDH) (384) (for a review of IMPDH and its 
inhibitors, see Refs. 385-388). Because (1) 
HCV infection involves both viral prolifera- 
tion and liver inflammation and (2) blocking 
IMPDH could block the proliferation of cer- 
tain cell types, such as lymphocytes (3891, and 
the growth of viruses, including viruses closely 
related to HCV, such as BVDV (3841, Vertex 
Pharmaceuticals investigators rationalized 
that inhibition of IMPDH might have poten- 
tial to treat HCV infection (390). However, 
studies by Schering-Plough investigators 
pointed to the opposite that inhibition of 
IMPDH is unlikely to be effective approach, 
because the major mechanism of action of 
ribavirin is not related to its inhibition of host 
IMPDH (391). The hypothetical role of 
IMPDH in HCV life cycle is under scrutiny 
with the studies of VX-497 (162). VX-497 is a 
potent, reversible uncompetitive IMPDH in- 
hibitor currently in clinical trials conducted 
by Vertex to treat HCV patients unresponsive 
to IFN (392) as well as in combination with 
IFN to treat patients who have not previously 
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received HCV antiviral therapy (Vertex Phar- 
maceuticals Press Release, July 3, 2000). The 
company has also conducted clinical trials of 
VX-497 as a treatment for psoriasis, an auto- 
immune disease of skin. 

The process leading to the discovery of VX- 
497 began with a molecular shape cluster- 
based screening of chemical library, followed 
by molecular modeling using DOCK program 
to model screening leads into the enzyme ac- 
tive site generated from the X-ray crystal 
structure of mycophenolic acid (MPA) bound 
to IMPDH (390). The crystal structure of VP- 
497 enzyme complex revealed several new in- 
teractions that are not observed in the binding 
of MPA (390). 

VX-497 is a nanomolar inhibitor of both 
isoforms of human IMPDH (Ki = 7 and 10 nM 
against type I and 11, respectively) (390). Its Ki 
values are approximately 30-fold lower than 
that of ribavirin. In cultured cells, VX-497 
showed broad-spectrum activity against sev- 

genes. Using these systems high-level natural 
HCV RNA replication could be maintained 
stably for considerable periods of time and the 
replication was totally dependent on the activ- 
ity of HCV NS5B RNA polymerase. Although 
these replicons do not represent a full natural 
viral replication and do not produce infectious 
virus particles, the systems seem to be suitable 
for the evaluation of HCV replication inhibi- 
tors because the replicons encode all the viral 
functions required for RNA replication (397, 
400). Ultimately, an ideal system, which hope- 
fully can happen in the future, is one that ef- 
ficiently produces infectious HCV as well as a 
permissive cell line (395). Various animal 
models such as HCV SCID mouse model and 
HCV-trimera mouse model (401, 402) have 
been reported; however, the only reliable ani- 
mal model for HCV infection is the chimpan- 
zee (for a review, see Refs. 394,396). 

2.5 Flaviviruses 
DNA and RNA viruses' it The family of flaviviridae contains three gen- 

was 17- to 186-fold more potent than ribavirin 
era: hepacivirus [hepatitis virus (HCV)I, fla- 

against HBV9 HCMV, RSV7 HSV-19 vivirus [e.g., yellow fever virus (YFV), dengue 
EMCV, and VEEV (384, 393)' Moreover, the virus (DENV), Japanese encephalitis virus 
finding that both compounds' antiviral effects (JEV), West Nile virus (WNV)I, and pestivirus 
could be reversed by the addition of guanosine [e.g., bovine viral diarrhea virus (BVDV)]. 
further strengthened the association of inhibi- This section will discuss the discovery and de- . tion of IMPDH with the antiviral activities of velopment of inhibitors of flaviviruses (for a 
both compounds (384). review, see Ref. 403). 

2.4.5 Model Systems to Study HCV Replica- 
tion. Robust and reliable cell-based in vitro 
screening systems are critical for the develop- 
ment of antiviral drugs. Unfortunately, no 
natural human liver cells are available for this 
purpose. Many cell lines have been described 
as methods for in vitro HCV replication; how- 
ever, these systems are generally limited by 
the poor reproducibility and support low level 
of HCV replication (for a review of HCV cell 
culture systems, see Refs. 394-397). More re- 
cently, two independent research groups led 
by Bartenschlager (398) and by Rice (399), re- 
spectively, reported their efforts in the devel- 
opment of highly efficient cell culture systems 
based on the self-replication of engineered 
HCV sub-genomic RNAs (replicons) in trans- 
fected human hepatoma cell (Huh7) line. In 
these replicons, the neomycin phosphotrans- 
ferase gene replaced the HCV structural 

By screening compounds in cultured Vero 
cells, several known antiviral agents, such 
as interferon-a, ribavirin, and 6-azauridine 
(163) (an OMP decarboxylase inhibitor), 
proved effective in reducing viral cytopathic 
effect (CPE) induced by flaviviruses (404). In a 
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separate report, YFV (vaccine strain 17D) was 
shown to be highly sensitive to two IMPDH 
inhibitors, mycophenolic acid (164) and 
EICAR (165) as well as to a dihydrofolate re- 
ductase inhibitor, methotrexate (166) (405). 

(164) Mycophenolic acid 

(165) EICAR 

The recent outbreak of West Nile virus 
(WNV) in the United States has motivated a 
search of potential antiviral agents. Recent re- 
ports confirmed that WNV was susceptible to 
6-azauridine (163) (4061, cyclopentenyl cyto- 
sine (CPE-C) (167) (a CTP synthetase inhibi- 

(167) CPE-C 

tor) (406, 4071, mycophenolic acid (1641, and 
ribavirin (406, 408) in cell cultures. [Note: 
6-azauridine was also inhibitory to sandfly fe- 
ver Sicilian virus (a phlebovirus in the family 
of bunyaviridae) replication in vitro (409, 
410).] Using cytopathic effect assay, ribavirin 
was active in MA-104 cells (EC,, = 5 pg/mL), 
but it was not very active in Vero cells (EC,, = 
178 pglmL) (411). This difference in activity 
might be because of differences in phosphory- 
lation of ribavirin in different cell lines. Using 
virus yield reduction assay, the antiviral effect 
of 6-azauridine was seen at day 2, but not at 
day 6 post-infection (406). It seemed that the 
inhibition of virus replication by 6-azauridine 
was transient. On the other hand, the virus 
yield reduction result of ribavirin was essen- 
tially the same at day 2 and day 6 in MA-104 
cells, suggesting the antiviral effect of ribavi- 
rin was sustained over a 6-day period (411). 
The modes of ribavirin action against WNV 
might involve both cellular metabolism and 
lethal mutagenesis of the viral genome. Riba- 

(166) Methotrexate 
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virin has been shown as an RNA virus muta- 
gen that would cause RNA virus error catas- 
trophe (22,412). 

The viral genome of mosquito-borne den- 
gue virus encodes a single polyprotein, which 
undergoes subsequent proteolytic processing 
to form mature proteins by a combined action 
of host proteases and a virus-encoded, two- 
component protease, NS2B-NS3 serine pro- 
tease (413). The crystal structure of the cata- 
lytic component of the NS3 at 2.1 A resolution 

(168) Gabrauine 

was recently reported (414-416). It is antici- 
pated that specific NS3 inhibitors could be de- 
signed based on this structure. Nevertheless, 
several natural products with in vitro activity 
against dengue virus have been reported re- 
cently; these included glabranine (168) iso- 
lated from Tephrosia sp (4171, and gymno- 
chrome D (169) isolated from the living fossil 
crinoid Gymnocrinus richeri (418). 

Bafilomycin A1 (170), a macrolide antibi- 
otic isolated from the fermentation of Strepto- 
myces griseus, was shown to inhibit the 
growth of Japanese encephalitis virus (JEV) 
in Vero cells (419). Viral inhibition correlated 
with the disappearance of acidified cellular 
compartments such as endosomes and lyso- 
somes (referred to as ELS), suggesting that 
bafilomycin Al-sensitive vacuolar-type proton 
pumps are responsible for the acidification of 
ELS and that the acidified compartments are 
essential for the early phase of JEV infection 
(419). 

The effect of synthetic derivatives of natu- 
ral furanonaphthoquinone on the replication 
of JEV was also demonstrated in Vero cells 
(420). The most active compound in the series, 
FNQ3 (1711, effectively inhibited the expres- 
sion of viral proteins and also genomic RNA. 

(169) Gymnochrome D (171) FNQ3 

(170) Bafilomycin A 1 
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In addition, envelop protein E was much more 
inhibited than viral non-structural protein 
NS3 (420). 

2.6 Arenaviruses 

A number of anti-retroviral Zn-finger active 
compounds were tested in vitro against arena- 
viruses and the results demonstrated that 
(1721, (1731, and (174) have activities against 

attenuated and pathogenic strains of Junin vi- 
rus, the etiological agent of Argentine hemor- 
rhagic fever, as well as antigenically related 
Tacaribe virus and Pichinde virus (421). 
Other pharmacologically active compounds 
reportedly showed in vitro activity against 
Junin, Tacaribe, and/or Pichinde virus in- 
cluded two phenotiazines [trifluoperazine 
(175) and chlorpromazine (176) (42211, two 

myristic acid analogs [2-hydroxymyristic acid 
(177) and 13-oxamyristic acid (178) (423)], 
and a brassinosteroid (179) (424). [Note: 
chlorpromazine also displayed strong inhibi- 
tion of hepatitis A virus replication in BS-C-1 
cells, possibly by preventing virus uncoating 
(425). Moreover, Prusiner et al. recently re- 
ported that chlorpromazine exhibited micro- 
molar inhibition of formation of disease-caus- 
ing isoform of the normal host prion protein in 
cultured cells chronically infected with prions 
(4261.1 

2.7 Rotavirus 

Brefeldin A (BFA) (180) has been known as 
having specific activity in blocking protein 
transport from the endoplasmic reticulum 
(ER) to the Golgi complex. Because rotavirus 
uses ER for maturation, treatment with BFA 
was found to reduce progeny virus yield by 
99% at 0.5 pg/mL (427). Electron microscopy 
analysis revealed that BFA interfered with the 
transition from the enveloped particle to the 
mature double-shelled rotavirus (427). 

Sialic acid-containing surface glycopro- 
teins of mature small intestine epithelial cells 
have been proposed as binding sites for animal 
rotaviruses. Therefore, as in the case of influ- 
enza virus, anti-rotaviral compounds might be 
derived from sialic acid-based compounds, 
particularly from multivalent sialic acid deriv- 
atives. Synthetic sialylphospholipid (181) was 
shown to exhibit dose-dependent inhibition 
against simian (SA-11 strain) and human (MO 
strain) rotaviruses in Rhesus monkey kidney 
cells (MA-104). The EC,, values against SA-11 
and MO were 4.4 and 16.1 a, respectively 
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OH 

(177) 2-Hydroxytetradecanoic acid 

0, 
HO CH3 

(178) 12-Methoxydodecanoic acid 

' (428). A number of thioglycosides of sialic acid, 
exemplified by compound (182), have also 
been evaluated. Bovine (NCDV) rotavirus 

seemed to be the most sensitive serotype to 
these compounds, whereas human rotavirus 
(Wa strain) was not (429). More recently, sul- 
fated colominic acid (183) was shown to ex- 
hibit suppressive effect on simian rotavirus 
SA-11 and human rotavirus MO infections, 
but not on Wa, which is a sialic acid-indepen- 
dent rotavirus (430). However, Wa rotavirus 
remained sensitive to other carbohydrate-con- 
taining compounds, such as neohesperidin 
(184) and hesperidin (185) isolated from the 
fruit of Citrus aurantium (431, 432). On the 
other hand, the aglycone, hesperetin, was not 
active. 

2.8 Rubella Virus 

To explore the chemical and biological rela- 
tionships of 6-substituted uracil derivatives, a 
family of 2-methoxy- and 2-methylthio-6-[(2'- 
alkylamino)ethyl]-4(3H)-pyrimidinones, rep- 
resented by compound (186), have shown var- 
ious effects on virus yields in a plaque assay in 
Vero cells against vesicular stomatitis virus, 
sindbis virus, and rubella virus (433). The 
anti-rubella activity exhibited by (186) was 

(181) Sialylphospholipid 



Antiviral Agents, RNA Viruses (Other than HIV), and Orthopoxviruses 

the most notable, with EC,, and CC,, of 4 and 
250 pg/mL, respectively. 

2.9 Broad-spectrum Antiviral Compounds 

2.9.1 SAdenosyl-L-Homocysteine Hydrolase 
Inhibitors. S-adenosyl-L-homocysteine (SAH) 
hydrolase is an intracellular enzyme that reg- 
ulates biological transmethylation in general. 
Because many animal viruses require SAH hy- 
drolase in the methylation of the 5'-terminal 
residue of viral mRNA for forming the 5'- 
methylated cap structure necessary for viral 
protein translation and replication, this en- 
zyme has been recognized as a suitable target 
for antiviral chemotherapy (434). Its inhibi- 
tors have generally shown broad-spectrum-ac- 
tivity against orthopox-, paramyxo-, rhabdo-, 
filo-, bunya-, arena-, and reoviruses (for a re- 
view, see Ref. 142). This enzyme has also been 
considered as an attractive target for parasite 
chemotherapy (435, 436) and other medical 
indications (437). More recent studies with 

SAH hydrolase inhibitors on the replication of 
measles virus and Ebola virus are discussed in 
the respective sections. 

Barnard et al. reported that both D-5'-no- 
raristeromycin (187) and its L-isomer (188) 
(synthesized by Schneller et al.) were having 
potent in vitro anti-measles virus (MV) activ- 
ity as determined by cytopathic effect reduc- 
tion assay and by virus yield reduction assay 
(438). The D-like analog (189) was also potent 
MV inhibitors even when added to infected 
cells 24-h post-virus exposure, implying that 
an event occurring late in infection such as 
assembly or egress could be affected. When 
combined with ribavirin, these compounds 
demonstrated synergistic (additive) inhibition 
of MV replication at several concentrations. 

Huggins et al. have recently established a 
lethal mouse model suitable for evaluation of 
prophylaxis and therapy of Ebola virus (a filo- 
virus) (439). Intraperitoneal administration, 
thrice daily, of carbocyclic 3-deazaadenosine 
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(190) significantly protected BALBIc mice 
" 

from lethal infection with mouse-adapted 
Ebola Zaire virus, providing treatment was 
initiated on day - 1 , O ,  or 1 day relative to time 
of virus challenge (440). Treatment with 2.2 

' mgkg initiated on day 3 post-infection still 
resulted in 40% survival. In another study, a 

' 
single subcutaneous dosing of 80 mgkg or less 
of carbocyclic 3-deazaadenosine, or of 1 mgkg 
or less of 3-deazaneplanocin A (191), provided 

equal or better protection, without causing 
toxicity (441). One dose of drug given on day 1 
or 2 significantly reduced serum virus titers 
and resulted in survival of most or all animals. 
However, drug treatment given within 1 h af- 
ter infection (day 0) was less effective. In SCID 
mice, single or multiple drug treatment sup- 
pressed Ebola replication, but did not prevent 
death (441). The prolonged efficacy of these 
two SAH hydrolase inhibitors demonstrated a 
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potential useful antiviral strategy in that drug 
treatment begins early in infection with high 
but non-toxic doses, to hold viral burden below 
the lethal threshold until the host immune 
system eliminates the infection (441). 

2.9.2 Prostaglandins. Cyclopentenone 
prostaglandins (PGs) have reportedly shown 
inhibitory activities against a variety of RNA 
and DNA viruses, including influenza A PR8, 
Sendai, poliovirus, VSV, Sindbis, rotavirus, 
HIV-1, vaccinia, HSV-1, and HSV-2 in cul- 
tured cells (reviewed by Santoro in Ref. 442). 
Only the cyclopentenone PGs were effective in 
inhibiting viral replication. It might be that 
the presence of an a#-unsaturated carbonyl 
group allows to form Michael adducts with 
proteinic nucleophiles and to bind covalently 
to the target proteins (443). The plausible 
mechanism of action of PGs includes the in- 
duction of cytoprotective heat shock protein 
(HSP) synthesis, notably of the 70K heat 
shock protein (HSP 70) in human cells, 
through activation of heat shock transcription 
factor 1 (HSF 1) (443). A recent study by San- 
toro et al. showed that A12-PGJ, (192) effec- 

tively inhibited viral protein synthesis of in- 
fluenza virus AIPR8134 (HlN1) as long as the 
host MDCK cells were synthesizing HSP 70, 
whose synthesis started 3 h after A12-PGJ, 
treatment and continued for at least 12 h in 
both uninfected and virus-infected cells (444). 
Nevertheless, the mechanism by which HSP 
can interfere with viral protein synthesis re- 
mains to be elucidated. 

A12-PGJ, caused a dose-dependent reduc- 
tion of influenza A/PR8/34 (HlN1) virus pro- 
duction in infected MDCK cells (greater than 
95% at  6 pg/mL), and this antiviral effect 
could be sustained for at least 72 h post-viral 
infection. Drug treatment did not affect cell 
viability. In fact, the treatment actually pre- 

vented the virus-induced inhibition of cellular 
RNA synthesis. Intraperitoneal administra- 
tion of A12-PGJ, to PR8 virus-infected mice 
significantly reduced the virus titers in the 
lungs and increased the survival rates (50- 
60% of the animals that received a daily dosing 
of 5 pglmouse for 7 days survived the infec- 
tion). This compound was well tolerated by 
the animals (444). 

At the same concentration of 6 pg/mL, 
PGA, (193) only modestly and transiently in- 

hibited influenza PR8 replication in cultured 
cells. On the other hand, non-cyclopentenone 
PG of the E and D types, which are not able to 
induce HSP synthesis, did not affect PR8 virus 
replication (444). In an independent study, 
PGA, showed in vitro effect on the replication 
of avian influenza A, Ulster 73 (H7H1) (445). 

Intriguingly, despite the fact that both 
PGAl and A12-PGJ, inhibit poliovirus replica- 
tion in a dose-dependent manner, infection 
with poliovirus seemed to inhibit, rather than 
induce, HSP 70 synthesis in PG-treated HeLa 
cells (446). Because cyclopentenone PGs lack 
of ability to induce heat shock response in po- 
lioviral-infected cells, poliovirus protein syn- 
thesis was not inhibited by PGs, suggesting 
that cyclopentenone PGs could interfere with 
a late event in the virus replication cycle, such 
as protein assembly and maturation of polio- 
virus virions (446). 

Infection of monkey kidney MA104 cells 
with SA-11 simian rotavirus, a nonenveloped 
double-stranded RNAvirus, was also shown to 
inhibit PGAl-induced HSP 70 synthesis (447). 
Electron microscopic analysis revealed that, in 
the present of PGA,, most of the virus parti- 
cles remain in the membrane-enveloped inter- 
mediate form, and virus maturation is im- 
paired. This effect might be caused by 
inhibition of glucosamine incorporation into 
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the NSP4 glycoprotein as well as partial inhi- 
bition of VP7 and VP4 synthesis in PGA,- 
treated cells. 

Because PGs inhibit viral replication by 
acting on multiple cellular and viral targets, 
their potential use in the treatment of viral 
diseases remains as an open question. 

2.9.3 Polyoxometalates. Polyoxometalates 
(POMs) are oligomeric aggregates of metal 
cations bridges by oxide anions that form by 
self-assembly processes (for a review on POMs 
in medicine, see Ref. 448). Previously, POMs 
have demonstrated broad-spectrum antiviral 
activity against many enveloped viruses (e.g., 
HIV, influenza, paramyxoviruses, herpesvi- 
ruses, etc.) (448). More recent studies by Schi- 
nazi and Sidwell showed that a series of ger- 
manium- or silicon-centered POMs with the 
Barrel (e.g., JM2919), Keggin (e.g., JM2921), 
or double Keggin (e.g., JM2927) structure 
were highly inhibitory to influenza (both types 
of A and B) viruses (449) and respiratory syn- 
cytial virus (450). The in vitro anti-RSV re- 
sults strongly suggested inhibition of virus at- 
tachment as the primary mode of action (450). 
In the case of influenza, greatest in vitro effi- 
cacy was also seen during the period of viral 
adsorption and penetration (449). A more pre- 
cise mechanism of action was revealed by a 
study with a Keggin-type PM-523 by Shigeta 
and Schinazi, showing that inhibition of influ- 
enza replication in MDCK cells by POMs was 
not because of inhibition of virus binding to 
cells, but was associated with inhibition of fu- 
sion of the viral envelop to the cellular mem- 
brane (451). 

Generally, recent clinical isolates of influ- 
enza A were more susceptible to these 
compounds than older, laboratory-adapted 
strains; H lNl  viruses were more sensitive to 
these effects than the H3N2 viruses (449). 
When PM-523 was combined with ribavirin, 
synergistic anti-influenza (HlN1) effects were 
demonstrated both in vitro and in mice (by 
intranasal administration) (452). In a sepa- 
rate investigation in mice, Liu et al. showed 
HPB-2 (given either orally or intraperitone- 
ally) to be more effective than ribavirin in pre- 
venting deaths and lowering lung consolida- 
tion (453). 

3 ORTHOPOXVIRUSES 

Smallpox is presumably one of the most at- 
tractive pathogens to a potential bioterrorist 
because it meets the twin criteria of high 
transmissibility and high mortality. In addi- 
tion, survivors are left with disfiguring se- 
quelae. Historically drugs were tried both for 
treatment of smallpox and for prophylaxis of 
contacts but rarely in well-controlled clinical 
trials. Post-exposure prophylaxis with vac- 
cinia immune globulin (VIG) demonstrated a 
modest anecdotal benefit when given to close 
contacts of smallpox patients along with re- 
vaccination, yet this scenario is not altogether 
relevant when an ever-increasing portion of 
the population has not received even a pri- 
mary vaccination, and supplies of VIG are lim- 
ited (454-456). 

In 1963, post-exposure prophylaxis with 
marboran (N-methylisatin p-thiosemicarba- 
zone) (194) was hailed as "the most significant 

w; 
N-N, 

(194) Methisazone (Marboran) 

advance in smallpox control since the days of 
JENNER." (457). However, this influential 
study was seriously flawed by current stan- 
dards because most subjects were successfully 
vaccinated in infancy and revaccinated before 
receiving therapy. In addition, the study 
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groups were not randomized and subject com- 
pliance with the dosing schedule was not ade- 
quately ascertained (458). This last point is 
especially relevant because marboran caused 
severe nausea and vomiting in approximately 
one-half of treated subjects. Other investiga- 
tors conducted a well-designed post-exposure 
prophylaxis study of a similar thiosemicarba- 
zone (4-bromo-3-methylisothiazole-5-carbox- 
aldehyde thiosemicarbazone, M&B 7714) in 
India (459). Enrollees were limited to those 
without previous vaccination before their con- 
tact with an index case of smallpox. Although 
there was a small decrease seen in the inci- 
dence of smallpox in the treated group, there 
was no decrease in mortality of those who ac- 
quired smallpox. The authors concluded that 
post-exposure treatment was not appropriate 
for routine use as the benefit was small and 
the drug poorly tolerated-52% of those in the 
treatment group refused to complete their 
treatment course. 

On the basis of encouraging data in animal 
models of poxvirus infections, a controlled 
clinical trial was undertaken in India to eval- 
uate the treatment of smallpox with M&B 
7714, the thiosemicarbazone described above 
that showed a small amount of benefit as a 
prophylactic agent. Unfortunately, this com- 
pound showed no therapeutic benefit in pa- 
tients with or without prior vaccination (460). 

Other antiviral agents were studied in 
small trials. An initial uncontrolled treatment 
study in Bangladesh of nine patients with cy- 
tosine arabinoside reported that eight sur- 
vived compared with an expected 45% mortal- 
ity in this area (461). This report was quickly 
followed by two randomized hospital-based 
controlled studies in Ethiopia and Bangladesh 
that showed no benefit for treatment (462, 
463). The observation in one study that three 
treated patients who seemed to be improving 
died late in the course of infection is worri- 
some in view of cytosine arabinoside's immu- 
nosuppressive activity (463). Adenosine arabi- 
noside was also studied in Bangladesh in a 
small double-blind placebo-controlled trial, 
and no differences were found between pla- 
cebo and Ara-A treated groups in mortality, 
fever days, or duration of days of virus isola- 
tion. 

Another historically important medical " * 

need was for prophylaxis and treatment of 
complications for vaccination for smallpox. Al- 
though vaccination is undeniably effective, it 
is a live vaccine and not sufficiently attenu- 
ated to prevent its unwanted replication in 
people with impaired immune systems. There 
are four com~lications of vaccination that are 

A 

considered serious. Three of these involve vi- 
ral replication and should potentially be re- 
sponsive to antiviral therapy. These are as fol- 
lows. (1) progressive vaccinia in which the 
original vaccination lesion gradually extends 
rather than resolves and new lesions appear at 
noncontiguous sites. This is almost always fa- 
tal. (2) Eczema vaccinatum in which lesions 
appear on previously normal as well as eczem- 
atous areas of skin. The prognosis is corre- 
lated with the extent of skin involved. (3) Gen- 
eralized vaccinia, a generalized skin eruption, 
has a good prognosis. The fourth serious com- 
plication is post-vaccinial encephalitis and is 
thought to result from immunpathology 
rather than viral replication. In the absence of 
treatment progressive vaccinia is usually fatal 
(458), and the U.S. mortality rate for eczema 
vaccinatum in very young children was ap- 
proximated as 33%. Fortunately treatment 
with VIG seems to significantly improve sur- 
vival to about 93%, although complication 
rates are too low to conduct controlled clinical 
trials (455.458). 

Historical data on complication rates from 
the past will probably not be reliable predic- 
tors of future rates, should any government 
undertake the vaccination of large segments 
of the population to deter or ameliorate the 
consequences of a potential terrorist use of 
smallpox. The world's population has changed 
dramaticallv since the middle of the 20th cen- " 

tury. Immunocompromised individuals com- 
prise a much larger proportion of the overall 
population as a result of advances in trans- 
plantation and cancer treatment as well as the 
global devastation caused by HIV. In addition, 
the incidence of atopic dermatitis has dramat- 
ically increased in recent decades. As supplies 
of VIG are very limited, it may be as or even 
more important to identify an effective chemo- 
therapeutic agent for the treatment of vac- 
cinia complications as for the treatment of 
smallpox. Fortunately, because the viruses are 
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closely related, most antiviral agents with ac- 
tivity against one of these viruses is likely to 
also inhibit the other. 

New preclinical data support use of cidofo- 
vir (195) for both treatment of smallpox and of 

(195) Cidofovir 

treatment of complications of vaccination. Ac- 
cordingly, the Department of Health and Hu- 
man Services has prepared and sponsored 
Investigational New Drugs (INDs) for both po- 
tential indications. 

3.1 Inhibitors of Orthopoxviruses 

Concerns about possible unnatural outbreak 
of smallpox (such as in a bioterrorist attack), 
prompted a renewed interest in the search for 
antiviral agents that might be useful to treat 
smallpox (variola). Because evaluation of anti- 
variola compounds cannot be done in a labora- 
tory without a BSL-4 facility, and variola (as 
well as monkeypox) does not cause disease in 
adult mice (464), routine preclinical assess- 
ment of potential anti-variola compounds can 
only be studied in systems using surrogate vi- 
ruses, such as vaccinia and cowpox viruses. 

Very recently De Clercq published an influ- 
ential review article to summarize the re- 
search on vaccinia virus inhibitors in his and 
others' laboratories (465). The inhibitors 
might serve as a paradigm for the chemother- 
apy of poxvirus infections. According to this 
review, the inhibitors could generally divide 
into two major categories-nucleoside deriva- 
tives and non-nucleoside organic molecules. 

3.1.1 Methisazone (Marboran). Of the non- 
nucleoside compounds, methisazone (194), a 
thiosemicarbazone derivative of isatine (110). 

is worthy of note. In the early 19608, Bauer et 
al. first showed that methisazone protected in- 
fant mice from fatal encephalitis caused by in- 
tracerebral injection of variola virus (464). 
Around that time methisazone was used in a 
case of eczema vaccinatum and this appeared 
to be the first clinical use of antiviral drug in 
man (464). As discussed above, clinical experi- 
ence with methisazone has also included the 
treatment of vaccinia gangrenosa, prophylaxis 
of vaccinia infection, prophylaxis of smallpox 
(the main indication for the use of the drug), 
and treatment of smallpox (466). In any event, 
methisazone could serve as the lead for the 
design of a next generation drug with much 
improved pharmacological properties and 
safety profile. 

3.1.2 Nucleoside Derivatives 
3.1.2.1 Cidofovir (HPMPC). To promptly 

identify an anti-poxvirus drug that could be 
immediately available in the event of a bioter- 
rorism attack, initial attention has focused on 
currently approved antiviral agents. Recent 
preclinical studies against vaccinia and cow- 
pox viruses have identified cidofovir (CDV) 
(195) as a promising candidate. Cidofovir was 
first described in the literature in 1987 by De 
Clercq and Holy (467) and was approved in 
1996 by the U.S. FDA as an intravenous treat- 
ment for human cytomegalovirus (HCMV) 
retinitis in AIDS patients under the licensed 
name Vistide (468-470). Once inside the cells, 
cidofovir follows two-step phosphorylation by 
cellular enzymes first to cidofovir monophos- 
phate, CDVp, (e.g., by pyrimidine nucleoside 
monophosphate kinase) then to cidofovir 
diphosphate, CDVpp (e.g., by pyruvate kinase) 
(471). The latter, structurally analogous to a 
nucleoside triphosphate, serves as a competi- 
tive inhibitor of dCTP and an alternative sub- 
strate for HCMV DNA polymerase (472,473). 
Incorporation of a single cidofovir molecule 
causes a 31% decrease of in the rate of DNA 
elongation by HCMV DNA polymerase; incor- 
poration of two consecutive molecules prohib- 
its the DNA from further elongation (474). 
Furthermore, the intracellular cidofovir me- 
tabolites, namely CDVp, CDVpp, and CDVp 
choline, have very long half-life and these mol- 
ecules confer a long-lasting antiviral response 
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of cidofovir and infrequent dosing for antiviral 
therapy (469,475,476). 

Cidofovir has broad-spectrum activity 
against various DNA virus, including poly- 
omaviruses, papillomaviruses, adenoviruses, 
herpesviruses, and poxviruses (468, 469, 475, 
476). Huggins et al. reported that, in Vero and 
BSC-40 cells, cidofovir inhibited vaccinia, cow- 
pox, camelpox, and monkeypox viruses with 
EC,, values in the range of 30-90 )ILM and 
variola virus in the range of 10 (Table 
10.4) (477). It seemed that variola virus was 
most sensitive to cidofovir than the other or- 
thopoxviruses in this particular study. 

Several different animal models have been 
used to assess the therapeutic potential of ci- 
dofovir for the treatment of poxvirus infec- 
tions. In earlier studies, De Clercq et al. had 
used intravenous injection of vaccinia virus to 
infect the mice and measured the suppression 
of tail lesion formation to assess a compound's 
antiviral effect (465). Similarly infected SCID 
mice also die from the disseminate vaccinia 
infection in addition to the development of tail 
lesions. In such infected SCID mice, cidofovir 
was shown to significantly delay the mean day 
of death using either treatment or prophylac- 
tic regimen (478). However, inoculation of vi- 
rus by injection does not simulate the respira- 
tory exposure that occurs in natural smallpox 
infection nor in a bioterrorist scenario, 
namely infection acquired by aerosol route. To 
mimic the natural infection, Bray et al. (479) 
and Smee et al. (480-482) demonstrated that 
aerosol or intranasal infection of BALB/c mice 
with vaccinia virus or cowpox virus caused the 
infected animal to develop pneumonia, lose 
weight, and eventually die from the disease. 
The efficacy of cidofovir observed in these new 
models can be summarized by the following. 

Cidofovir was active by intraperitoneal and 
intranasal routes against wild-type virus in- 
fections at non-toxic doses. It was not effec- 
tive against infections caused by the cidofo- 
vir-resistant cowpox virus, and is not active 
orally. 
The efficacy of cidofovir against wild-type 
cowpox virus infections was similar to its 
activity against vaccinia virus infections. 

Mice could benefit from as little as a single 
treatment given a few days before or up to 4 
days after virus exposure. 

0 Daily dosing with cidofovir was more bene- 
ficial than the single treatment regimen. 

In a meeting presentation, Huggins re- 
ported that cynomolgus monkeys infected 
with monkeypox by small particle aerosol in- 
oculation developed classical poxvirus lesions 
and pulmonary distress and that treatment of 
cidofovir, initiated on the day of infection, 
completely protected the animals from clinical 
and laboratory signs of disease (483). Topical 
cidofovir has been used to treat molluscum 
contagiosum (poxvirus) infections in AIDS pa- 
tients (484). 

In a bioterrorist attack, the number of ex- 
posed individuals is expected to be large; 
therefore, it may be technically difficult to ad- 
minister cidofovir by injection. Because oral 
bioavailability of cidofovir is less than 5%, ad- 
ministration with an orally active prodrug 
form of cidofovir would be an ideal alternative 
under such circumstance. 

Several reports by Hostetler et al. have 
shown that the oral bioavailability of nucleo- 
sides could be improved by conjugation with 
certain ether lipid groups, presumably by in- 
creasing oral absorption and cell membrane 
penetration (see references in Ref. 485). Cido- 
fovir derivatives, HDP-CDV (196) and ODE- 
CDV (197), obtained by esterification of cido- 

(196) HDP-CDV n = 3, m = 15 
(197) ODE-CDV n = 2, m = 17 

fovir with two long-chain alkoxyalkanols (3- 
hexadecyloxy-1-propanol and 3-octadecyloxy- 
1-ethanol, respectively) significantly enhanced 
both antiviral potency and selective indexes 



Table 10.4 in Vitro Activity of Cidofovir, Ribavirin, Methisazone, Carbocyclic 3-Deazaadenosine, and 3-Deazaneplanocin A 
Against Vaccinia, Cowpox, Camelpox, Monkeypox, and Variola Viruses (477) 

EC,, (fl in Indicated Cell Line 

Vaccinia Cowpox Camelpox Monkeypox Variola Variola Variola 
(Copenhagen) (Brighton) (Somalia) (Copenhagen) (Bangladesh) (Congo) (Garcia) 

.p 
W 
rO 

Vero BSC Vero BSC Vero BSC Vero BSC Vero BSC BSC BSC 

Cidofovir (195) 91 26 77 36 27 34 94 57 5 8 10 11 
Ribavirin (3) 398 107 615 98 340 102 238 107 9 6 3 7 
Methisazone (194) 258 
Carbocyclic 3-deazaadenosine (190) 2 >250 30 44 1 1 2 4 
3-Deazaneplanocin A (191) 0.07 >250 2 2 0.01 0.06 0.02 0.08 

EC,,, concentration of the compound required to inhibit viral-induced effect (cytopathic effect or plaque formation) by 50% in cell culture. 
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Table 10.5 in Vitro Activity of CDV, HDP-CDV, and ODE-CDV Against Vaccinia and 
Cowpox Viruses i n  HFF Cells (485) 

Vaccinia (6 Strains) Cowpox (Brighton) 

EC50 CC50 EC50 CC50 

(rn (luM) SI (m (fl) SI 

Cidofovir (CDV) (195) 10.146.2 278 6.0-27.5 44.7 278 6.2 
HDP-CDV (196) 0.2-1.2 3 1  25.8-155 0.6 3 1  50 
ODE-CDV (197) 0.1-0.4 14.3 35.8-143 0.3 14.3 49 

EC,,, concentration of the compound required to inhibit viral-induced effect (cytopathic effect or plaque formation) by 
50% in cell culture; CC,,, concentration of the compound required to induce 50% normal cell morphological change or inhibit 
50% normal cell growthin ceU culture; SI, CC,&C,,. 

over the parent compound in human foreskin 
fibroblast (HFF) cells using a plaque reduction 
assay (Table 10.5) (485). Importantly, the po- 
tency against variola was also increased by 
more than 100-fold with the alkoxyalkyl pro- 
drugs [data from J. Huggins, (485)l. These 
long-chain alkoxyalkyl esters of cidofovir re- 
semble readily absorbed dietary phospholipids 
as evident by the observation that cellular up- 
take of 14C-labeled HDP-CDV was severalfold 
greater than that observed with 14C-labeled 
CDV in human lung fibroblast cells (485). 

3.1.2.2 Ribavirin and Other Nucleoside De- 
rivatives. The other nucleoside derivatives 
discussed in De Clercq's review could at- 
tribute their mechanisms of action to the inhi- 
bition of viral DNA synthesis (e.g., adenine 
arabinoside) or one of the following enzymes: 
IMP dehydrogenase [e.g., ribavirin (3) and 
EICAR (16511 SAH hydrolase [e.g., 5'-norari- 
steromycin (187), carbocyclic 3-deazaade- 
nosine (190), and 3-deazaneplanocin A (191)], 
OMP decarboxylase [e.g., Bazauridine (163)], 
CTP synthetase [e.g., CPE-C (167)], and thymi- 
dylate synthase (e.g., 5-nitro-2'-deoxyuridine). 

Ribavirin is another approved drug that 
may have the potential to treat poxvirus infec- 
tions because its broad-spectrum antiviral ac- 
tivity also encompasses vaccinia virus (465). 
The anti-vaccinia activity could be attribut- 
able to the inhibition of IMP dehydrogenase 
by ribavirin 5'-monophosphate (486), as well 
as inhibition of the capping of vaccinia mRNA 
by ribavirin 5'-triphosphate (487). As shown 
in Table 10.4, although ribavirin was a weaker 
inhibitor than cidofovir against vaccinia, cow- 
pox, camelpox, and monkeypox, it was compa- 
rable with cidofovir against variola virus. In a 

separate study, Smee and Huggins reported 
that ribavirin inhibited plaque formation 
caused by camelpox, cowpox, monkeypox, or 
vaccinia viruses by 50% at approximately 2-12 
pM in mouse 3T3 cells and at 30-250 in 
African green monkey kidney (Vero 76) cells 
(488,489). The greater potency and increased 
toxicity of ribavirin in 3T3 cells was due, at 
least in part, to the higher amount of ribavirin 
taken into 3T3 and greater accumulation of 
mono-, di-, and triphosphate forms of the drug 
in 3T3 cells than in Vero cells (489). Ribavirin 
was marginally active (EC,,, 281 pM) against 
vaccinia and not active against cowpox virus 
when tested in HFF cells (485). 

In animal models, ribavirin protected vac: 
cinia tail lesion formation in mice (465). More 
recently Smee et al. showed that mice could 
not survive a high intranasal cowpox virus 
challenge, but ribavirin-treated animals lived 
several days longer than placebos (488, 490). 
However, under less severe cowpox virus in- 
fection, high dose of subcutaneous ribavirin 
(100 mgkglday) could completely protect the 
infected mice from death, and lower doses 
could also improve the survival rate. Ribavirin 
treatment followed sequentially by cidofovir 
significantly increased the mean time to death 
beyond that achieved with ribavirin alone 
(490). 

Carbocyclic 3-deazaadenosine (190) and 
3-deazaneplanocin A (191), two potent inhib- 
itors of S-adenosylhomocysteine hydrolase, 
seemed to have in vitro activity against vari- 
ous poxviruses, except cowpox in Vero cells 
(Table 10.4). The sensitivity of poxviruses to  
this series of compounds in various cell lines is 
a subject of further investigations. 
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1 INTRODUCTION 

Acquired immunodeficiency syndrome or 
AIDS was first reported in the United States 
in 1981. The disease has killed more than 
400,000 people in the United States and al- 
most 21.8 million men, women, and children 
worldwide. Estimates by the Joint United Na- 
tions Program on HIVIAIDS (UNAIDS) and 
World Health Organization (WHO) indicate 
that, by the end of the last decade, over 36 
million people were infected with the human 
immunodeficiency virus (HIV) that causes 
AIDS. Epidemiologists have shortened the 
name acquired immune deficiency syndrome 
to the chilling abbreviation AIDS. The disease 
is considered as the first catastrophic pan- 
demic of the second half of the twentieth cen- 
tury and it was once described as the modern 
plague. Despite the fact that more is known 
now than ever before about how to prevent the 
spread of the epidemic, 5.3 million new HIV 
infections were reported during the year 2001 
alone. Unless a cure is found or a life-prolong- 
ing therapy can be made more available 
throughout the world, the majority of those 
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now infected with the HlV will die within a 
decade. These deaths will not be the last be- 
cause the virus continues to spread, causing 
16,000 new infections a day. 

Recently, Western countries have recorded 
a decrease in the death rate imputed to AIDS. 
This success has been largely attributed to the 
development and availability of chemothera- 
peutic agents that inhibit the infectivity of the 
HIV-1 virus, the causative agent of AIDS. The 
advancement in HIV research had led to un- 
veiling of the details of the virus life cycle and 
the mechanism of its replication inside the im- 
mune system T-cells. The understanding of 
functions and molecular structures of the viral 
enzymes have contributed to the discovery of a 
large number of anti HIV drugs through ratio- 
nale drug design. Several HIV inhibitors have 
been successfully introduced to the physi- 
cian's arsenal to combat AIDS infections. All 
clinically approved anti-HIV drugs interfere 
with the virus life cycle by inhibiting one of 
two enzymes: the transcriptase or the pro- 
tease. The two enzymes play a vital role in the 
process of viral replication inside the T-cell. 
Unfortunately, the efficacy of available drugs 
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is always challenged by the development of 
drug resistance within short periods of clinical 
use (1). The development of drug resistance is 
attributed to the continuous evolution of 
mutant HIV strains. The problem of drug 
resistance has been solved, in part, by the 
combination therapy approach. Combina- 
tion therapy requires administering more 
than one drug, each of which works by a dif- 
ferent mechanism to suppress the virus ability 
to mutate. However, even with this approach, 
new viral resistant strains still emerge during 
therapy. The increasing development of resis- 
tance and cross-resistance to the currently 
available anti-HIV medications prompted re- 
searchers to seek alternative anti-HIV drug 
classes beyond the reverse transcriptase and 
protease inhibitors. 

Efforts are directed now toward developing 
drugs capable of interfering with other steps 
of HIV life cycle including its adsorption, en- 
try, fusion, uncoating, or integration with the 
T-cell lymphocytes. To understand the medic- 
inal chemistry of anti-AIDS drugs and the ra- 
tionale of their design, it is important for the 
reader to be acquainted with some informa- 
tion about both AIDS (the disease) and HIV 
(its causative organism). The present chapter 
covers various anti-HIV drug classes, the ra- 
tionale of their design, and both the site and 
the molecular mechanism of action of each 
class. The clinical and cellular aspects of 
AIDS, together with its molecular biology, ge- 
netics nature, structure, and life cycle of the 
HIV, are also addressed. 

2 HUMAN RETROVIRUSES AND AIDS 
EPIDEMIOLOGY 

AIDS is a disease state that arises from infec- 
tion with the human immune deficiency virus 
(abbreviated HIV). The virus belongs to a fam- 
ily of viruses called retroviruses. This group of 
viruses is characterized by having RNA as its 
genetic material. Retroviruses are capable of 
constructing DNA from RNA, a reversed pro- 
cess of the normal replication schemes, hence 
the classification of this group as retroviruses. 
Only three retroviruses are known to infect 
humans: HTLV I (Human T Leukemia Virus 
I), HTLV I1 (Human T Leukemia Virus II), 

and HTLV I11 (Human T Lymphotropic Vi- 
rus). Although HLTV I (first isolated in 1978) 
(2, 3) and HTLV I1 (first isolated in 1982) (4) 
are both known to cause leukemia, HTLV I11 
was confirmed to be the etiological virus for 
the acquired immunodeficiency syndrome 
(AIDS). To distinguish HTLV I11 from the 
other two human retroviruses, HTLV I and 
HTLV 11, it was given the name human immu- 
nodeficiency virus (HIV). HIV is further sub- 
categorized into HIV-1 and HIV-2. The first 
causes AIDS, whereas the second causes 
lymphadenopathy (or swelling of the lym- 
phatic glands). HIV-2 is sometimes called 
"lymphadenopathy associated virus," or LAV, 
to avoid name confusion with HIV-1, the most 
detrimental subtype to the immune system. 

3 HIV INFECTION AND ITS 
PATHOLOGICAL EFFECTS 

3.1 Mode of Viral Transmission 

HIV is transmitted by several infection mech- 
anisms, including unprotected sex, sharing of 
hypodermic needles for injection for drug use, 
from HIV-infected mother to her baby, human 
breast milk, or blood transfusion and coagula- 
tion products. The disease was found to be 
common among certain social groups who 
share a common lifestyle such as homosexuals 
and drug users. 

3.2 Cellular Picture of the lnfection 

Once the virus is inside the body, it targets a 
certain type of cell called a T4 lymphocyte, a 
white blood cell that has a central role in reg- 
ulating the immune system, specifically the 
CD4 helper T-cells (5). After the virus entry to 
the T4 cell, it may remain latent until the lym- 
phocyte is immunologically stimulated by a 
secondary infection. Then the virus bursts 
into action, reproducing itself so furiously that 
the new virus particles escaping from the cell 
riddle the cellular membrane with holes and 
the lymphocyte ultimately dies. HIV starts its 
replication cycle in the host cell with the help 
of a viral enzyme called reverse transcriptase. 
The enzyme uses viral RNA as a template to 
assemble a double strand of viral DNA. The 
latter travels to the cell nucleus and inserts 
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itself among the host's chromosomes, which 
provide the machinery for HIV-1 transcrip- 
tion and translation. 

3.3 Clinical Picture of HIV Infection 

3.3.1 Immunosuppressive Effects. HIV in- 
fection results in a progressive decrease in the 
helper T-cell count, the hallmark of AIDS, 
from a normal value of 800-1300 cells/cm2 of 
blood to below 200, which may give rise to a 
life-threatening illness (6). The suppressed 
immune system leaves the patient vulnerable 
to the so-called opportunistic infections by 
agents that would not harm a healthy person. 
The most common of such infections is pneu- 
monia caused by Pneumocystis carinii, a wide- 
spread but generally harmless protozoan. 
Most of the clinical complications of AIDS pa- 
tients result from such infections. 

3.3.2 Neurological Effects. Although most 
of the attention given to the HIV virus has 
gone to suppression of the immune system or 
AIDS, the virus is associated also with brain 
diseases and several types of cancer. The brain 
and spinal cord disease caused by HIV was 
first detected in brain and spinal cord tissues 
from AIDS patients in 1984. The chief pathol- 
ogies observed in the brain, which appears to 
be independent of the immune deficiency, are 
an abnormal proliferation of the glial cells that 
surround the neurons and lesions resulting 
from loss of white matter (which is, along with 
gray matter, one of the two main types of brain 
tissue). This can ultimately give rise to a wide 
range of neurological symptoms such as de- 
mentia and multiple sclerosis. 

3.3.3 Carcinogenic Effects. Cancer is the 
third main type of HIV pathological manifes- 
tations. Whereas the neurological effects of 
HIV are distinct from the immune deficiency, 
cancer has a more ambiguous relation to the 
crippling process of the immune system. Peo- 
ple infected with the virus have an increased 
risk of at least three types of human tumor. 
One is known as Kaposi's sarcoma, a rare tu- 
mor of blood vessel tissue in the skin or inter- 
nal organs and had been known to exist 
mainly among older Italian and Jewish men 
and in Africa. The second type of cancer is 

carcinomas, including skin cancers, which are 
often seen in the mouth or rectum of infected 
homosexuals. The third major type of cancers 
observed with HIV infection is B-cell lympho- 
mas (tumor originating in B-lymphocytes). 
The appearance of the same types of cancer 
among certain groups of young white middle- 
class males provided the first basis for how 
HIV infection is transmitted because this 
group turned out to have a history of homosex- 
uality. 

4 HIV STRUCTURE AND MOLECULAR 
BIOLOGY 

4.1 Virus Structure (7) 

The AIDS virus exists as a small particle called 
HIV virion. The particle is spherical in shape, 
with a diameter of roughly 1000-A units (one 
ten thousandth of a millimeter). The particle 
is covered by a membrane, made up of lipid 
(fatty) bilayer material that is derived from 
the outer membrane of the host cell. Studding 
the membrane are glycoproteins (proteins 
with sugar chains attached). Each glycopro- 
tein has two components: gp41 spans the bi- 
layer membrane and gp120 extends beyond it. 
The combination of the bilayer membrane and 
its glycoproteins is called the envelope, which 
covers the virus core made up of proteins des- 
ignated p24 and p18. The viral RNA is carried 
in the core, along with several copies of the 
enzyme reverse transcriptase, which catalyzes 
the assembly of the viral DNA. The envelope 
glycoproteins have an important role in HIV's 
entry to its host cell and also in the death of 
the host cell. The envelope proteins include 
some regions that are constant in all HIV 
strains, some of which are highly variable and 
others that are intermediate. The virus entry 
to the cell seems to depend on an interaction 
between one or more of the constant regions 
and certain molecules in the cell membrane. 
The envelope proteins are also involved in the 
process of budding of a new virus particle from 
the host cell, which may leave a hole in the 
cell's surface. On the other hand, T4 cells, 
which are the most significant target in HIV 
infection, selectively interact with the outer 
envelope of the virus, a process that sets up 
the mechanism for the virus entry into the 
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Figure 11.1. Schematic structure for the AIDS virus. 

cell. Figure 11.1 depicts a schematic represen- which are known to have important regula- 
tation for HIV-1 virus structure. tory functions for viral replication (9). These 

unusual genes encode proteins that help to 
4.2 HIV Genome control the expression of viral genes to form its 

HIV is perhaps the most complicated retrovi- 
rus studied. In common with other retrovi- 
ruses, it contains genes encoding the core 
structural protein (gag), the outer envelope 
glycoprotein (env), and viral DNA polymerase 
(pol) (the reverse transcriptase). It also con- 
tains sequences at either end of the genome 
:ailed the long terminal repeats (LTRs), which 

- 
RNA. The latter is spliced to yield an array of 
messenger RNAs (mRNAs), from which all vi- 
ral proteins are synthesized. The core proteins 
and reverse transcriptase are made from an 
mRNA corresponding to the entire genome. 
One splice yields the envelope protein mRNA 
and a second, the small mRNA from which the 
tat and trs proteins are made. 

- 

:ontain regulatory elements associated with 
the virus replication (8). HIV is quite unusual, 
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'lowever, in containing five nonstructural The overall process of HIV life cycle and rep- 
Tenes, tat-111, artltrs, 3'-orf, sor, andr, some of lication starts with the virus binding to the 



host cell through specific surface receptor in- 
teractions. After the binding, the virus fuses 
itself with host cell cytoplasm through a very 
complex process, which involves a second set 
of surface protein interactions. After the virus 
fusion and its entry to the host cell cytoplasm, 
it makes use of the host cell machinery to ex- 
press the genetic material necessary to pro- 
duce its functional proteins. The last stage of 
the virus life cycle is the stage when the virus 
assembles itself inside the cell into new virus 
particles, followed by budding it out then its 
maturation, to become infective again. Figure 
11.2 represents a diagram for the cycle of HIV 
replication, and the section below describes 
the details of each of these steps. Knowledge of 
HIV life cycle is essential to understand the 
rationale of design of various anti-HIV thera- 
peutic agents. As shown in Fig. 11.2, the virus 
life cycle replication process can be described 
in 10 consecutive steps. 

5.1 Virus Binding to the Host Cell Membrane 

The plasma membrane of the host cell pre- 
sents the first physical barrier to HIV infec- 
tion. To overcome this barrier, the virus has in 
the structure of its envelope certain glycopro- 
teins that catalyze binding of viral and cellular 
membranes. The viral binding and fusion ma- 
chinery in HIV is contained in its outer enve- 
lope glycoproteins gp120 and gp41. Both gly- 
coproteins are generated by proteolysis of 
thel60-kDa precursor, gp160 (11-13). The 
glycoprotein gp120 binds with high affinity to 
another specific glycoprotein on the T-cell sur- 
face, called the CD4 receptor. This interaction 
represents the first step in the process of HIV 
infection. 

5.2 Virus Fusion with Host Cell Cytoplasm 
and its Uncoating 

Membrane fusion is another important step in 
the process of HIV infection. The fusion pro- 
cess allows HIV entry into the host cell cyto- 
plasm. The process is mediated by the second 
envelope viral glycoprotein gp41. However, 
engagement of gp41 with the host cell mem- 
brane requires gp120, to bind, in addition to 
the CD4 receptors, to a second set of receptors 
on the T-cell surface, called coreceptors. These 
coreceptors are designated by certain abbrevi- 
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ations such as CXCR4 (the coreceptor for 
HIV-1 strains that infect T-cell, T-tropic, or 
X4 strains) and CCR5 (the coreceptor for 
HIV-1 strains that infect macrophages, 
M-tropic, or R5 strains). These coreceptors 
were recently discovered as domains on the 
T-cells' membrane, which normally act as re- 
ceptors to certain chemicals released during 
inflammation, called chemokines (chemoat- 
tractant cytokines) (14, 15). The coreceptors 
were found to play a crucial role in the process 
of viral fusion to the host cell membrane and 
ultimately its entrance to the cytoplasm. Bind- 
ing of gp120 to the coreceptors triggers struc- 
tural changes in the viral transmembrane part 
of gp41, and this interaction results in uncov- 
ering of the outer end of gp41 (16). The ex- 
posed end of gp4l embeds itself in the host cell 
membrane through specific structures, lead- 
ing to eventual fusion of the two membranes 
(17). The specific structural features that al- 
low the gp41 to mediate fusion include two 
heptad-repeat (HR) regions (designated HR1 
and HR2) in the gp41 domain and stretches of 
hydrophobic amino acids that constitute the 
fusion domain. In their most stable state, HR1 
and HR2 form a "trimer-of-hairpins," in 
which the three HR2 regions pack in an anti- 
parallel fashion into grooves present along a 
triple-stranded coiled-coil of the HR1 trimer. . 
The HR regions are located between the fu- 
sion region and the transmembrane domain of 
gp41. Structural reorganization of HR1 and 
HR2 thus brings the fusion site and the trans- 
membrane domains together and promotes 
mixing of the viral and cellular membranes. 
After HIV enters the cell, the virus loses its 
outer envelope in a process known as uncoat- 
ing, then releases its RNA genome (encapsu- 
lated with the p24; see Fig. 11.1) into the cy- 
toplasm. 

5.3 Viral DNA Formation by the Reverse 
Transcriptase 

After uncoating, a complementary strand of 
DNA is copied from viral RNA by HIV-DNA 
polymerase (reverse transcriptase). Subse- 
quently, a second copy (positive strand) of 
DNA is made so that the genetic information 
is encoded in a double-strand form of DNA 
(18). The viral RNA (now bound to the newly 
formed DNA) is degraded by another ribonu- 
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Figure 10.2. Complex structure of NA and sialic acid (dashes indicate H-bonding [red] and 
hydrophobic [blackl interactions; some active site residues are omitted for clarity). Reproduced 
with permission of Dr. C. U. Kim (Gilead Sciences). 
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Figure 10.4. Complex 
structure of NA and GS 
4071 (dashes indicate H- 
bonding [red] and hydro- 
phobic [black] interac- 
tions; some active site 
residues are omitted for 
clarity). Reproduced with 
permission from Dr. C. U. 
Kim (Gilead Sciences). 
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Figure 10.5. NA Glu-276 side-chain (a for type A neuraminidase complex; b for type B neu- 
raminidase complex) can adopt alternative conformations on binding of sialic acid or GS4071 
(dashes indicate H-bond; atoms are colored as  following: blue for nitrogen, red for oxygen, brown 
for carbon in sialic acid complex, and green for carbon in GS4071 complex). Reproduced with per- 
mission from Dr. C. U. Kim (Gilead Sciences). 

Figure 10.6. Complex structure of NA and BANA-206. Reproduced with permission from Dr. W. 
Brouillette (University of Alabama a t  Birmingham). 
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Figure 13.2. Overall folded structure of M. tuberculosis DHPS dimer (from Ref. 203). 
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Figure 15.1. The bacterial protein synthesis elongation cycle. Step 1: Recognition and binding of 
the cognate aminoacyl-tRNA to the anticodon in the A-site. Step 2: Peptidyl transfer resulting in 
elongation of the peptide by one amino acid residue. Step 3: Translocation of the peptidyl-tRNA 
from the A-site to the P-site with concomitant movement of the unchanged tRNA to the E-site. 
Step 4: Exit of the unchanged tRNA completes the cycle. 
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Figure 11.2. Schematic representation for HIV life cycle. (1) Binding of the virus to the T-cell through 
the gp120 and CD4 receptors. (2) Fusion through viral gp41 and loss of its envelope, the uncoating. (3) 
Viral DNA formation by reverse transcriptase followed by RNase. (4) Viral DNA entry to the host cell 
nucleus through its nuclear pores. (5) Viral DNA integration into host cell DNA by integrase. (6) Splicing 
ofviral RNA by host RNApolymerase to produce viral mRNA (7) Migration of viral RNA to the cytoplasm 
as mRNA to encode the synthesis of viral proteins. (8) Assembly of the virion containing the viral proteins 
as a single chain. (9) Viral budding through the host cell membrane with proteins as single chain. (10) 
Breakdown of the polyprotein precursor by the protease to give structural proteins and enzymes. 

:lease enzyme (RnaseH), which cleaves RNA 5.4 Viral DNA Entry to the Host Cell Nucleus 
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~f the viral DNA in the host cell cytoplasm. In the host cell HIV DNA, or the provirus, may 
rhe newly formed viral DNA is called the stay in a free form or may enter the host cell 
rovirus. nucleus, through pores in the nuclear mem- 



brane, and undergoes integration with the 
host cell genome. 

5.5 Integration of Viral DNA into the Host 
Cenome for Viral mRNA Production 

Once the viral DNA is inside the nucleus, it 
integrates into the host chromosomes through 
the viral enzyme integrase, which is believed 
to be, like reverse transcriptase, a pol-encoded 
product (19). The linear viral DNA flanked by 
the two long terminal repeats (LTRs), found in 
the cytoplasm and nucleus of the infected 
cells, is the direct substrate for the viral inte- 
grase enzyme (20,21). The enzyme inserts the 
linear double-stranded viral DNA at random 
into the host cell DNA (22,23). Upon integra- 
tion of viral DNA into the host genome, it 
starts to direct the transcription to produce its 
mRNA and other types of viral RNA. 

5.6 Splicing of Viral mRNA from the Host 
Cell Cenome 

The transcription process of viral RNA oc- 
curs in the T-cell nucleus, as part of its own 
transcription. The splicing (cutting) of viral 
mRNA and other viral RNA molecules from 
the host DNA is also accomplished by the nor- 
mal host cell RNA polymerase to produce an 
array of viral mRNA. 

5.7 Migration of the Viral mRNA 
to the Cytoplasm 

After viral mRNA is produced and spliced 
through use of the host cell genome, mRNA is 
released to the cytoplasm, where it directs the 
manufacture of various viral proteins, includ- 
ing core proteins, envelope proteins, regula- 
tory proteins, and enzymes. Although the vi- 
rus exploits the biochemical machinery of the 
host cell to produce its functional components, 
the synthesis of such products is regulated by 
the virus genome (24,251. * 
5.8 Assembly of Viral Proteins to Form 
the Virion 

The resulting viral proteins are produced as a 
single large polyprotein precursor, which is 
then transported, with the help of viral RNA, 
to the host cell membrane in preparation for 
its assembly into daughter particles. The 
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assembly process occurs at the host cell 
membrane where the original uncoated viral 
envelope proteins exist. Each polyprotein pre- 
cursor is enveloped with gp120 and gp41 gly- 
coproteins after being encapsulated with the 
p18 and p24 viral core proteins. The particles 
are now ready to be expelled or budded out of 
the cell. 

5.9 Viral Budding out of the Host Cell 

The assembled particles are released out of the 
host cell membrane by a process called bud- 
ding, which leaves behind a hole, or several 
holes, in the T4 cell membrane, which may 
contribute to the CD4 cell death. The host 
cells normally do not survive the invasion by 
HIV. They either disintegrate because of the 
large number of viruses budding off, or the 
body's immune system recognizes the viral en- 
velope proteins in the cell membrane and de- 
stroys the damaged cells. This destruction of 
CD4 cells causes severe immunodeficiency be- 
cause of the role of helper T-cells in mediating 
the system immunity. This paves the way for 
the so-called opportunistic infections such as 
candidiasis in the bronchi or lungs, cryptococ- 
cus, cytomegalovirus retinitis, herpes simplex 
infections, and pneumonia. 

5.10 Virus Maturation by HIV Protease (PR) 

During or shortly after budding, the polypro- 
tein precursor, inside the daughter particles, 
undergoes cleavage by a specific viral enzyme 
known as HIV protease. The resulting degra- 
dation products are the viral functional en- 
zymes and proteins necessary for its survival. 
The viral particles at this stage are called viri- 
ons. The virus particles after the protease ac- 
tion have all the necessary constituents of ma- 
ture virus and are capable of invading other 
T4 cells and repeating the life cycle (26, 27). 
The enzyme HIV protease constitutes, with 
the reverse transcriptase enzyme, the most ex- 
tensively targeted steps in the virus life cycle 
to design anti-HIV agents. 

6 TARGETS FOR DRUG DESIGN 
OF ANTI-HIV AGENTS 

6.1 An Overview 

The information available on HIV life cycle 
and its details provided medicinal chemists 
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with several molecular and cellular sites for 
intervention to inhibit HIV replication (28). 
Virtually every step of the cycle has been tar- 
geted for drug design. Anti-HIV agents can be 
grouped into three groups based on the phase 
of their interference with the virus replication 
cycle, that is, the pretranscription, transcrip- 
tion, and posttranscription phases. Pretran- 
scription inhibitors are those agents capable 
of blocking viral entry into the host cell. This 
class includes inhibitors of gp120 binding to 
CD4 (viral adsorption inhibitors), inhibitors of 
gp120 binding to coreceptors, and inhibitors of 
viral fusion and viral uncoating. The tran- 
scription phase is the central stage, through 
which viral DNA is transcribed from viral 
RNA under the control of the reverse tran- 
scriptase enzyme. Inhibitors for this enzyme 
represent a very important class of anti-HIV 
agents. The posttranscription inhibitors are 
agents that inhibit viral DNA integration into 
the host cell genome (integrase inhibitors) and 
agents that interfere with virus maturation by 
blocking the crucial step of producing viral 
functional proteins from the polyprotein pre- 
cursor (protease inhibitors or viral matura- 
tion inhibitors). 

All anti-HIV drugs currently approved for 
clinical use fall into the categories of reverse 
transcriptase and protease inhibitors. The re- 
verse transcriptase inhibitors are further sub- 
classified into two subclasses, the nucleoside 
reverse transcriptase inhibitors (NRTIs) and 
the nonnucleoside reverse transcriptase in- 
hibitors (NNRTIs). The most challenging 
problem associated with HIV therapy is the 
development of drug resistance. The combina- 
tion therapy approach has been broadly prac- 
ticed in HIV treatment as a strategy to avoid 
such problem. However, despite the overall 
success of combination therapy in reducing vi- 
ral load, morbidity, and mortality, it is miti- 
gated by a variety of issues. The long-lived na- 
ture of the infection and the genetic plasticity 
inherent to this virus has led to the spread of 
multidrug-resistant variants of the virus. 
Therefore, the need for new treatment options 
beyond reverse transcriptase and protease in- 
hibitors has emerged. Current efforts to de- 
velop new anti-HIV drugs are now directed 
more toward developing inhibitors for other 
steps in the virus life cycle, such as viral entry 

into the T-cell, its integration with the host 
DNA, or its assembly into daughter particles. 
These proposed sites of intervention may pro- 
vide additional options to maintain long-term 
suppression of the virus replication. The iden- 
tification of specific inhibitors for each of these - 
processes has recently validated these ap- 
proaches as viable alternatives for the tradi- 
tional classes of reverse transcriptase and pro- 
tease inhibitors. Some of these new agents are 
in the preclinical trial phase. The section be- 
low addresses the latest in drug development 
in the area of anti-HIV therapeutics. The sec- 
tion is arranged in the same sequence of the 
virus life cycle shown in Fig. 11.2. 

6.2 Inhibitors of Viral Entry 

6.2.1 HIV Vaccines. The most ideal ap- 
proach to inhibit HIV binding to the T-cells is 
to develop a vaccine that can neutralize the 
virus in circulation. Several attempts to de- 
velop antibodies to HIV as blocker for the viral 
binding to prevent infection have been re- 
ported (29, 30). However, because of the na- 
ture of the disease, people infected with HIV 
develop only low titers of neutralizing anti- 
bodies and that presents a problem for vaccine 
development. Knowledge of the detailed steps 
of the virus binding to the T-cell, together ' 

with discovery of the molecular structure of / 
/ 

gp120, CD4, and the chemokine as coreceptors 
4 4 
I. 

for gp120 binding, have directed vaccine de- v 
velopment into more selective viral adsorption 
inhibitors (31). 

1 

6.2.2 Viral Adsorption Inhibitors. The rec- 
ognition of the role of viral gp120 and gp41 
glycoproteins in the processes of HIV binding 
and fusion with the T-cell surface flagged 
these sites as an attractive molecular target 
for intervention. In principle, agents affecting 
any of the viral entry events would be effective 
as inhibitors of HIV-1 replication. Targets of 
viral entry inhibition and fusion include the 
process of gp120 binding to CD4 receptors and 
other coreceptors (CCR5, CXCR4) on the T- 
cell membrane. The development of viral ad- 
sorption inhibitors and other anti-HIV agents 
together with molecular details of gp120 
structure have been recently reviewed (32,331 
and are summarized below. 
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Figure 11.3. Promising adsorption inhibitors. 

6.2.2.1 Polyanionic Compounds. Early re- 
ports showed that small peptide sequences for 
the env gp120 glycoprotein inhibit viral bind- 
ing and replication (34). The polysulfated car- 
bohydrate dextran sulfate was also found to 
inhibit HIV replication at a micromolar con- 
centration range with a mechanism related to 
blocking the virus binding to the target cells 
(35,36). Several other polyanionic compounds 
of natural and synthetic sources have been re- 
ported to inhibit gp120 binding to the cell 
membrane. Among these anionic compounds 
are polysulfates, polysulfonates, and polycar- 
oxylates. All are believed to exert their antivi- 
ral activity through inhibiting gp120 binding 
to the CD4 receptor. The major molecular 
mechanism of action of these polyanionic sub- 
stances in inhibiting gp120 binding is by 
shielding the positively charged sites on the 
V3 loop of the viral envelope glycoprotein 
gp120 (32). The V3 loop is one of five polypep- 
tide loops that constitute the backbone of the 
glycoprotein gp120, found to be necessary for 
the initial viral attachment to the cell surface. 
Figure 11.3 depicts the structures of these 

promising viral adsorption inhibitors. The 
most promising of the polyanionic substances 
described as gp120 binding inhibitors are poly- 
vinyl alcohol sulfate (PVAS, I), polynaphtha- 
lene sulfonate (2) and the polycarboxylate 
analog cosalane (3). The major role of polyan- 
ionic substances in general in the manage- 
ment of HIV infections may reside in the pre- 
vention of the sexual transmission of HIV. 
These compounds viewed as vaginal formula- 
tions may block HIV infection through both 
virus-to-cell and cell-to-cell contacts. There- 
fore, the merit of using these compounds as 
anti-HIV agents can be achieved if they are 
applied as vaginal microbicides (32). 

6.2.2.2 Soluble CD4 Pepfide Fragmenfs. 
Shortly after the discovery of CD4 as the pri- 
mary receptor for HIV-1 binding on the T-cell 
membrane, soluble forms of CD4 (sCD4) were 
isolated and evaluated for clinical efficacy to  
suppress HTV infection (37-39). Although lab- 
oratory experiments had validated the overall 
approach, results from the initial clinical trials 
proved disappointing (38, 39). Recent efforts 
to use soluble CD4 forms have focused on CD4 
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Figure 11.4. CXCFU antagonists. 

conjugates with toxins (40-42). Pro542 is a 
conjugation product of the CD4 soluble recep- 
tors (first two domains of CD4) with the con- 
stant regions (both heavy and light chains) of 
the human IgG2 (43,441. Pro542 was found to 
be more effective than the soluble CD4 alone 
in blocking HIV transmission in the scid-hu- 
PBL mouse model (45). The results of clinical 
trials of Pro452 in HIV-infected adults and pe- 
diatric patients have demonstrated that the 
CD4 conjugate is both safe and effective (46). 

6.2.3 Inhibitors of Gp120 Binding to the 
T-cell Coreceptors 

6.2.3.1 GplZO Coreceptors. As explained 
under the virus entry part of the HIV life cycle, 
the coreceptors CXCR4 and CCR5 are newly 
discovered binding sites for gp120 on the T- 
cell membrane surface. These coreceptors nat- 
urally act as receptors for internal ligands re- 
leased normally in cases of inflammation or 
immune responses. These ligands are gener- 

, ally designated as chemokines (chemoattrac- 

tant cytokines). Whereas CXCR4 has only one- 
natural chemokine ligand called SDF-1 
(stroma-cell-derived factor), CCR5 has two 
natural ligands named RANTES (regulated 
upon activation, normal T-cell expressed and 
secreted) and MIP-1 (macrophage inflamma- 
tory protein). MIP-1 is further classified into 
two subtypes, MIP-la and MIP-1P. The im- 
portance of inhibiting gp120 binding to these 
coreceptors emerges from their role in the pro- 
cess of activating the second viral envelope 
protein gp41 binding to the T-cell surface, 
which ultimately leads to the virus entry. 

6.2.3.2 GplZO-CXCR4 Binding Inhibi- 
tors. The most interesting member of this 
class is the compound bicyclam (AMD3100,4, 
Fig. 11.4). Bicyclam showed an in vitro anti- 
HN-1 activity before the discovery of the 
HIV-1 coreceptors (47). Originally thought to 
inhibit a postentry step, however, AMD3100 
was subsequently found to bind selectively to 
CXCR4 (48,49). Biochemical evidence for this 
proposed mechanism of bicyclam action in- 



Figure 11.5. TAK-779, a potent 
nonpeptide CCR5 antagonist. 
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cludes competition binding studies with both 
the natural ligand of CXCR4 (SDF-1) and the 
anti-CXCR4 monoclonal antibody 12G5. Bicy- 
clam has shown modest antiviral activity in 
the mouse model (50). The compound is re- 
ported to be the most specific and most potent 
CXCR4 antagonist. Bicyclam is currently un- 
dergoing clinical evaluation. However, data 
with respect to safety and efficacy are not yet 
available. Additional CXCR4 inhibitors in pre- 
clinical studies include the polypeptide deriv- 
atives ALX40-4C (5, Fig. 11.4) (51), T22 (52), 
T134, and TI40 (53). There is a concern with 
all of these compounds that long-term antag- 
onism of CXCR4 function could be detrimen- 
tal to the immune function, particularly in 
the B-cell and granulocyte compartments (54- 
56). Other agents that have been evaluated to 
block gpl20-CXCR4 binding included SDF-1, 
the natural ligand for the CXCR4 receptor, 
which was found to block a certain HIV strain 
called T-tropic HIV (57). Figure 11.4 shows 
the chemical structures for some of the 
CXCR4 antagonists. 

6.2.3.3 Gp120-CCR5 Binding Inhibitots. Sev- 
eral small molecules have been reported to in- 
hibit binding of gp120 to CCR5. Some of these 
agents are in preclinical development. These 
CCR5 antagonists include TAK-779 (58, 59); 
the 2-aryl-1-{N-(methyl)-N-(phenylsulfonyl) 
amino)-4-(piperidin-1-y1)butanes (60); 1- 
amino-2-phenyl-4-(piperidin-1-y1)butanes 
(61); l,3,4-trisubstituted pyrrolidines (62); 
and PR0440, an anti-CCR5 monoclonal anti- 
body (63). All of these agents were found to 
block the binding of chemokines (e.g., MIP-1) 
to CCR5. Consequently, they have the poten- 
tial to block HIV binding to CCR5 and inhibit 
replication of CCR5-dependent virus strains. 
Although a promising class, an unresolved is- 
sue regarding the clinical utility of CCR5 in- 

hibitors is the variability of a 1 2 0  structure 
among different viral strains. The most at- 
tractive member of this class undergoing clin- 
ical evaluation is the quaternary ammonium 
derivative TAK-779 (6, Fig. 11.5) (58,59). It is 
the first nonpeptide molecule that has been 
described to block the replication of M-tropic 
R5 HIV-1 strains at the CCR5 level. Other 
agents undergoing evaluation as blockers for 
gp120-CCR5 binding is the chemokine MIP- 
la, which has been identified as the most po- 
tent chemokine for inhibiting HIV infection 
(64, 65). Figure 11.5 depicts the structure of 
CCR5 antagonist TAK-779. 

6.3 Inhibitors of Viral Fusion 

The fusion of the virus envelope with the T- 
cell membrane commences after the binding 
of gp120 to the coreceptors CXCR4 and CCR5. 
This binding triggers a spring-loaded action of 
the glycoprotein gp41, which is normally cov- 
ered by the larger gp120. The gp41 anchors 
itself to the T-cell membrane through the 
hairpin structures HR1 and HR2 (see virus 
life cycle, fusion step). This initiates the fusion 
of the two lipid bilayers of the virus and cell 
membranes (66). Before the knowledge of 
structural information of gp41, synthetic pep- 
tides overlapping the two HR regions HR1 
[e.g., DP-107 peptide (6711 and HR2 [e.g., DP- 
178 peptide (68)l were found to block HIV-1 
replication in cell culture. The discovery that 
these two regions constituted the fusion trig- 
ger subsequently provided a mechanistic basis 
for their antiviral affects. The peptides act in a 
dominant-negative fashion to prevent forma- 
tion of the trimer-of-hairpins arrangement. 
The first clinical trial of pentafuside (or DP- 
178 or T-20 in the trial) was reported in 1998 
(69). Pentafuside is a synthetic 36 amino acid 
peptide that corresponds to the 127-162 resi- 
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RPRlO36ll 

(7) 

Figure 11.6. The nonpeptide fusion inhibitor betulinic acid derivative RPR103611. 

dues of the of gp41 domain structure. Subse- (82, 83). Figure 11.7 depicts the structures of 
quent clinical trials have confirmed the overall viral uncoating inhibitors. 
safety and efficacy of T-20. Another polypep- 
tide that is undergoing evaluation and be- 6.5 Inhibitors of HIV Reverse Transcription 
lieved to interact in a manner similar to that of The reverse transcription process has been 
T-20 is the antibiotic siarnycin (a tricyclic 21 one of the most thomughly investigated steps 
amino acid peptide from Streptomy- in the wus life cycle. The transc.iption of HIV 
aen) (70, 71). The betulinic acid derivative genetic material is initiated and mediated by 
RPR103611 (7, Fig' 11.6) a non- the reverse transcriptase enzyme (RT). The 
peptide inhibitor for gp41 fusion (72). Peptide enzyme is multifunctional, presenting both 
and nonpeptide HIV fusion inhibitors have re- RNA and DNA polymerase as well as RnaseH 
cent l~  been reviewed (73). Figure activities. The reverse transcriptase is respon- 
the structure of the fusion inhibitor betulinic sible for converting the RNA 
acid derivative RPR103611. into the double-strand DNA. In addition, the ' 

6.4 lnhibitors for Viral Uncoating 
enzyme has a catalytic unit for activating the 
RnaseH enzyme, which liberates the proviral 

The viral uncoating process (loss of its nucleo- DNA from RNA after transcription. Consider- 
protein outer coat after fusion) results in the ing the crucial and complex role it plays in the 
release of its RNA genome into the cytoplasm. synthesis of viral DNA, its inhibition has 
Uncoatingiscontrolledby the p7 nucleocapsid proved to be an effective approach in inter- 
protein (NCp7), which is a peptide segment of rupting the HIV replication cycle. The enzyme 
the p18 protein. NCp7 is a zinc-containing has captivated the attention of many investi- 
protein, and zinc-displacing compounds were gators striving to develop new anti-HIV drugs 
found to inhibit the virus uncoating process to overcome the continuously evolving HIV 
(74). The anti-influenza drug amantadine (8, mutant strains. 
Fig. 11.7) is an example that is reported to 
work by such a mechanism (75). Several other 6.5.1 Molecular Aspects of HIV Reverse 
agents are reported to interfere with this step Transcriptase. The mature HIV-1 RT is a het- 
of viral nucleo-protein disassembly (i.e., un- erodimeric enzyme composed of two subunits, 
coating). Among these agents are NOBA (3- p66 and p51 (84). X-ray crystal structures of 
nitrosobenzamide, 9, Fig. 11.7) (76, 771, the the enzyme complexes with different inhibi- 
dithiobenzamide-sulfonamide derivative DIBA tors have been successively refined at 7 A (851, 
(10, Fig. 11.7) (78, 79), SRR-SB3 (cyclic 2,2'- 3.5 A (86), 3.0 A (87), and 2.2 A (88). These 
dithiobisbenzamide, 11, Fig. 11.7) (801, di- crystal structure studies show that the poly- 
thiane (1,2-dithiane-4,5-diol,l,l-dioxide, 12, merase regions of p66 and p51 are divided into 
Fig. 11.7) (81), and ADA (azadicarbonamide) four subdomains denotedfinger,palm, thumb, 
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Amantadine NOBA DlBA 

(8) (9) 

SRR-SB3 Figure 11.7. Viral uncoat- 
ing inhibitors. 

and connection. The p66 palm domain con- tion is achieved by two distinct mechanisms, 
tains the polymerase active site. Three aspar- either competitively or noncompetitively. The 
tic acid residues at positions 110,185, and 186 competitive inhibitors are nucleoside analogs 
constitute the catalytic triad (86, 87). A fea- or have nucleoside-like structures. The nucle- 
ture of HIV-1 RT that makes it such a difficult oside inhibitors are further classified into gu- 
target for therapeutic intervention is the high rine and pyrimidine nucleoside inhibitors 
degree of nucleotide sequence variation be- based on the nucleic acid base existing in the 
tween different viral strains. The HIV-1 RT is molecule. On the other hand, the noncompet- 
highly error prone, with a predicted error rate itive inhibitors are not structurally related to 
of 5 to 10 per HIV-1 genome per round of rep- the nucleotides and are referred to as alloste- 
lication in uiuo. The mutations incorporated ric inhibitors. 
by retroviral RT include amino acid substitu- 6.5.2.1 Nucleoside Reverse Transcriptase 
tion and deletions of nucleotide sequence (89, Inhibitors (NRTls). Members of this class act 
90). as irreversible, competitive inhibitors for the 

HIV RT. Their description as competitive in- 
6.5.2 HIV Reverse Transcriptase Inhibi- dicates the mechanism of action, given that 

tors. Reverse transcriptase inhibitors are de- they compete with normal substrates at the 
signed to inhibit viral DNA synthesis from vi- enzyme catalytic site. These normal sub- 
ral RNA. The process of DNA synthesis strates are different types of deoxyribonucleo- 
involves incorporation, sequentially and one sides triphosphate (dNTP) or the deoxynucle- 
at a time, of activated nucleotides (as triphos- otides. Therefore, members of this class, being 
phate) to the template RNA. The enzyme re- nucleoside in nature (i.e., contain only the 
verse transcriptase catalyzes this process by base and the sugar), require intracellular acti- 
simultaneous binding to both the nucleotide vation to the nucleoside triphosphate form 
and RNA at its catalytic active site. Inhibitors (the nucleotide). This activation process re- 
of HIV transcriptase act by impeding the nu- quires three phosphorylation steps, whereby 
cleotide binding to the active site. The inhibi- the compounds are converted successively to 

- 



6 Targets for Drug Design of Anti-HIV Agents 471 

H\N5'cH3 A (?yH N o d '  N5 
- 0  - o y $  H-o,($ 

N3 H H H H H 
Zidovudine Didanosine Zalcitabine 

(1 3) (14) (15) 

Stavudine 
(1 6) 

Lamivudine 
(1 7) 

Abacavir 
(1 8) 

4 f ~  0 0 N' L o n o ,  4 0 ("fJ 
O - "  o"' 

N 

I p v  
0 Y O  / p v o q  hod 0 

0 
Adefovir dipivoxil Tenofovir disproxil 

(1 9) (20) 

Figure 11.8. Clinically approved and phase I11 clinical trial NRTI. 

mono-, di-, and triphosphate by cellular ki- 
nases. The irreversible description of the 
mechanism of action of NRTIs is attributed to 
the fact that they are incorporated into the 
viral DNA through an irreversible covalent 
bond. The irreversible bond occurs through 
the activated 5-hydroxyl of the sugar. On the 
other hand, the structures of all NRTIs indi- 
cate their lack of the 3-hydroxyl group of the 

sugar. The absence of the 3-hydroxyl group 
results in a DNA intermediate product that 
does not elongate further through position 3. 
This process of blocking DNA elongation is 
commonly referred to as chain termination. 
Most drugs approved for treatment of HIV in- 
fections belong to the class of nucleoside inhib- 
itors. These drugs include zidovudine (AZT, 
13, Fig. 11.8), which was the first member of 
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Figure 11.9. Clinically approved and phase I11 clinical trial NNRTI. 

the class to be approved (91-93); didanosine 
(DDI, 14, Fig. 11.8), zalcitabine (ddC, 15, Fig. 
11.8), stavudine (D4T, 16, Fig. 11.8), lamivu- 
dine (3TC, 17, Fig. 11.8), and abacavir (ABC, 
18, Fig. 11.8). In addition to acting as irrevers- 
ible competitive inhibitors, NRTIs act as chain 
terminators by preventing DNA elongation. 
Some newer (second-generation) NRTIs have 
been developed and are undergoing preclinical 
trial phases, such as adefovir dipivoxil 
[bis(POC)-PMEA, 19, Fig. 11.81 and tenofovir 
[bis(POC)-PMPA, 20, Fig. 11.81, which is un- 
dergoing phase I11 clinical trials for the treat- 
ment of HIV infections (94). Trends in the de- 
sign of nucleoside analogs such as anti-HIV 
drugs were recently reviewed (95). Figure 11.8 
represents the structures of clinically ap- 
proved nucleoside inhibitors and the phase I11 
clinical trial inhibitors adefovir and tenofovir. 

6.5.2.2 Nonnucleoside Reverse Transcrip- 
tase Inhibitors (NNRTIs). In contrast to the 
NRTIs, the nonnucleoside reverse transcrip- 
tase inhibitors (NNRTIs) target the allosteric 
nonsubstrate binding sites. It has been sug- 
gested that the NNRTI binding sites may be 
functionally, and possibly also spatially, re- 

lated to the substrate binding site (96, 97). 
Members of this class are described as non- 
competitive, reversible inhibitors. The dissim- 
ilarity of their chemical structures to the nab 
ural substrate implies different binding sites, 
hence the classification as noncompetitive in- 
hibitors. Furthermore, unlike NRTIs, mem- 
bers of this class are highly specific to HIV-1 
RT without affecting the host DNA poly- 
merases, which explains the low toxicity and 
side effects of these drugs. Compounds belong- 
ing to this class are classified as first-genera- 
tion NNRTIs, which belong to more than 30 
different classes of compounds (98) or second- 
generation NNRT inhibitors. Newer non- 
nucleoside reverse transcriptase inhibitors 
have recently been reviewed (99). Only three 
drugs belonging to the NNRTI class have been 
approved for clinical use: nevirapine (21, Fig. 
11.9), delavirdine (22), and efavirenz (23, Fig. 
11.9). The second-generation NNRTI emi- 
virine (MK-442, 24, Fig. 11.9) is in Phase I11 
clinical trial. Figure 11.9 shows the structures 
of clinically approved NNRTIs and the Phase 
I11 clinical trial inhibitor emivirine. 
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BBNH 

(25) 

Figure 11.10. The RNaseH inhibitor BBNH. 

6.6 lnhibitors of HIV Ribonuclease (RnaseH) 

The transcription of viral RNA copy to form 
the DNA molecule (under the control of RT) is 
followed by a second transcription of a positive 
strand of DNA to form a double helix. The 
tristranded product requires cleavage of the 
original RNA strand from the double-helix 
DNA molecule (the provirus). RnaseH (a viral 
ribonuclease) is the enzyme responsible for 
this step of removal of viral RNA from DNA. 
The activity of viral RNase is believed to be 
mediated by a special domain on the reverse 
transcriptase enzyme (100). Very little is 
known about inhibitors for this RT-associated 
ribonuclease H enzyme and research in this 
area is limited. This class of inhibitors is ex- 
emplified by the compound N-(4-t-butylben- 
zoy1)-2-hydroxy-1-naphthaldehyde hydrazone 
(BBNH, 25, Fig. 11.10), which was reported to 
be a very potent inhibitor for RNase H (101). 
Figure 11.10 shows the structure of the Rnase 
H inhibitor BBNH. 

6.7 HIV lntegrase lnhibitors 

6.7.1 HIV lntegrase (IN). Integrase is one 
of the enzymes encoded by HIV-1. It catalyzes 

: the insertion of the HIV-1 DNA into the host 
cell genome. Integration is required for stable 
maintenance of the viral genome and viral 

, gene expression. The integration process re- 
quires that the IN protein recognizes linear 

viral DNA ends through its long terminal re- 
peats (LTRs), followed by removal of two base 
pairs from the 3' ends of each provirus dinu- 
cleotide (102). These 3' processed viral DNA 
ends are then joined to the 5' ends of the 
cleaved host genome target site DNA by a one- 
step transesterification (103). Both the crystal 
structure of the IN catalytic domain and the 
solution structure of the DNA binding domain 
of HIV-1 IN have been determined (104,105). 
The structural information has been helpful 
in the design of inhibitors at this crucial step 
in the HIV-1 replication cycle (106). 

6.7.2 lntegrase inhibitors. Like other ret- 
roviruses, HIV cannot replicate without inte- 
gration into a host chromosome. Accordingly, 
HIV integrase has been considered as an at- 
tractive target in the design of anti-HIV drugs. 
Numerous compounds have been described as 
inhibitors of HIV-1 integrase (107). The most 
promising examples of these inhibitors are L- 

chicoric acid (26, Fig. 11.11) and the diketo 
acid derivatives L-731,988 (27) and L-708,906 
(28); all have been described as potent inte- 
grase inhibitors. The aspects of drug design 
for integrase inhibitors were the subject of a 
recent review as emerging therapeutic ap- 
proaches to design inhibitors for HIV-1 infec- 
tions (108). Figure 11.11 shows the structures . 
of representative examples of the integrase in- 
hibitors. 

6.8 lnhibitors of HIV Gene Expression 
(Transactivation lnhibitors) 

Agents belonging to this class inhibit the virus 
transcription phase at the host genome level 
after viral DNA integration. HIV uses the host 
genome to express its env, gag, and pol genes. 
These genes translate the production of the 
virus structural protein, for example, the en- 
velope and functional proteins such as the re- 
verse transcriptase, the integrase and, the 
protease. HIV gene expression occurs after the 
promotor LTR (long terminal repeat) ends of 
the gene are activated by binding to an activat- 
ing viral protein called tat (transactivating). 
The activated LTR amplifies the process of 
gene expression. A number of compounds 
have been reported to inhibit HIV-1 replica- 
tion through inhibiting this process of the 
gene transactivation through inhibiting tat 
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Figure 11.11. Integrase inhibitors. 

binding to the promoter LTR ends. Among representative examples of HIV transcription 
these compounds are fluoroquinoline K-12 transactivation inhibitors. 
(29, Fig. - 11.12) (109) and temacrazine 6.9 inhibitors of Assembly 
(bistriazoloacridone, 30 Fig. 11.12). The latter 
was found to block HIV-1 RNA formation The tripeptide Gly-Pro-Gly- NH,, was found 
without interfering with the transcription of to have anti-HIV activity. This was originally 
any cellular genes (110). Figure 11.12 shows attributed to an entry-inhibitory mechanism 

F 

Fluoroquinoline K-12 

Figure 11.12. HIV transcrip- 
tion transactivation inhibitors. 

Temacrazine 

(30) 
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on the basis of the observation that this se- 
quence is a highly conserved motif in the V3 
loop of gp120 (111). However, recent studies 
have shown that GPG does not inhibit the 
early events in HIV-1 replication (because it 
affects the virus production from cells chroni- 
cally infected with HIV-1; see Ref. 112). This 
suggested a novel mechanism of action that 
targets viral assembly andlor maturation. The 
mechanism of GPG is not yet fully understood, 
although this tripeptide may represent the 
first proof that small molecules can affect HIV 
replication by inhibiting the process of virion 
assembly. 

6.10 Inhibition of Viral Maturation 
(HIV-1 Protease Inhibitors) 

6.10.1 HIV Protease. HIV protease repre- 
sents the second enzyme in the virus life cycle, 
after the reverse transcriptase, that has been 
extensively targeted for drug design. HIV pro- 
tease is a proteolytic enzyme responsible for 
cleaving the large polyprotein precursor into 
biologically active protein products. HIV 
polyprotein precursor is encoded by the gag 
and gag-pol genes. These genes encode the 
precursor with HIV structural core proteins 
and various viral enzymes, including the re- 
verse transcriptase, the RnaseH, the inte- 
grase, and the protease. HIV protease cleaves 
this polyprotein precursor during or shortly 
after viral budding to produce the mature 
virion. Therefore, inhibition of this posttrans- 
lational step leads to total arrest of viral mat- 
uration, thereby blocking infectivity of the 
virions (113). Structurally, the enzyme is clas- 
sified as an aspartic protease. The X-ray crys- 
tal structure of HIV-1 protease (114-116) has 
revealed that the enzyme is a C2 symmetric 
homodimer of two identical subunits. Each of 
the two subunits is a 99 amino acid chain and 
each contributes a single aspartic acid residue 
to the active catalytic site, which exists in a 
cleft enclosed between two projecting loops 
from each subunit. The active site of the en- 
zyme is a triad aspartyl-threonine-glycine res- 
idue, which is located within a loop whose 
structure is stabilized by hydrogen bonds. The 
loops of each monomer are interlinked by four 
hydrogen bonds that contribute to the stabili- 
zation the two subunits around the symmetry 

axis. These hydrogen bonds and the axiomatic 
structure of the enzyme have served as a foun- 
dation for designing inhibitors for the enzyme. 

6.10.2 HIV Protease Inhibitors (PI). Three 
different approaches have been taken in the 
design of protease inhibitors. One is based on 
the transition-state mimetic approach. A large 
number of inhibitors were developed as com- 
petitive inhibitors for the natural substrate 
(the polyprotein precursor) binding to the en- 
zyme. Eventually, all these competitive inhib- 
itors are peptide in nature. The second ap- 
proach of inhibitor design is based on 
disrupting the enzyme's twofold rotational 
C2-symmetry axis by forming specific hydro- 
gen bonds and hydrophobic interactions with 
the amino acid residues involved in stabilizing 
the dimer. Agents belonging to this class are 
also peptide in nature. To improve the poor 
pharmacokinetic properties exhibited by pep- 
tide protease inhibitors, a third approach has 
emerged to develop inhibitors with fewer pep- 
tide characteristics. Accordingly, HIV pro- 
tease inhibitors are classified as peptide inhib- 
itors (first generation) and nonpeptide 
inhibitors (second generation). Members of 
both classes act by one of the above-mentioned 
mechanisms (i.e., competitive inhibition or 
dimer destabilizer). HIV protease inhibitors, 
peptides, and nonpeptides were previously 
(117) and recently (118) reviewed. At the mo- 
lecular level of drug design, all first- or second- 
generation protease inhibitors are tailored af- 
ter the target peptide linkages in the natural 
substrate (polyprotein precursor). The cleav- 
age region has a phenylalanine-proline se- 
quence at positions 167 and 168 of the gag-pol 
polyprotein. Inhibitors are designed with 
chemical functional groups that resist the 
cleavage. This is generally achieved by re- 
placement of the scissile peptide bond of the 
substrate with a nonscissile structural moiety 
such as the hydroxyethylene group in the 
inhibitor. 

All currently licensed protease inhibitors 
for the treatment of HIV infection (Fig. 11.13), 
that is, indinavir (31), ritonavir (32), saquina- 
vir (33), neflinavir (341, and amprenavir (35) 
(118,119), share the same structural determi- 
nant, a hydroxyethylene group replacing the 
normal peptide bond. The hydroxyethlene 
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lndinavir 
(31) 

Ritonavir 
(32) 

Saquinavir 
(33) 

Neflinavir 
(34) 

Figure 11.13. Clinically approved protease inhibitors. 

group has a dual purpose. In addition to mak- 
ing the molecule nonscissile, it allows the mol- 
ecule to bind to the catalytic site by hydrogen 
bonding, which can destabilize the enzyme 
dimer. Other small size peptide inhibitors are 
reported to contain hydrophilic carboxyl 
groups as the hydrogen bonding destabilizer 
(120). Reports have appeared for peptidomi- 
metic inhibitors with the sessile segment of 
the peptide substrate replaced with a 15-mem- 
ber macrocylic peptide with stable conforma- 
tion (121). Certain monoclonal antibodies 
were also studied as noncompetitive inhibitors 
for the enzyme acting through suppressing 
the dimerization process (122). In general, 

protease inhibitors are designed with the aim 
of driving the molecule to the active site, 
where it acts either as a competitive inhibitor 
with stronger hydrophobic and or hydrogen 
bonding or as a destabilizer to the enzyme 
dimeric structure through similar forces of in- 
teraction. Figure 11.13 depicts the structure 
of the clinically approved protease inhibitors. 

Some newer inhibitors with nonpeptide 
structure have been developed, such as lopina- 
vir (ABT-378, 36, Fig. 11.14) (119), the cyclic 
urea mozinavir (DMP 450, 37, Fig. 11.14) 
(123). atazanavir (BMS-232632, 38, Fig. - 
ll.lb,i (124), tiprana& (PNU 140690,39, Fig. 
11.14) (125), and the C2-symmetric protease 
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Lopinavir 
(36) 

Mozenavir 
(37) 

Atazanavir 
(38) 

L-Mannaric acid 
(40) 

Figure 11.14. Newer protease inhibitors. 

I inhibitor L-mannaric acid (40, Fig. 11.14) 1 
i (126). Figure 11.14 depicts the structures of 

i these newer protease inhibitors. Recently, 
other potential sites were targeted for HIV 

1 protease inactivation by peptides and peptido- 
f mimetics based on the terminal sequence of 

the enzyme. These terminal sequences exist at 
the enzyme surface and are believed to be less 
prone to mutations. Cupric ion was described 
to bind to such surface sequences rich in his- 
tidine and cysteine amino acid residues, lead- 
ing to enzyme inhibition (127). Computer- 
aided drug design and molecular modeling are 

used to analyze binding of the inhibitors to the 
enzyme and to develop new agents based on a 
rationale drug design approach (128-132). 

7 HIV DRUGS I N  CLINICAL USE 

All currently available drugs for HIV therapy 
belong to one of three classes of inhibitors: the 
nucleoside reverse transcriptase inhibitors 
(NRTIs), the nonnucleoside reverse transcrip- 
tase inhibitors (NNRTIs), and the protease in- 
hibitors (PIS). These drugs have gained a def- 
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Table 11.1 HIV Approved Drugs for the Treatment of AIDS 

Generic Name Brand Name Firm Class 

Zidovudine (AZT) Retrovir Glaxo Wellcome NRTI 
Didanosine (ddI) Videx Bristol-Myers Squibb NRTI 
Zalcitabine (ddC) Hivid Hoffman-La Roche NRTI 
Stavudine (d4T) Zerit Bristol-Myers Squibb NRTI 
Lamivudine (3TC) Epivir Glaxo Wellcome NRTI 
Abacavir (ABC) Ziagen Glaxo Wellcome NRTI 
Neveirapine Viramune Boehringer Ingelheim NNRTI 
Delavirdine Rescriptor Pharmacia NNRTI 
Efavirenz Sustiva Hoffman-La Roche NNRTI 
Idinavir Crixivan Mercke PI 
Ritonavir Norvir Abbott PI 
Saquinavir Invirase Hoffman-La Roche PI 
Nelfinavir Viracept Agouron Pharma PI 
Amprenavir Agenerase Glaxo Wellcome PI 

inite place in the treatment of HIV-1 
infections because they interfere with crucial 
events in the HIV replication cycle. NRTIs, 
which target the substrate binding site, in- 
clude six drugs: zidovudine, didanosine, zalcit- 
abine, stavudine, lamivudine, and abacavir. 
NNRTIs, which target nonsubstrate binding 
sites, include three drugs: nevirapine, delavir- 
dine, and efavirenz. Protease inhibitors bind 
to the active site and act as either enzyme in- 
hibitors or dimer-destabilizing factors; these 
include five drugs: indinavir, ritonavir, sa- 
quinavir, neflinavir, and amprenavir. Table 
11.1 lists for each compound the generic name, 
brand name, the pharmaceutical firm that 
manufactures it, and its mechanistic classifi- 
cation. 

8 THE NEED FOR NEW ANTI-HIV DRUGS 

8.1 Development of Drug Resistance 

In spite of having such an arsenal of drugs 
available for treatment of HIV infections, mil- 
lions of dollars are being spent on AIDS re- 
search for developing new drugs. The develop- 
ment of drug-resistant HIV strains is a 
compelling reason for more efforts to develop 
newer inhibitors. Resistance arises from mu- 
tations in the viral genome, specifically in the 
regions that encode the molecular targets of 
therapy, HIV-1 RT and HIV-1 PR enzymes. 
These mutations alter the viral enzymes in 
such a way that the drug no longer inhibits the 
enzyme functions and the virus restores its 

free replication power. In the case of reverse 
transcriptase inhibitors, drug resistance to 
nucleoside analogs develops after prolonged 
treatment and has been exhibited for all the 
nucleoside inhibitors (133-135). However, 
NNRTIs are notorious for rapidly eliciting re- 
sistance (136) because of the mutations that 
are clustered around the putative hydrophobic 
binding site of these drugs (137). 

8.2 Approaches to Overcome Drug 
Resistance (1 38-1 40) 

8.2.1 Switching the Drug Class. Switching 
from one class of inhibitors to another (or, 
even within each class, from one compound to 
another) has proved to be effective in down- 
playing the resistance issue. Different 
NNRTIs do not necessarily lead to cross-resis- 
tance. For example, TSAO-resistant HIV-1 
mutant strain containing 13'Glu to Lys muta- 
tion can be completely suppressed by another 
HIV-1-specific RT inhibitor like TIBO or nevi- 
rapine (141). Also a-APA derivative R89439 is 
very active against the '''Leu to Ile mutant, 
which is highly resistant to the TIBO deriva- 
tive (142). 

8.2.2 The Virus "Knock-Out" Strategy. This 
approach requires starting therapy with suffi- 
ciently high drug concentrations so as to 
"knock out" the virus and prevent break- 
through of any virus, whether resistant or 
nonresistant (143). Total knock-out can also 
be achieved by beginning with drug combina- 
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tions that allow cells to clear from the virus at 
much lower drug concentrations than if the 
compounds were to be used individually. 

8.2.3 Combination Therapy. HIV makes 
new copies of itself inside the infected cells at a 
very fast rate. Every day billions of new copies 
of HIV are made and millions of new cells die. 
One drug, by itself, can slow down the fast rate 
of infection. Two or more drugs can slow it 
down even more efficiently. Anti-HIV drugs 
from different drug groups attack the virus in 
different ways. For example, RT and protease 
are two different molecular targets. RT inhib- 
itor will stop the HIV just after it enters the 
cell and a protease inhibitor stops it immedi- 
ately before leaving it. Hitting at the different 
targets increases the chances of stopping HIV 
and protecting other cells from infection. In 
addition, different anti-HIV drugs can attack 
the virus in different cell types and different 
parts of the body. Combination therapy can 
reduce drug resistance to the virus, especially 
if the mutations counteract each other. A clas- 
sic example is the lslTyr to Cys mutation, 
which causes resistance to most of the 
NNRTIs. This mutation suppresses the 
215Thr to Tyr mutation that causes resistance 
to AZT (144). In addition, the use of multidrug 
therapy allows low dosage of each drug. This 
minimizes the toxic effects exerted by individ- 
ual drugs than if they were administered indi- 
vidually. 

8.2.4 Officially Approved Drug Combina- 
tions. Among the formally recognized combi- 
nation therapies are zidovudine and lamivu- 
dine (NRTI + NRTI); lopinavir and ritonavir 
(PI + PI); and abacavir, zidovudine, and lami- 
vudine (NRTI + NRTI + NRTI). These com- 
binations have been reported to achieve 1 to 3 
log reductions in viral loads. Today, quadruple 
drug combinations are in vogue. These thera- 
pies have been reported to reduce the viral 
load to "undetectable levels." Such combina- 
tions are called highly active antiretroviral 
therapy (HAART). However, recent studies 
have shown that even after 30 months of 
HAART and undetectable viral load, patient- 
derived lymphocytes that were actively pro- 
ducing virus could be cultured in vitro (145). 
HIV remains a "sleeping giant. " 

8.2.5 Prodrug Conjugates: A New Trend in 
Combination Therapy. The recent trend in 
combination therapy has shifted lately into a 
new approach that combines the concepts of 
prodrug design as well as the combination 
therapy benefits. The approach involves the 
design of prodrug conjugates consisting of two 
of the desired inhibitors chemically conjoined 
though a linker molecule such as an amino 
acid or succinic acid. The prodrug is designed 
to spontaneously release the two drug compo- 
nents in the body. The prodrug conjugates not 
only provide single-dosing regimens, but have 
also proved to be of better anti-HIV activity 
than that of the individual drugs, probably be- - . -  - 
cause of the improved cell penetration proper- 
ties (146-148). 
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1 INTRODUCTION 

The immune response protects the body from 
potentially harmful substances (antigens) 
such as microorganisms, toxins, and cancer 
cells. The immune system distinguishes "self' 
from "foreign" by reacting to proteins on the 
surfaces of cells. The presence of foreign blood 
or tissue in the body triggers an immune re- 
sponse that can result in blood transfusion re- 
actions and transplant rejection when anti- 
bodies are formed against foreign antigens on 
the transplanted or transfused material. 

No two people (except identical twins) have 
identical tissue antigens. Therefore, in the ab- 
sence of immunosuppressive drugs, organ and 
tissue transplantation would almost always 
cause an immune response against the foreign 
tissue (rejection), which would result in de- 
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struction of the transplant. Though tissue typ- 
ing ensures that the organ or tissue is as sim- 
ilar as possible to the tissues of the recipient, 
unless the donor is an identical twin, no match 
is perfect and the possibility of organltissue 
rejection remains. Immunosuppressive ther- 
apy is used to prevent organ rejection. 

Blocking the activated cells, which attack a 
transplanted organ without shutting down 
the rest of the immune system, allows the 
body to learn to tolerate the transplant and 
still defend itself against germs. Thus, the 
holy grail of transplantation biology is how to 
prevent organ-specific graft rejection in trans- 
plant recipients without compromising their 
ability to fight infections. Currently, trans- 
plant patients face a life-long battle to control 
their immune system; this requires that they 
use strong immunosuppressive drugs that 
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may leave them unable to fight off infection by 
viruses or bacteria. 

Historically, organ transplantation involv- 
ing the kidney had been performed sporadi- 
cally during the first half of the century (1,2); 
however, planned programs for human organ 
transplantation started only in the late 1940s. 
The organs that are most commonly trans- 
planted currently are kidney, liver, heart, 
lung, intestine, and pancreas. 

1.1 Role of T-Cells in Organ Rejection 

In experimental animals with congenital or in- 
duced T-cell deficiency, organ or tissue grafts 
survive indefinitely, indicating that T-cells 
play a central role in the specific immune re- 
sponse of allograft rejection. When a graft is 
introduced, it is accompanied by rejection be- 
cause T-lymphocytes of the donor recognize 
the T-lymphocytes from the recipient as "for- 
eign" bodies and react. Several studies have 
demonstrated that binding of alloantigen pre- 
sented in the context of the major histocom- 
patibility complex molecule (MHC) to the T 
cell receptor (TCR) on the surface of T-lym- 
phocytes through direct and indirect recogni- 
tion pathways (3) is the starting signal for T- 
cell activation (Fig. 12.1). Engagement of TCR 
with alloantigens recruits and activates a se- 
ries of tyrosine kinases, including p561ck, 
p59fyn, and ZAP-70, followed by phosphoryla- 
tion and activation of phospholipase C, and 
ultimately a rise in intracellular calcium (4). 
This leads to the activation of calcineurin en- 
zyme, a serine-threonine phosphatase, that 
transduces signals to the nucleus to transcribe 
genes encoding cytokines relevant for the 
transition of the T-cells from the resting to the 
activated state. 

Manv studies have found that TCR stimu- " 

lation alone is not eriough to sustain full acti- 
vation and that additional signals are required 
(5). Thus, antigen-presenting cells (APC) are 
able to deliver costimulatory signals to T-cells 
that, through independent intracellular path- 
ways, synergize with TCR stimulation, lead- 
ing to cytokine production and T-cell activa- 
tion (6). The best-characterized costimulatory 
signal is that driven by CD28, expressed as a 
homodimer on the surface of T-cells (7). En- 
gagement of TCR and activation of costimula- 
tory signals allow transcription of genes for 

cytokines that induce T-cells to move from the 
resting GO to the activated G1 state. G1 to S 
phase is regulated through a variety of recep- 
tors present on the T-cell surface, including 
IL-2 receptor, all acting on common intracel- 
lular elements in a pathway that controls key 
enzymes for the induction of cell division, such 
as cyclinlcyclin-dependent kinases. In this 
pathway de nouo purine and pyrimidine syn- 
thesis is needed before lymphocytes can com- 
plete cell division. Thus, strategies to prevent 
T-cell activation or effector function can be 
potentially useful for antirejection therapy. 

1.2 Classification of Organ Transplant 
Rejections 

Clinically, organ transplant rejections can be 
classified into three categories and their man- 
agement varies in accordance with the classi- 
fication. Hyperacute rejection usually occurs 
within hours and is caused by antibodies al- 
ready present in the recipient. Acute rejection 
is primarily T-cell based and can be controlled 
in most patients by the use of immunosup- 
pressants. Chronic rejection is probably T-cell 
based and appears to be related to poor control 
of drug therapy, and usually requires another 
transplant. I t  is a slow, progressive process 
that usually begins inside the transplant or- 
gan's blood vessels, which are lined by don& 
cells that interact with host white blood cells 
in the bloodstream. Over time, as a result of 
inflammation and rejection reactions, scar tis- 
sue can accumulate inside these vessels, thus 
reducing or preventing blood flow into the fil- 
ter and chemical plant portions of the kidney. 
If blockages become widespread, the organ be- 
comes compromised because of the lack of ox- 
ygen and nutrients. 

1.3 Current Trend in the Management of 
Organ Transplantation 

In recent years, a greater understanding of the 
immunobiology of graft rejection, coupled 
with progressive improvements in the surgical 
and medical management, has revolutionized 
the field of clinical transplantation. Newer im- 
munosuppressive schedules continue to be de- 
signed, not only to reduce the risk of rejection, 
but also to obtain a better therapeutic index 
that allows a further improvement of the graft 
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Figure 12.1. Principal pathways of T-cell activation that follow engagement of the alloantigen, 
presented bs  an APC in the context of an  MHC molecule, with TCR on the surface of T-lymphocytes. 1 . . 

APC, antigen-presenting cell; CD, cluster determinant; GllG2, Gl/G2 phases of cell cycle; Fyn, 
tyrosine kinase; lck, tyrosine kinase; IL, interleukin; IL-2R, interleukin receptor; M, M phase of cell 
cycle; MHC, major histocompatibility complex; mTOR, target for sirolimus protein; NF-AT, nuclear 
factor activating T-cell; NF-Atc, cytoplasmic subunit of NF-AT; NF-Atn, nuclear subunit of NF-AT; 
P, phosphate; S, S phase of cell cycle; TCR, T-cell receptor; ZAP 70, tyrosine kinase. 

survival while minimizing the morbidity and 
drug-related toxicity. Presently, the optimal 
immunosuppressive strategy uses combina- 
tions of agents that act in synergistic fashion 
to provide the potency, freedom from toxic re- 
actions, convenience of administration, and 
cost appropriate for the individual patient. 
This in turn has resulted in the significant in- 

crease in the overall survival rates for trar 
plant recipients, which is at an all-time hig 
Kidney recipients lead the 1-year patient su 
vival rate with 94.3% followed by pancreas r 
cipients at 91.1% (8). However, along with tl 
success of organ transplantation, also corn 
the need for organs, which has grown at 
much faster rate than the number of donat~ 
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organs. In the United States alone the wait list 
is now more than 75,000, with approximately 
5000 dying every year waiting for the organ 
transplantation (9). Nevertheless, an increase 
in the number of patients with end-stage kid- 
ney disease has also been observed at the rate 
of 7-8% each year. Currently, 12,000-14,000 
kidney transplants alone are performed annu- 
ally (10). Overall, organ transplants have 
risen by 5.4% in 2000 compared to 1999, ac- 
cording to preliminary data on U.S. organ do- 
nors released by the U.S. Department of 
Health and Human Services' Health Re- 
sources and Services Administration and the 
United Network for Organ Sharing. Organ 
transplants in 2000 totaled 22,827, an in- 
crease of 1172 over that of 21,655 transplants 
that occurred in 1999 (11). Thus, although 
multiple thousands of lives are being saved by 
the use of various immunosuppressive regi- 
mens, serious complications still occur as a re- 
sult of treatment. This necessitates the ongo- 
ing search for novel, clinically efficacious, and 
nontoxic organ transplant drugs. 

During the past 50 years, a large number of 
organ transplant drugs have been described. 
They have been successfully used under both 
allograft and xenograft conditions. These 
therapeutic agents interfere at different 
stages of T-cell activation and proliferation 
and can be classified into two main groups: 

1. Agents that specifically block T-cell func- 
tion, such as cyclosporine, tacrolimus, 
sirolimus, 15-deoxyspergualin, FTY 720, 
and monoclonal antibodies. 

2. Agents that block nucleotide synthesis, 
such as azathioprine, brequinar, mycophe- 
nolate mofetil, mizoribine, and lefluno- 
mide. 

The oldest class of immunosuppressants is 
the corticosteroids, which are extremely po- 
tent inhibitors of inflammation but when used 
by themselves do not adequately prevent or- 
gan rejection. The purpose of this review is to 
give an account of the organ transplant drugs, 
which are clinically used for inhibiting the re- 
jection of allografts. Xenotransplantation us- 
ing pig's organs, however, is gaining momen- 
tum, although its use under clinical conditions 

has yet to be established (12). Many new ex- 
perimental prototypes being studied for their 
antirejection properties in laboratory animals 
and in preclinical trials have been reviewed 
earlier (13) and will not be discussed here. 

2 CLINICAL USE OF AGENTS 

2.1 Current Drugs on the Market 

Although cyclosporine, FK 506, and azathio- 
prine, just to name a few of the most com- 
monly used agents, are clinically available for 
treating organ transplants, their long-term 
use is associated with a high incidence of clin- 
ical complications, such as nephrotoxicity, 
hepatotoxicity, neurotoxicity, and gastrotoxic- 
ity. There is thus an ongoing requirement to 
develop immunosuppressive drugs with novel 
modes of action, with an improved ratio of de- 
sired activity to toxic effects that not only is 
exhibited by clinically used agents but also has 
an ability to prevent acute rejection and im- 
prove long-term graft function. Since the ap- 
pearance of azathioprine in the 1960s, a large 
number of agents with immunosuppressive 
activity have been reported in the literature. 
Some of them are undergoing clinical trials 
and may soon enter into routine clinical use, 
whereas other pharmacological agents are . 
currently being evaluated in laboratory ani- 
mals. These compounds interfere at different 
stages of T-cell activation and proliferation 
and can be identified as inhibitors of nucleo- 
tide synthesis, growth factor signal transduc- 
tion, and differentiation. In the last 5 years 
several new immunosuppressive drugs have 
been introduced in the market, out of which 
many new agents offer better therapeutic in- 
dexes and show promise in the treatment of 
allograft transplantation. A variety of struc- 
turally diverse immunosuppressive drugs 
used currently are summarized in Table 12.1. 

2.2 Agents that Specifically Block T-cell 
Function 

2.2.1 Cyclosporine 
2.2.1.1 History. Cyclosporine (Novartis, 

Basel, Switzerland) is a cyclic undecapeptide 
isolated from the extracts of the fungus Tol- 
ypocladiurn inflaturn by Jean-Francois Borel, 



Table 12.1 Current Drugs on Market 

Code Numbers1 Commercial Name/ Injectable 
Drug Name Other Names Launching Year Company Name Formulation Oral Capsule/Formulation 

Cyclosporine Ciclosporine Sandimmun, 1983 Novartis, 50 mg/mL Soft gelatin capsules 25,50, 
Switzerland and 100 mg; oral solution 

100 mg/mL 
Neoral, 1995 Novartis, Soft gelatin capsules in 25 

Switzerland and 100 mg strengths; oral 
solution available in 100 
mg/mL alcohol 
concentration 

Tacrolimus FK 506 Prograf, 1994 Fujisawa, USA 5 mglmL Capsules of 0.5,1, or 5 mg 
Sirolimus Rapamycin Rapamune, 1999 Wyeth-Ayerst Oral solution with 1 mgImL, 

P 
U) Pharmaceuticals, concentration 
o USA 

Deoxyspergualin NSC 356894 and Spanidin, 1994 Nippon kayaku, Tablet 100 mg 
Gus~erimus Japan . 

Monoclonal Muromonab Orthoclone (OKT3), Solution 5 
antibodies CD3 1986 mg/5 mL 

Basiliximab Simulect, 1998 Novartis, 20 mg 
Switzerland lyophilized 

powder 
Daclizumab Zenepax, 1997 Hoffman Laroche, 25 mg/5 mL 

USA 
Azathioprine B-W 322 Imuran, 1968 Burroughs 10 mg/mL 

Wellcome Lab 
50 mg tablets 

Mycophenolate RS 61443 Cell Cept, 1995 Roche, USA 6 mglmL 500 mg, 250 mg tablets or 
liquid 200 mg/mL 



2 Clinical Use of Agents 

CH3 0 b0 
0 H CH3 0 0 Figure 12.2. Structure of cy- 

closporine (1). 

who worked in Switzerland for Novartis (for- 
merly known as Sandoz) Pharmaceuticals. He 
discovered the immunosuppressant agent 
that ultimately moved transplantation from 
the realm of curiosity into routine therapy. 
Borel chose to examine a weak compound that 
was isolated from the soil fungus Tolypocla- 
dium inflatum Gums (subsequently renamed 
Beauveria nivea). The compound was thought 
to have little practical value, yet Novartis 
chemists continued to study and purify the 
compound because of its "interesting" chemi- 
cal properties. Borel discovered that, unlike 
immunosuppressants that acted indiscrimi- 
nately, this compound selectively suppressed 
the T-cells of the immune system (14). Excited 
by these characteristics, Borel continued his 
study and, in 1973, purified the compound 
called cyclosporine (also known as cyclosporin, 
ciclosporin). Cyclosporine was tested in hu- 
mans for the first time in 1978 by Calne et al. 
(15) for kidney and by Powles et al. (16) for 
bone marrow. The results were startling: re- 
jection was effectively inhibited in five of the 
seven patients receiving kidneys from mis- 
matched deceased donors. Following exten- 
sive patient clinical trials, the U.S. Food and 
Drug Administration (U.S. FDA) granted 
clearance to Novartis to market cyclosporine 
under the brand name Sandimmune in No- 
vember of 1983. This revolutionary therapy is 
indicated today for the prevention of organ re- 
jection in kidney, liver, and heart transplant 
patients. Sandimmune (17) thus became the 
lifeline for thousands of transplant recipients 

throughout the 1980s and into the next de- 
cade. However, the absorption of cyclosporine 
during chronic administration of Sandim- 
mune soft gelatin capsules and oral solution 
was found to be erratic. Hence, continuous ef- 
forts were made to improve its bioavailability 
so as to minimize the toxicity and improve the 
risk-to-benefit ratio. Subsequently in 1995, a 
new oral formulation of cyclosporine in the 
form of cyclosporine microemulsion was intro- 
duced under the trade name Neoral by Novar- 
tis (18). With this formulation cyclosporine 
was found to disperse faster in the &, 
thereby enhancing its absorption. 

2.2.1.2 Chemical Structure. Chemically, 
cyclosporine (1) is a cyclic undecapeptide and 
designated as [R- [R*,R*-(Ell]-cyclic-(L-ala- 
nyl-D-alanyl-N-methyl-L-leucyl-N-methyl- 
L-leucyl-N-methyl-L-valyl-3-hydroxy-N,4- 
dimethyl-L-2-amino-6-octenoyl-L-amino- 
butyryl-N-methylglycyl-N-methyl-L-leucyl- 
L-valyl-N-methyl-L-leucyl). The structure is 
shown in Fig. 12.2. 

2.2.1.3 Pharmacokinetics. Absorption of 
A 

cyclosporine during chronic administration of 
Sandimmune soft gelatin capsules and oral so- 
lution was found to be erratic. However, Ne- 
oral was found to have increased bioavailabil- 
ity over that of sandimmune. The extent of 
absorption of cyclosporine was dependent on 
the individual patient, the patient population, 
and the formulation. The relationship be- + 

tween administered dose and exposure [area 
under the concentration vs. time curve (AUC)] 
was linear within the therapeutic dose range. 
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Intrasubject variability of AUC in renal trans- 
plant recipients was 9-21% for Neoral and 
19-26% for Sandimmune. The disposition of 
cyclosporine from blood is generally biphasic, 
with a terminal half-life of approximately 8.4 h 
(range 5-18 h). After intravenous administra- 
tion, the blood clearance of cyclosporine (as- 
say: HPLC) was approximately 5-7 mL/ 
mildkg in adult recipients of renal or liver 
allografts. After oral administration of Neoral, 
the time to peak blood cyclosporine concentra- 
tions (T,,) ranged from 1.5 to 2.0 h. Cyclo- 
sporine is distributed largely outside the blood 
volume. The steady-state volume of distribu- 
tion during intravenous dosing has been re- 
ported as 3-5 L/kg in solid organ transplant 
recipients. In blood, the distribution is concen- 
tration dependent: approximately 33-47% is 
in plasma, 4-9% in lymphocytes, 5-12% in 
granulocytes, and 41-58% in erythrocytes. Cy- 
closporine is extensively metabolized by the 
cytochrome P450 111-A enzyme system in the 
liver, to a lesser degree in the gastrointestinal 
tract, and the kidney. At least 25 metabolites 
have been identified from human bile, feces, 
blood, and urine. The biological activity of the 
metabolites and their contributions to toxicity 
are considerably less than those of the parent 
compound. Blood cyclosporine clearance ap- 
pears to be slightly slower in cardiac trans- 
plant patients (18). Cyclosporine blood con- 
centration needs to be monitored in 
transplant and rheumatoid arthritis patients 
taking Neoral, to avoid toxicity resulting from 
high concentrations. Dose adjustments also 
need to be made in transplant patients to min- 
imize the possibility of organ rejection attrib- 
uted to low concentration (18). Only 0.1% of a 
cyclosporine dose is excreted unchanged in the 
urine. Elimination is primarily biliary, with 
only 6% of the dose (parent drug and metabo- 
lites) excreted in the urine (18). 

2.2.1.4 Pharmacology. It has been indi- 
cated in transplantation for the prophylaxis of 
organ rejection in kidney, liver, and heart 
transplants, and continues to be a cornerstone 
of immunosuppressive therapy. The immuno- 
suppressive effect of cyclosporine depends on 
its inhibition of calcium-dependent T-cell acti- 
vation (19). After entering cells, cyclosporine 
binds to an intracellular receptor, cyclophilin 
(20). The crystal structure of a complex be- 

tween recombinant human cyclophilin A and 
CsA has been determined from a novel orthor- 
hombic crystal form that contains only one 
monomer complex per asymmetric unit. The 
structure has been refined at 2 .14  resolution 
to a crystallographic R-factor of 16.7%. The 
binding pocket of cyclophilin is a hydrophobic 
crevice defined by 13 residues that are within 
4 A of the bound CsA. In this high resolution 
structure, five direct hydrogen bonds and a 
network of water-mediated contacts stabilize 
the interactions between CsA and cyclophilin 
(Fig. 12.3). One of the water molecules plays a 
pivotal role and it is within a hydrogen bond 
distance of four atoms (MeBmt 1 0, W19, 
Gln63 NE2, and His54 NE2). The solvent mol- 
ecule W19 is hydrogen bonded to this water 
molecule and to the carbonyl oxygen atom 
Asn7l. The structure of the cyclophilidCsA 
complex is consistent with a two-domain de- 
scription of CsA. The cyclophilin binding do- 
main composed of residues 1, 2, 3, 9, 10, and 
11, and an exposed "effector domain" com- 
posed of residues 4, 5, 6, 7, and 8, which has 
higher flexibility and may be interacting with 
calcineurin. The accessible surface area of 
these five residues in this crystal complex is 
about 460 A', compared with 230 A2 for the six 
residues making contact with cyclophi,lin. 
Many CsA analogs have shown a good agree- 
ment between cyclophilin binding and immu- 
nosuppressive activity based on the two-do- 
main description of CsA. For example, 
substitution of MeVal1' to MeAlal1 results in 
a 91.5% decrease in the immunosuppressive 
activity. 

Once complexed with cyclophilin, the cyclo- 
sporine-cyclophilin complex inhibits the calci- 
um- and calmodulin-dependent serine-threo- 
nine phosphatase activity of the enzyme 
calcineurin (21, 221, which in turn prevents 
the generation of the potent nuclear factor of 
activated T-cells. In fact, it acts in two differ- 
ent ways to inhibit the activation and prolifer- 
ation of T-cytotoxic lymphocytes (white blood 
cells), the specific mediators of organ rejec- 
tion. First, cyclosporine impedes the produc- 
tion and release of a protein IL-2 by T-helper 
white blood cells. Second, cyclosporine inhib- 
its interleukin 2 receptor (IL-2R) expression 
on both T-helper and T-cytotoxic white blood 
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Figure 12.3. Stereoview of contacts between CsA and cyclophilin. 

cells. These two actions effectively and selec- 
tively limit the differentiation and prolifera- 
tion of T-cytotoxic white blood cells (22). 

The superior selectivity and efficacy of cy- 
closporine compared with those of azathio- 
prine were demonstrated by an increase in 
1-year survival rates of renal allografts from 
cadaver donors to 80% for cyclosporine-based 
regimens and only 51% for azathioprine-based 
regimens (23). Furthermore, in contradistinc- 
tion to the azathioprine-prednisone regimen, 
cyclosporine-prednisone therapy facilitated 
the successful clinical transplantation of 
hearts (24), livers (25), lungs (261, and com- 
bined heart and lung (24) allografts. Reports 
suggest that cyclosporine therapy may have 
an impact on chronic rejection and allograft 
coronary artery disease. The half-life for heart 
transplants improved from 5.4 years in the 

1980-1985 period to 8.7 years in the 1986- 
1990 period (27). Similarly, an increase in re- 
nal allograft half-life from 16.6 to 23.04 years 
was observed when maintenance therapy was 
changed from azathioprine with high doses of 
steroids to cyclosporine and low dose steroids 
(28). In a prospective randomized study, the 
frequency of clinically defined chronic rejec- 
tion after 4 years was 25% for the patients on 
azathioprine and steroids and only 9% for the 
patients on triple therapy including cyclospor- 
ine (29). 

Cyclosporine dose and trough levels have 
been related to the development of chronic re- 
jection in liver, kidney, and heart transplanta- 
tion. Liver grafts in patients maintained on 
median cyclosporine levels (whole blood, 
trough level) of more than 175 pg/L in the first 
28 days posttransplant had a significantly 
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lower incidence of chronic rejection [2 of 49 
versus 22 of 97 (P = 0.002)] (30). In a multi- 
variate analysis of 587 kidney-alone trans- 
plants performed over a 5-year period, pa- 
tients on less than 5 mg/kg of cyclosporine at l 
year were more prone to develop chronic rejec- 
tion (P = 0.007) (31). Similarly, results from 
225 heart transplant patients who had sur- 
vived for 1 year after transplant demonstrated 
that actuarial 5-year survival in patients 
whose average cyclosporine dose was less than 
3 m&g/day, was 60% compared to 77% in pa- 
tients whose average dose was more than 3 
mg/kg/day (32). Cyclosporine-based therapy 
significantly reduced patient morbidity and 
overcame at least some of the negative effects 
of the risk factors that were associated with 
azathioprine therapy. The risk factors in- 
cluded pretransplant blood transfusions, the 
possibility of retransplantation, and the re- 
quirement for matching of alleles of the hu- 
man leukocyte antigen (HLA) system (33). 

2.2.7.5 Structure-Activity Relationship. Cy- 
closporine is the cornerstone of immunosup- 
pressive therapy to prevent rejection of trans- 
planted organs but it also causes kidney and 
liver damage. Thus there is a clear need for an 
alternative to cyclosporine with a reduced tox- 
icity profile. This led researchers to carry out 
structure-activity relationship studies, to re- 
duce or remove the toxic component. Studies 
with both naturally occurring modifications 
(34, 35) as well as with synthetically modified 
analogs of cyclosporine (36,37) have been car- 
ried out. In the literature more than 3000 an- 
alogs of the drug have been synthesized, al- 
though none was found to be more potent than 
cyclosporine and was as toxic as cyclosporine. 
A strong correlation was observed between 
the immunosuppressive activity of cyclospor- 

confidential), which provided better organ 
transplant survival and a superior toxicity 
profile to that of cyclosporine on a mg-for-mg 
basis in all animal models studied to date. Ini- 
tial phase I single-dose human studies exhib- 
ited no significant adverse effects. Isotechnika 
has received approval from Canada's Health 
Protection Branch to begin phase I human 
clinical trials. An application for conducting 
human trials in the United States has also 
been filed (39). 

2.2.1.6 Side Effects. The major limitations 
of cyclosporine are its various toxicities; its 
nephrotoxicity, especially, is a serious one be- 
cause several cell types, including those of the 
brain, heart, and kidney, require calcineurin 
to function. The nephrotoxicity of cyclospor- 
ine is associated with mucoid deposits in arte- 
rioles, focal fibrosis potentiated by vasocon- 
striction, a disturbed balance of ionic calcium, 
an altered balance of prostacyclin to throm- 
boxane, and prorennin activation. 

The other major limitation of cyclosporine 
is its inability to prevent chronic transplant 
nephropathy. The most common adverse 
events reported with Neoral in transplanta- 
tion include renal dysfunction, tremor, hirsut- 
ism, hypertension, and gum hyperplasia (18). 
The risk increases with increasing doses of cy- 
closporine. High cyclosporine levels result ip 
acute toxic symptoms such as nausea, head- 
ache, acute sensitivity of the skin, flushing, 
gum pain and bleeding, and a sensation of in- 
creased stomach size. High levels may also 
cause liver or kidney failure but this is tempo- 
rary and no permanent failure is known (40). 
No clinically significant pharmacokinetic in- 
teractions occurred between cyclosporine and 
aspirin, ketoprofen, piroxicam, or indometha- 
cin (18). 

ine analogs and the ability of the receptor-an- 
dog complex to bind to calcineurin in vitro 
and to inhibit its phosphatase activity against 
an artificial substrate in vitro. For example, 
even though the nonimmunosuppressive cy- 
closporine analog MeAla6-cyclosporine binds 
to cyclophilin with an affinity similar to that of 
cyclosporine, the cyclophilin/MeAla6-cyclo- 
sporine complex failed to inhibit calcineurin 
phosphatase activity (38). Recently, Isotech- 
nika Biotech identified a novel analog 
ISAtx247 (the exact structure is currently 

2.2.2 FK 506 
2.2.2.1 History. In 1984 scientists from 

Fujisawa isolated the macrolide FK 506 (ta- 
crolimus) from a fermentation broth of Strep- 
tomyces tsukubadensis (soil sample, Tsukuba 
Japan) (41). The discovery was part of an ex- 
tensive, ongoing screening for agents that can 
suppress or heighten the body's immune re- 
sponses. Further tests conducted in labora- 
tory animals by Ochiai at Chiba University in 

Japan, proved its ability to suppress 
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Figure 12.4. Structure of FK 506 (2). 

the immune system. Unfortunately, further 
progress with this drug in Japan could not be 
pursued because of the cultural prohibition of 
cadaver transplantation. Subsequently, Starzl 
and his colleague carried out the drug's clini- 
cal development at the University of Pitts- 
burgh Medical Center (Pittsburgh, PA). They 
found that the use of FK 506 decreased the 
incidence of rejection episodes while allowing 
a much lower dosage of steroids. 

2.2.2.2 Chemical Structure. FK 506 is a 23- 
member macrolide designated as [3S- 
[3R*[E(lS*, 3S*, 4S*)l, 4S*, 5R*, 8S*, 9E, 
12R*, 14R*, 15S*, 16R*, 18S*, 19S*, 26aR*II- 
5,-6,-8,-11,-12,-13,-14,-15,-16,-17,-18,-19,-24,- 
25,-26,-26a-hexa-deca-hydro-5,19-di-hydroxy- 
3-[2-(4-hy-droxy-3-meth-oxy-cyclo-hexy1)-1- 
methyl-ethenyll-14,16-di-meth-oxy-4,-10,- 
12,-18-tetra-methyl-8-(2-propeny1)-15,-19- 
epoxy-3H-pyridor2,l-c] [1,4]-oxa-azacyclo-tri- 
cosine-1,-7,-20,-21 (4H,-23H)-tetrone monohy- 
&ate (42). The structure (2; Fig. 12.4) was 
deduced on the basis of extensive chemical 
degradation and spectroscopic studies. The 
hst report of total synthesis was published in 
1989 by chemists at  the Merck, Sharp & 
Dohme laboratories (43,44). 

2.2.2.3 Pharmacokinetics. Absorption of 
tacrolimus from the gastrointestinal tract af- 
ter oral administration is incomplete and vari- 
able. The oral bioavailability in humans is 
variable and ranges from 5% to 67% in recipi- 
ents of liver, small bowel, and kidney trans- 

plantation. The absolute bioavailability of ta- 
crolimus was 17 rt 10% in adult kidney 
transplant patients (n = 26), 22 t 6% in adult 
liver transplant patients (n = 17), and 18 ? 5% 
in healthy volunteers (n = 16) (42). The ta- 
crolimus maximum blood concentrations 
(C,,) were found to vary in different organ 
transplant settings: 29.7 + 7.2 in normal 
healthy volunteers, 19.2 5 10.3 in kidney 
transplant patients, and 68.5 rt 30.0 in liver 
transplant patients. In 11 liver transplant pa- 
tients, Prograf administered 15 min after a 
high fat (400 kcal, 34% fat) breakfast, resulted 
in a decreased AUC (27 rt 18%) and C,, (50 + 
19%), compared to that of a fasted state. The 
t,,, (h) of tacrolimus has been determined af- 
ter intravenous (i.v.) and oral (p.0.) adminis- 
tration in healthy volunteers and both liver 
and kidney transplant patients. In healthy 
volunteers, t,, is 34.8 + 11.4 (p.0. 5 mg), in 
liver patients t,, is 11.7 ? 3.9 (i.v. 0.05 mg/ 
kg112 h), and in kidney transplant patients t,,, 
is 18.8 + 16.7 (i.v. 0.02 mg/kg/l2 h) (42). The 
plasma protein binding of tacrolimus is ap- 
proximately 99% and is independent of con- 
centration over a range of 5-50 ng/mL. The 
distribution of tacrolimus between whole 
blood and plasma depends on several factors, 
such as hematocrit, temperature at the time of 
plasma separation, drug concentration, and 
plasma protein concentration. The mean 
clearance following i.v. administration of ta- 
crolimus is 0.040, 0.083, and 0.053 L/h/kg in 
healthy volunteers, adult kidney transplant 
patients, and adult liver transplant patients, 
respectively. In humans, less than 1% of the 
dose administered is excreted unchanged in 
urine (42). 

2.2.2.4 Pharmacology. Prograf has been 
used for the prophylaxis of rejection in liver 
transplants (since 1994) as well as for kidney 
transplants (since 1997). Tacrolimus was 
found to be at least 10-100 times more potent 
than cyclosporine in the in vitro models of im- 
mune suppression (45, 46). It binds competi- 
tively and with high affinity to a cytosolic re- 
ceptor (immunophilin) termed as the FK 
binding protein (FKBP-12) (47). Studies have 
shown that FK 506 elicits its immunosuppres- 
sive activity by inhibiting the cis-trans pepti- 
dyl-prolyl isomerase activity of FKBP. The 
structure of the human FKBP complexed with 
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Figure 12.5. Stereoview of the binding region of FKBP-FK506 and selected residues of the hydro- 
phobic pocket. Hydrogen bonds are shown between the C-1 ester carbonyl and the NH of Ile56, the 
C-24 hydroxyl and the main-chain carbonyl of Gld4, and the C-8 amide and the phenolic-OH of Tyr8'. 
The C-9 carbonyl binding pocket is illustrated with van der Waals dot surfaces for the e-CHs of TyrZ6, 
Phe36, and Pheg9. The side chains from residues TyrZ6, Phe36, Arg4', Phe46, G ~ u ~ ~ ,  Val55, Ile56, 
Trp5', Tyr8', Hisa7, Ilegl, and Pheg9 are within 4 A of FK5O6. 

immunosuppressant FK 506 has been deter- 
mined to 1 . 7 4  resolution by X-ray crystallog- 
raphy (47). The conformation of the protein 
changes little upon complexation, but the con- 
formation of FK 506 is markedly different in 
the bound and unbound forms. It binds in a 
shallow cavity between the a-helix and the 
P-sheet with roughly 430 A' (50%) of the li- 
gand surface being buried at the protein-li- 
gand interface and the remainder, encompass- 
ing the region around the ally1 and the 
cyclohexyl groups, being exposed to the sol- 
vent (Fig. 12.5). Loops composed of residues 
39-46, 50-56, and 82-95 flank the binding 
pocket, which is lined with conserved, aro- 
matic residues. The side chain of Tyr26, Phe46, 
Phess, and Va155-Ile56 make up the sides of the 
pocket, whereas the indole of Trp5', in the 
a-helix, is at the end of the pocket and serves 
as a platform for the pipecolinyl ring, the most 
deeply buried part of FK 506. There are five 
hydrogen bonds between FKBP and FK 506, 
out of which the fifth hydrogen bond, involv- 
ing the C8 amide, is the most conspicuous be- 
cause it is nearly orthogonal to the carbonyl 
plane and thus may be relevant to the mecha- 
nism of rotamase activity. Notably, complexed 
FK 506 more closely resembles free rapamycin 

than it does free FK 506, which suggests that 
the higher affinity of rapamycin to FKBP (K, 
= 0.2 nM for rapamycin versus 0.4 nM for FK 
506) reflects its greater preorganization. 
These investigations provide a structural 
framework to improve on the high affinity in- 
teractions of a clinically promising immuno- 
suppressant with its predominant cytosolic re- 
ceptor in the T-cell. 

After binding with FKBP, the FK 506- 
FKBP complex binds with the catalytic A sub- 
unit of calcineurin and in turn inhibits protein 
phophatase activity of calcineurin, thereby 
blocking the activity of the cytoplasmic com- 
ponent of the nuclear factor of activated T- 
cells (48). This in turn prevents dephosphory- 
lation of the cytoplasmic subunit of a 
transcription factor, nuclear factor of acti- 
vated T-cells, which otherwise enters the nu- 
cleus and activates expression of T-cell activa- 
tion lymphokine genes (49-51). Tacrolimus 
has been found to inhibit IL-2 production by 
T-cells in a fashion that is similar to that of 
cyclosporine (41). It prolonged the survival of 
the host and transplanted graft in animal 
transplant models of liver, kidney, heart, bone 
marrow, small bowel and pancreas, lung and 
trachea, skin, cornea, and limb, thereby sug- 
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gesting its potential for clinical application to 
organ transplantation (52-54). In fact, in ani- 
mals, tacrolimus has been demonstrated to 
suppress some humoral immunity and, to a 
greater extent, cell-mediated reactions such as 
allograft rejection, delayed-type hypersensi- 
tivity, collagen-induced arthritis, experimen- 
tal allergic encephalomyelitis, and graft-vs.- 
host disease (GVHD). 

In one of the first clinical trial studies car- 
ried out in liver transplant recipients (55), pri- 
mary prevention with tacrolimus led to a sig- 
nificant improvement in both patient and 
graft survival. Rejection episodes and cortico- 
steroid requirements were also reduced com- 
pared to those of the control receiving cyclo- 
sporine. In another trial performed by the 
same group (56), no significant difference was 
observed in patient survival between the ta- 
crolimus and cyclosporine arms; however, 
freedom from rejection for patients treated 
with tacrolimus (61%) was much higher than 
that for patients treated with cyclosporine 
(18%). This was followed by extensive multi- 
center trials performed worldwide in liver and 
kidney transplant recipients, to compare the 
efficacy and tolerability of tacrolimus-based 
immunosuppressants with those of cyclospor- 
ine. In one of the trials (57) conducted in 529 
recipients of liver transplants, the regimens 
based on tacrolimus and cyclosporine were 
comparable in terms of patient and graft sur- 
vival. Similarly, in a European multicenter 
clinical trial involving 545 liver transplant re- 
cipients, the tacrolimus-treated group dis- 
played an acute rejection episode rate of 
43.4%, compared to 53.6% for the cyclospor- 
ine-treated group (58). In this study, both re- 
nal toxicity and neurological complications 
were more common among those patients who 
had been treated with tacrolimus. In the kid- 
ney transplant recipients, a European multi- 
center study failed to provide any evidence 
that the tacrolimus provides better immuno- 
suppression than cyclosporine (59). Similarly, 
the 1-year analysis of the tacrolimus U.S. kid- 
ney transplant multicenter study demon- 
strated that immunosuppressive therapy with 
tacrolimus compared to cyclosporine led to 
statistically fewer rejections without affecting 
patient and graft survival and without major 
morbidity (60). Interestingly, in both liver and 

kidney transplant settings, tacrolimus unlike 
cyclosporine is effective as a rescue therapy for 
acute rejection episodes resistant to conven- 
tional corticosteroid pulses (61, 62). Similar 
rescues after refractory rejection episodes 
have been reported for cardiac and combined 
pancreas-kidney transplants (63-65). 

The efficacy of tacrolimus for the salvage 
treatment of chronic GVHD was evaluated in 
a single-arm, open-label phase I1 study. A total 
of 39 evaluable patients with chronic GVHD 
who failed previous immunosuppressive ther- 
apy with cyclosporine and prednisone were 
treated with tacrolimus, starting at a median 
of 20 months (range, 3-68 months) after 
transplantation (66). The Kaplan-Meier esti- 
mate of survival was 64% (95% confidence in- 
terval, 49-79%) at 3 years posttransplanta- 
tion and the remonse rate was consistent with 
the earlier reports of salvage treatment for 
chronic GVHD. Further, because the elimina- 
tion by ex vivo irradiation of mature lymphoid 
elements from the bowel allografts was known 
to eliminate the GVHD risk, the Pittsburgh 
group hypothesized that the infusion of donor 
bone marrow cells (BMC) in recipients of irra- 
diated intestine may improve tolerogenesis 
without increasing the risk of GVHD. Their 
studies showed that, although recipients were 
protected from GVHD by irradiating intesti: 
nal allografts, the resulting leukocyte deple- 
tion led to chronic rejection of the trans- 
planted bowel (67). 

The safety and potential of tacrolimus are 
further evident by a growing number of preg- 
nancies occurring in mothers receiving ta- 
crolimus systemically. One hundred pregnan- 
cies in 84 mothers were recorded, out of which 
71 progressed to delivery (68 live births, 2 neo- 
natal deaths, and 1 stillbirth), 24 were termi- 
nated (12 spontaneous and 12 induced), and 3 
were lost to follow-u~. The most common com- 
plications in the neonate were hypoxia, hyper- 
kalemia, and renal dysfunction, although they 
were transient in nature. Four neonates pre- 
sented with malformations, without any con- 
sistent pattern of affected organ (68). 

Recently, the efficacy of tacrolimus as 
monotherapy has also been evaluated in adult 
cardiac transplants. Forty-three patients re- 
ceived tacrolimus and prednisone as primary 
immunosuppression agents, without azathio- 
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Table 12.2 Conversion to Tacrolimus from Cyclosporine in Various 
Organ Transplant Settings 

Number of 
Organ Transplant Patients Results Reference 

Lung or heart-lung 11 Conversion to tacrolimus slows the decline 71 
transplantation of lung function in bronchiolitis 

obliterans syndrome. 
Liver transplant 21 Conversion to tacrolimus improves 

hyperlipidemic states in stable liver 
transvlant recivients. 

Heart transplant 10 Postoperative follow-up after cardiac 73 
Japanese transplantation appears to be 

satisfactory with conversion to 
tacrolimus. 

Renal transplant 17 Conversion from Cyclosporine to 74 
tacrolimus in stable renal transplant 
recipients may lead to attenuation of 
cardiovascular morbidity and chronic 
transplant nephropathy in the long 
term. 

Tacrolimus seems safe and effective for 75 
preventing rejection during the first 
year after heart transplant. It causes 
less high blood pressure and less high 
cholesterol, and has no more side effects 
in areas other than cyclosporine. 

Heart transplant 

prine or mycophenolate mofetil. Thirty-two of safe approach to the management of patients 
the 43 patients started on tacrolimus were with persistent or recurrent allograft rejection 
weaned off steroids and maintained on mono- 
therapy. Their results suggest that use of ta- 
crolimus alone after steroid weaning provides 
effective immunosuppression with low inci- 
dence of rejection, cytomegalovirus infection, 
transplant arteriopathy, or posttransplant 
lymphoproliferative disease (69). In another 
study in heart transplant recipients, mono- 
therapy with tacrolimus has been found to sig- 
nificantly reduce blood clot formation com- 
pared to that with cyclosporine, thereby 
suggesting that the drug may help prevent 
heart transplant vasculopathy (70). 

In recent years a number of groups have 
recommended tacrolimus conversion as a 

or those with cyclosporine intolerance. 
In liver transplant patients, early chropic 

rejection episodes can be reversed by shifting 
from a cyclosporine-based protocol to a tacroli- 
mus-based immunosuppressive regimen. This 
has been attributed to the fact that tacrolimus 
and transforming growth factor P-1 share the 
same binding site, the immunonophilin 
FKBP-12 (76). Thus, tacrolimus may interfere 
with the TGF P-1 signaling through competi- 
tive binding, and by antagonizing the fibrosis- 
promoting effect of this growth factor. Given 
the similar effect on T-lymphocytes, tacroli- 
mus has also been proposed as an alternative 
to cyclosporine in the triple- or double-immu- 

means to antilymphocyte preparations for cor- nosuppressive regimen. Several groups have 
ticosteroid-resistant rejection in cyclosporine- evaluated the efficacy of tacrolimus in combi- 
based regimens. Some of the studies pertain- nation with other clinically used immunosup- 
ing to tacrolimus conversions in a variety of pressants for the prevention of organ trans- 
organ transplant settings and their outcomes plant rejections. In one of the studies, a 
are summarized in Table 12.2. These findings randomized three-arm, parallel group, open 
suggest that conversion from a cyclosporine- label prospective study was performed at 15 
based to a tacrolimus-based maintenance im- North American centers to compare the three 
munosuppression appears to be an effective and immunosuppressive regimens: ( 1 )  tacrolimus 
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+ azathioprine, (2) cyclosporine (Neoral) + 
mycophenolate mofetil, and (3) tacrolimus + 
mycophenolate mofetil. All patients were first 
cadaveric kidney transplants receiving the 
same maintenance corticosteroid regimen. All 
regimens yielded similar acute rejection rates 
and graft survival, but the tacrolimus + my- 
cophenolate mofetil regimen was associated 
with the lowest rate of steroid-resistant rejec- 
tion requiring antilymphocyte therapy (77). 
Tacrolimus plus mycophenolate mofetil has 
also been found to be effective in patients 
seeking second transplants. Low dose tacroli- 
mus administered intravenously followed by 
oral tacrolimus, mycophenolate mofetil, and 
steroids provided effective immunosuppres- 
sion in recipients (n = 10) of simultaneous 
pancreas-kidney transplants who had under- 
gone previous transplants. 

In this study, the investigators sought to 
decrease the morbidity associated with anti- 
body therapy without increasing acute rejec- 
tion rates. Two patients experienced episodes 
of acute rejection that responded to steroid 
treatment. After a mean follow-up of 20.4 
months, the kidney and pancreas were found 
to be functioning in all patients. This is a new 
induction treatment for patients with previ- 
ous transplants, sparing them of antibody in- 
duction therapy (78). Another group studied 
the efficacy of combined therapy involving ta- 
crolimus plus mycophenolate mofetil in heart 
transplant recipients. The researchers en- 
rolled 45 patients, 15 into phase I and 30 into 
phase I1 of the study. Intravenous tacrolimus 
was given for 2-3 days before switching to oral 
drugs. Target blood levels were 10-15 nglmL. 
Treatment also included steroids and myco- 
phenolate mofetil. During phase I, a 2 glday 
dose of mycophenolate mofetil was given, 
whereas in phase 11, doses were adjusted ac- 
cording to mycophenolic acid levels in the 
blood, with target levels of 2.5-4.5 pg1mL. Av- 
erage follow-up was for 696 days in phase I and 
for 436 days in phase 11. During phase I, pa- 
tient survival was 100% and rejection was di- 
agnosed in 67% of the patients. Data analysis 
suggests that an average mycophenolic acid 
plasma level of 3 pg/mL or more prevented 
rejections. Interestingly, during phase 11, one 
patient died but rejection could be seen in only 

10% of the patients. Steroids were successfully 
withdrawn from all patients who completed 6 
months of treatment. 

Thus, although combination therapy with 
tacrolimus and mycophenolate mofetil is ef- 
fective for preventing rejection in heart trans- 
plant patients, routine drug level monitoring 
is critical (79). Similarly, in cadaveric kidney 
transplant recipients randomized to receive 
tacrolimus in combination with either aza- 
thioprine (n = 59) or mycophenolate mofetil 1 
g/day (n = 59), or mycophenolate mofetil 2 
glday group (n = 58), tacrolimus in combina- 
tion with an initial dose of mycophenolate 
mofetil2 g/day was found to be a very effective 
and a safe regimen. The incidence of biopsy- 
confirmed acute rejection at 1 year was 32.2, 
32.2, and 8.6% in the azathioprine, mycophe- 
nolate mofetil 1 glday, and mycophenolate 
mofetil2 g/day groups, respectively (P < 0.01). 
The overall incidence of posttransplant diabe- 
tes mellitus was 11.9%, with the lowest rate 
observed in the mycophenolate mofetil2 g/day 
group (4.7%), and was reversible in 40% of the 
patients (80). In yet another study, the efficacy 
of double-drug protocol has also been evalu- 
ated in the hamster-to-rat xenotransplanta- 
tion model involving heart and liver. Survival 
of heart and liver xenografts in the rats was 48 
+ 4 and 63 ? 8 days, respectively, and after . 
cessation of all immunosuppression, hearts 
were rejected after 18 + 4 days and livers after 
33 2 8 days (81). Thus, the studies demon- 
strate improved graft survival and reduced re- 
jection rates with the combined use of tacroli- 
mus and mycophenolate mofetil in both 
allograft and xenograft settings. 

2.2.2.5 Structure-Activity Relationship. 
Several structurally related compounds of FK 
506 have been isolated from Streptomyces 
tsukubaensis: methyl (FR900425), ethyl 
(FR900520), and proline (FR900525) analogs 
of FK 506. Because the FK 506 is the most 
active in this series of molecules, it has been 
studied most exclusively (82, 83). A novel an- 
alog of tacrolimus, L732531, a 32-0-l(1-hy- 
droxyethylindol-5-yl) ascomycin derivative 
has been reported with potent immunosup- 
pressive activity. It exhibited an improved 
therapeutic index compared to that of FK 506 
in rodent models. Moreover, its biochemical 
properties were also found to be distinct from 
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those of FK 506. These data suggest L732531 
to be a potential candidate for treating organ 
transplant rejection (84). 

2.2.2.6 Side Effects. Adverse effects associ- 
ated with Prograf include tremor, hyperten- 
sion, hypophosphatemia, infection, creatinine 
increase, headache, and diarrhea. Other toxic- 
ities include hyperglycemia, nephrotoxicity, 
chest pain, chest discomfort, palpitations, ab- 
normal electrocardiogram, and abnormal dis- 
tension (85). Prograf can cause neurotoxicity 
and nephrotoxicity, particularly when used in 
high doses. Nephrotoxicity has been reported 
in approximately 52% of kidney transplanta- 
tion patients and in 40 and 36% of the liver 
transplant patients receiving Prograf in the 
U.S. and European randomized studies, re- 
spectively (42). New onset posttransplant dia- 
betes mellitus (PTDM) was seen in 20% of the 
Prograf-treated kidney transplant patients 
and median time to the onset of PTDM was 68 
days. Insulin dependency was reversible in 
15% of these patients at 1 year and in 50% at 2 
years posttransplantation (86). Prograf injec- 
tion is contraindicated in patients with a hy- 
persensitivity to HCO-60 (polyoxyl 60 hydro- 
genated castor oil). 

2.2.3 Sirolimus 
2.2.3.1 History. Another interesting im- 

munosuppressant with a unique mechanism 
of action is sirolimus (rapamycin), which has 
been under development for more than 20 
years before it gained FDA approval on Sep- 
tember 15, 1999. It is also a microbial natural 
product and is produced by the actinomycete 
Streptomyces hygroscopicus isolated from Eas- 
ter Island (Rapanui to its natives) soil samples 
in 1975. It emerged from an antifungal drug 
discovery program directed by Sehgal (87) at 
Ayerst Research in Montreal, Canada. The an- 
tifungal properties of the drug were not pur- 
sued when it became apparent that the drug 
caused involution of lymphoid tissue. Martel 
subsequently demonstrated that rapamycin 
suppresses experimental allergic encephalo- 
myelitis and passive cutaneous anaphylaxis in 
the rat (88). It was not until the newly discov- 
ered structure of tacrolimus was found to be 
remarkably similar to that of sirolimus that 
led Cambridge group (89) to uncover the po- 
tential of the drug as an immunosuppressant. 

I 

Figure 12.6. Structure of Rapamune (3). 

2.2.3.2 Chemical Structure. Structural anal- 
ysis of rapamycin (3; Fig. 12.6) revealed a mac- 
rocyclic triene ladone with strong structural 
similarity to FK 506. 

2.2.3.3 Pharmacokinetics. For Rapamune 
the adult loading dose is 6 mg (equivalent to 3 
x the maintenance dose). A loading dose is 
recommended because of the drug's long half- 
life; without a loading dose it may take 2 2  
weeks to reach the steady state. Whereas the 
adult maintenance dose is 2 mglday, the main- 
tenance dose for children 213 years old is 1 
mg/m2/day, with a maximum dose of 2 mglday. 
Though the oral absorption of sirolimus is 
rapid, with time-to-peak concentration of 2 h, 
the oral bioavailability is approximately 14%. 
Sirolimus is extensively metabolized in the 
liver by 0-demethylation and/or by hydroxyla- 
tion. Sirolimus is the major component in hu- 
man whole blood and contributes to more than 
90% of the immunosuppressive activity. The 
terminal elimination half-life (t,,,) is 72 h in 
males and 61 h in females. The sirolimus 
trough concentrations (whole blood; steady- 
state; ng1mL) is 8.59 + 4.01 for the 2 mglday 
dose and 17.3 t 7.4 for the 5 mglday dose (90). 

2.2.3.4 Pharmacology. Rapamycin, is a 
novel immunosuppressive agent developed for 
the prevention of organ rejection after renal 
transplantation. It allows doctors to eliminate 
cyclosporine, a standard component of typical 
multidrug regimens, at an early treatment 
stage. Like FK 506, rapamycin binds to and 
inhibits the isomerase activity of FKBPs and it 
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Figure 12.7. A stereodrawing of the binding pocket showing all of the bound rapamycin molecule 
and selected FKBP-12 residues. 

is this rapamycin-FKBP complex that is re- 
sponsible for eliciting immunosuppressive ac- 
tivity (91-93). Although it binds to the same 
intracellular binding protein or immunophilin 
known as FKBP-12 as FK 506, its unique 
mechanism of action and superior potency in 
blocking allograft rejection made it an entirely 
new class of immunosuppressants. The three- 
dimensional structure of the complex of hu- 
man FKBP-12 and raparnycin, determined to 
1.7-A resolution by X-ray crystallographic 
techniques, provides a framework to interpret 
the effects of structural perturbation of either 
rapamycin or human FKBP-12 on signal 
transduction pathways (94). The protein com- 
ponent in the complex forms a five-stranded 
antiparallel P-sheet wrapping with a right- 
handed twist around a short a-helix, the same 
folding topology found in the complex of 
FKBP-12 with FK 506 and in uncomplexed 
FKBP-12. Rapamycin binds in a cavity be- 
tween the p-sheet and a-helix with the pipe- 
colinyl ring deeply buried in the protein (Fig. 
12.7). The protein-ligand interface involves at- 
oms from the pyranose ring through the C28 
hydroxyl, with the remainder, including the 
C17422 triene exposed. The C1 ester, the 
pipecolinyl ring, the C8 and C9 carbonyls, and 
the pyranose ring adopt a conformation that is 
superimposable with the same groups in the 
FKBP-12/FK 506 complex. Three hydrogen 

bonds between this region and FKBP-12 
(Ile-56 NH to C1 carbonyl, Tyr-82 hydroxyl to 
C8 carbonyl, and Asp-37 carboxylate to C10 
hydroxyl) and a C9 carbonyl binding pocket 
involving C-H-0 interactions with t hy- 
drogens from Tyr-26, Phe-36, and Phe-99 are 
also identical with those found in the complex 
with FK 506, thus confirming the identical 
binding roles of the common structural ele- 
ments in the two immunosuppressant ligands. 
Two additional hydrogen bonds are involved 
in rapamycin binding to FKBP-12. The first is 
from the Glu-54 main-chain carbonyl to C28 
hydroxyl, which along the Ile-56 NH to C1 car- 
bonyl-hydrogen bond may mimic the interac- 
tion of the dipeptide portion of a natural sub- 
strate with FKBP-12. The sirolimus-FKBP-12 
complex, which has no effect on calcineurin 
activity, binds to and inhibits the activation of 
the mammalian target of rapamycin (mTOR), 
a key regulatory kinase in the signal transduc- 
tion in T-cells. 

The effect of rapamycin on immune cells in 
vitro markedly differs from the actions of 
other known immunosuppressants. Sirolimus 
was found to be an extremely potent inhibitor 
of both murine and human thymocyte prolif- 
eration induced by phytohemagglutinin and 
IL-2 and was at least 10-1000 times more po- 
tent than cyclosporine (95,96). It strongly in- 
hibits murine, porcine, and human T-lympho- 
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cyte proliferation when induced by antigens 
and cytokines (IL-2, IL-4, and IL-151, whereas 
cyclosporine and FK 506 block T-cell activa- 
tion induced only by stimuli employing Ca-de- 
pendent pathways (97-100). Nevertheless, the 
effect of rapamycin could be seen even when 
the drug was added up to 12 h after the stim- 
ulation of T-cells, in contrast to cyclosporine 
and FK 506, which lose their effect after 2 h. 
These findings suggest that unlike cyclospor- 
ine and FK 506, which block Ca2+-dependent 
cytokine transcription early in the G1 phase, 
rapamycin inhibits cytokine-mediated signal 
transduction pathways later in the G1 phase 
(97, 101). 

Sirolimus inhibits the proliferation of 
B-cells induced by lipopolysaccharide through 
a Ca-independent pathway that is resistant to 
cyclosporine and FK 506 (101, 102). Further, 
its effect on the proliferation of purified pe- 
ripheral blood mononuclear cells (PBMC) was 
also investigated in vitro and it was found to 
be at least 50-500 times more potent than cy- 
closporine in inhibiting PBMC proliferation 
induced by 0.1% PHA. Other biochemical 
events that are inhibited by rapamycin involve 
activation of p70S6kinase (103-105) and acti- 
vation of the cdk2lcyclin E complex phosphor- 
ylation of retinoblastoma protein (106). In 
some animal studies, sirolimus-induced toler- 
ization and the immunosuppressive effect 
lasted up to 6 months, even after the discon- 
tinuation of the therapy. Whether sirolimus 
can induce significant tolerization in humans 
is yet to be established. 

Based on rapamycin's ability to inhibit 
both T- and B-cell proliferation in vitro, it was 
expected to exhibit potent inhibition in allo- 
graft rejection. This was evident in several an- 
imal models where rapamycin significantly 
prolonged survival of heart, kidney, and pan- 
creas allografts in rats (107); nonvascularized 
fetal cardiac grafts in murine (108); and kid- 
ney allografts in pig (109) and primate (110). 
In addition it was also found to be effective in 
reversing advanced allograft rejection. Thus, 
rapamycin is a potent immunosuppressant 
with remarkable antirejection activity in ani- 
mal models of organ transplantation. Further, 
because rapamycin and cyclosporine interfere 
at different stages and levels of immune re- 
sponse, combined use of these agents has been 

found to be very promising. In in vitro assays, 
the sirolimus-cyclosporine combination pro- 
duced an inhibitory effect that was between 
10- and 1000-fold greater than that produced 
by either agent alone (111). This was further 
evident in the phase 1/11 clinical trial studies 
when addition of sirolimus (0.5-7 mg/m2/day) 
was found to reduce overall incidence of rejec- 
tion episodes from 32% to 7.5%, in patients 
who were treated with cyclosporine and pred- 
nisone alone (112). Similarly, a multicenter 
trial involving 149 renal transplant patients 
who had been treated with cyclosporine and 
prednisone confirmed that the addition of 
sirolimus (at 1,3, or 5 mg/m2/day) reduced the 
incidence of acute rejection episodes (113); al- 
though within 6 months the cyclosporine- 
prednisone group showed a 40% incidence of 
rejection episodes, patients treated adjunc- 
tively with 1 or 3 mg/m2/day of sirolimus expe- 
rienced only 10% incidence of rejection. The 
studies also showed that 1, 3, or 5 mg!m2 of 
sirolimus did not reduce the number of rejec- 
tion episodes in African-American patients 
who were treated with reduced cyclosporine 
doses. This finding was in contrast to what 
was found when this regimen was used to  
treat patients of non-African-American ori- 
gin. However, the most recent clinical trial re- 
vealed that the adjustment of the cyclospor- 
ine-sirolimus regimen in African-American 
patients (using higher doses than those given 
to non-African-Americans) improved the 
1-year survival rate of kidney allografts. The 
survival rate was increased to 97% from only 
70% for those recipients who were treated 
with the cyclosporine-prednisolone regimen 
(114). 

Finally, two phase I11 trials evaluating the 
efficacy of sirolimus have provided data indi- 
cating that sirolimus is safe and effective. The 
Rapamune U.S. Multicenter Study (115) in- 
cluded 719 renal transplant recipients who 
were randomized to receive either sirolimus 
(either 2 or 5 mglday) or azathioprine (2-3 mgl 
kg!day). All patients also received cyclosporine 
and prednisone. Both sirolimus regimens 
were found to be significantly more effective 
than azathioprine at reducing the incidence of 
acute rejection. Graft and patient survival 
were similar in all treatment groups. In the 
Rapamune Global Study (116), conducted in 
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Table 12.3 Results of phase I11 Clinical Trial Studies 

Sirolimus 
Azathioprinel 

2 mg 5 mg Placebo 

Rapamune U.S. multicenter studies 
(719 renal transplant recipients) 

Incidence of biopsy-confirmed acute 
rejection at  6 months 

Gr& survival a t  12 months 

Patient survival a t  12 months 

Rapamune worldwide studies (576 
renal transplant recipients) 

Incidence of biopsy-confirmed acute 
rejection at  6 months 

Graft survival at  12 months 

Patient survival at  12 months 

Australia, Canada, Europe, and the United 
States, 576 renal transplant recipients were 
stratified to receive either sirolimus (either 2 
or 5 mglday) or placebo. All patients also re- 
ceived cyclosporine and prednisone. As in the 
U.S. study, sirolimus was found to be superior 
to placebo at reducing the incidence of acute 
rejection within the first 6 months after trans- 
plantation. Graft and patient survival were 
similar in all treatment groups. The results of 
both phase I11 clinical trials are summarized 
in Table 12.3. 

2.2.3.5 Structure-Activity Relationship. 
Structure-activity relationship studies with 
sirolimus led to the identification of SDZ-RAD 
(40-0-[2-hydroxyethyll-rapamycin) as a new, 
orally active raparnycin derivative with potent 
immunosuppressive activity (117). Because of 
its synergistic interaction, SDZ-RAD is under 
clinical investigation as an immunosuppres- 
sant in combination with cyclosporine after 
organ transplantation (118). Coadministra- 
tion of microemulsion cyclosporine (neoral) 
and the novel immunosuppressant SDZ-RAD 
potentiates the immunosuppressive efficacies 
of both drugs to suppress allograft rejection 
(119, 120). SDZ-RAD effectively ameliorates 
chronic renal allograft rejection in rats, prob- 
ably mediated through the suppression of 
growth factors (121). SDZ-RAD exerts its 

pharmacological effect by binding to a differ- 
ent effector protein, inhibits the S6p 70-ki- 
nase, and interrupts a different signal trans- 
duction pathway in contrast to tacrolimus. 
The pharmacokinetic data of the SDZ-RAD 
dose, normalized to 1 mg SDZ-RAD, were as 
follows: AUC (0, 24 h): 35.4 + 13.1 glL/h; 
C,,: 7.9 + 2.7 pg/L/h; and t,,: 1.5 +- 0.9 
(122). SDZ has also been evaluated in combi- 
nation with FTY 720 and was found to be ef- 
fective in maintaining heterotopic cardiac 
graft throughout the treatment period (123). 
Presently it is undergoing phase I11 clinical 
trials. 

2.2.3.6 Side Effects. The most common 
side effects associated with Rapamune are hy- 
percholesterolemia and hypertrigliyceridemia 
(hyperlipemia), thrombocytopenia, anemia, 
acne, abdominal pain, urinary tract infection, 
arthralgia, diarrhea, hypokalemia, lympho- 
cele, and increased lactic dehydrogenase. In- 
creased susceptibility to infection and the pos- 
sible development of lymphoma may also 
result from immunosuppression (90). Specific 
adverse reactions associated with Rapamune 
administration occurring at a significantly 
higher frequency vs. controls were observed 
for both 2 and 5 mg/day schedules: hypercho- 
lesterolemia, hyperlipemia, hypertension, and 
rash in patients on the 5 mg/day schedule; 
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R = OH: Spergualin 
R = H; 15 deoxyspergualin 

Figure 12.8. Structure of spergualin (4a) and deoxyspergualin (4b). 

anemia, arthralgia, diarrhea, hypokalemia, 
thrombocytopenia, and acne for patients on 
the 2 mglday schedule. Elevations of triglycer- 
ides and cholesterol, and decreases in platelets 
and hemoglobin occurred in a dose-related 
manner (124). No significant interactions 
were observed with acyclovir, digoxin, gly- 
buride, prednisolone, oral contraceptives, and 
co-trimoxazole (90). 

2.2.4 15-Deoxyspergualin 
2.2.4.1 History. In 1981 Umezawa isolated 

an antitumor and immunosuppressive antibi- 
otic from the culture filtrates of Bacillus lat- 
erosporus (125, 126) called spergualin. Al- 
though it was originally identified because of 
its antitumor and antibiotic activity, the im- 
munosuppressive activity was found to be 
more pronounced. Its structural instability, 
attributed to the presence of an a-hydroxygly- 
cine moiety, led to the synthesis of several 
hundred analogs in different laboratories, to 
identify a stable analog with potent immuno- 
suppressive activity (127-129). These studies 
culminated in the identification of 15-deox- 
yspergualin (DSG), with strong immunosup- 
pressive activity both in vitro and in vivo 
(130). 

2.2.4.2 Chemical Structure. Spergualin, 
1-amino-19-guanitido-ll,l5-dihydroxy-4,9, 
12-triazathioprinenonadecane-10,13-dione 
(4a; Fig. 12.7) is a water-soluble peptide with a 
molecular weight of 496 Da. It is synthetically 
dehydroxylated to produce 15-deoxyspergua- 
lin (4b; Fig. 12.8). 

2.2.4.3 Pharmacokinetics. DSG is a highly 
polar molecule because of which it has a poor 
(3-6%) oral bioavailability (131). When ad- 
ministered by intravenous bolus injection, it is 
rapidly cleared with a biphasic half-life in mice 
of about 1.9 and 11.6 min (132). The clearance 
rate was independent of dose and the predom- 
inant route of elimination of DSG was renal. 

The maximum tolerated dose (MTD) in mice 
was 10.5 mg/kg when administered by intra- 
venous bolus route. In mice, the peak plasma 
concentration after a single LD,, dose was ap- 
proximately 30 pglmL. 

Because the MTD of DSG is attributable to 
the peak plasma concentration, the generally 
accepted mode of administration to humans 
has been a 3-h intravenous infusion. Human 
pharmacokinetic studies of DSG given intra- 
venously over 3 h for 5 consecutive days re- 
vealed rapid plasma clearance with t,,,, = 37 
min and tl,,p =. 9.2 h. There was no accumu- 
lation of DSG in the plasma after each 3-h 
infusion for 5 days (132). Six metabolites of 
DSG have been identified using HPLC, but 
none of these metabolites exhibits the antitu- 
mor or immunosuppressive activity of the par- 
ent component. The area under the curve of 
15-deoxyspergualin matched well with the ad- 
ministered dose (132, 133). 

2.2.4.4 Pharmacology. In vitro, DSG mod- 
erately inhibits both the mitogen-stimulated 
proliferation of T-cells and the generation of 
cytotoxic T-cells (134, 135), without affecting 
IL-2 production. DSG inhibited growth of 
mouse EL-4 lymphoma cells with an IC,, 
value of 0.02 &mL. Even though the cells 
were treated with DSG for only 4 h and then 
washed, the antiproliferative effect was long 
lasting, with an IC,, value of 0.4 pg/mL. Stud- 
ies have shown that DSG binds to the cells 
through its spermidine moiety instead of gua- 
nidine moiety and thus exerts its long-lasting 
antiproliferative effect (136). Because DSG 
blocks T-cell function in vitro when added 3-4 
days after the stimulation of T-cells (1341, it is 
believed to act at a late stage of the cell cycle of 
T-cells. However, this inhibitory effect can be 
reversed by the exogenous supplementation of 
IFN-y, but not by IL-2 (137). 

Although the molecular mode of action of 
DSG is not yet clearly understood, it binds spe- 
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cifically to two heat-shock proteins (Hsp), 
Hsp7O and Hsp90, which represent two mem- 
bers of a class of immunophilins. Although the 
exact binding site on Hsp7O for protein sub- 
strates is not yet known, a recent study has 
shown that the C-terminal four amino acids 
647EEVD650 might be playing a role in regulat- 
ing ATPase activity and substrate binding. 
These four amino acids are also found at the 
C-terminus of Hsp9O and may be involved in a 
similar function (138). However, the role of 
the EEVD motif in biological processes has not 
yet been investigated. 

Other effects of DSG include li~osomal en- - 
zyme release, superoxide production, major 
histocompatibility antigen (MHC) class I1 up- 
regulation, and IL-1 production (139). DSG 
also reduced the ~roduction of antibodies in 
immunotoxin-treated mice (140), and in vitro 
reduced the expression of IgM on the surface 
of B-cells after the administration of lipopoly- 
saccharide or IFN- y to a mouse cell line of pre- 
B-cells (141). These studies may account for 
the immunosuppressive and antitumor prop- 
erties of DSG and the pathway of immune sup- 
pression for DSG appears to be entirely differ- 
ent from that of other clinically used 
immunosuppressants. 

The immunosuppressive activity of DSG 
has been demonstrated in many animal mod- 
els of transplant rejection such as heart (142), 
liver (143), pancreas (1441, pancreatic islet 
(144), and bone marrow (145). In one of the 
experiments, treatment of baboons with 4 mg/ 
kglday of 15-deoxyspergualin improved the 
survival of heart, but not renal, allografts 
(146). Similarly, treatment with DSG slightly 
delayed the rejection of heart allografts in rat 
recipients that had been presensitized with 
skin allografts (147). In preclinical models, 
DSG was found to be active both in prolonging 
allograft survival and in the reversal of graft 
rejection (148,149). This is in contrast to clin- 
ically used cyclosporine, which is ineffective in 
reversing the ongoing rejection. DSG also 
demonstrated a rescue effect when intraperi- 
toned alginate-poly-L-lysine-alginate mi- 
croencapsulated xenoislets induced cellular 
overmowth that threatened the survival of the - 
graft in streptozotocin-induced diabetic mice 
(150). Experiments in dogs showed that DSG 
treatment reversed acute rejection episode 

(151), but caused significant gastrointestinal 
disturbances. In another study, DSG (40-220 
mg/m2) was highly effective in reversing rejec- 
tion episodes in 27 of 34 (79.4%) recipients of 
renal transplants when used alone (152), and 
even more effective when administered in 
combination with methylprednisolone (87.5%; 
(153)). Similarly when DSG (3-5 mgkg) was 
administered in daily 3-h intravenous infu- 
sions for 7 days, it reversed 76% of the rejec- 
tion episodes in 260 patients within the first 6 
months after transplantation (154). In addi- 
tion, DSG also reversed 70% of steroid-resis- 
tant rejection episodes. 

Its efficacy has been further demonstrated 
in xenograft models as well, where it pro- 
longed the survival of xenogeneic kidney 
grafts in mongrel dogs receiving kidney of sil- 
ver foxes (155). In fact, its activity was found 
to be markedly superior to that of cyclosporine 
and FK 506 in prolonging xenograft survival 
(156). Recently, several groups evaluated the 
efficacy of DSG alone or in combination with 
either T-cell monoclonal antibody or cyclo- 
sporine or FK 506 for the prolonged survival of 
xenografts in animal models (157-161). Coad- 
ministration of DSG and cyclosporine was ef- 
fective and nontoxic and prolonged heart 
grafts in primate models (162). Further, it has 
also been reported that the use of DSG per- . 
mits lowering of cyclosporine doses and reduc- 
tion of nephrotoxicity when coadministered 
together (163). 

In human transplantation, Amemiya et al. 
studied a variety of techniques for reversing 
rejection, using DSG alone, along with the use 
of DSG in rejections unresponsive to steroids 
(rescue therapy) (152,164,165). High rates of 
70-90% of overall reversal were achieved in 
primary treatment, with an average rate of 
81% for all patients studied. The rescue ther- 
apy similarly gave high rates of reversal with 
an average of 66% in these groups. Tanabe et 
al. showed that DSG was effective in allograft 
prolongation when used with a donor-specific 
transfusion protocol (166). These results sug- 
gest that DSG may be valuable as a prophy- 
laxis for clinical human transplantation. 

2.2.4.5 Structure-Activity Relationship. 
The structural instability of DSG resulting 
from the presence of an a-hydroxyglycine moi- 
ety led to the synthesis of several hundred an- 



alogs in different laboratories, to identify a 
stable analog with potent immunosuppressive 
activity. Modifications were introduced in all 
three regions-spermidine moiety, a-hydrox- 
yglycine moiety, and guanidinoheptanoic acid 
moiety-to clarify the roles of various func- 
tional moieties. Earlier structure-activity re- 
lationship studies carried out with DSG led to 
the conclusions that ( I )  the molecular length 
of the guanidino fattyacylaminoacyl moiety 
plays an important role in the expression of 
biological activity; (2) modification around the 
spermidine moiety plays an important role in 
biological activity; and (3) the 5-hydroxyl 
group is not essential for activity. None of the 
congeners was found to have a better activity 
profile than that of DSG; however, further op- 
timization led to the identification of six novel 
analogs with strong immunosuppressive ac- 
tivity but all of them exhibited activity at a 
dose higher than 3 mg/kg, which is an effective 
dose for DSG (167). Later, Lebreton et al. 
(168, 169) carried out structure-activity rela- 
tionship studies by synthesizing a series of 
novel analogs of DSG. They too introduced 
structural modifications in the hydroxyglycine 
region and in the spermidine region. The con- 
geners were synthesized and tested in a graft- 
vs.-host disease (GVHD) model in mice to de- 
termine its optimum structure in terms of in 
uiuo immunosuppressive activity. The studies 
led to the identification of a novel analog (5; 
Fig. 12.9), which demonstrated powerful ac- 
tivity at a dose of 0.3 mg/kg in the GVHD 
model and was much more potent than DSG in 
the demanding heart allotransplantation 
model in rats. The improvement of in uiuo ac- 
tivity was related to an increase of the meta- 
bolic stability of the methylated analogs com- 
pared to that of the parent molecules. Because 
of its very low active dose, compatibility with 
subcutaneous administration in humans, and 
its favorable pharmacological and toxicologi- 
cal profile, it has been selected as a candidate 
for clinical evaluation. 
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of DSG analogue (5).  

2.2.4.6 Side Effects. Adverse effects associ- 
ated with the treatment of 15-deoxyspergua- 
lin for allograft rejection includes numbness of 
the face, lips, and limbs (in 14% of patients), 
gastrointestinal toxicity (in 9%), and bone 
marrow suppression (in 54%). Because of its 
low bioavailability, 1Bdeoxyspergualin needs 
to be administered intravenously for only a 
short duration, thereby limiting its wide- 
spread application in organ transplantation. 
In rats treated with DSG at the active period, 
bone marrow suppression and damage of 
small intestine were significantly severe. The 
toxicity of DSG varied with the dosing time, 
whereas its efficacy did not (164). 

2.2.5 FTY 720 
2.2.5.1 History. In the 1990s, Yoshotomi 

Pharmaceuticals Ltd., Japan, in collaboration 
with Fujita of Kyoto University, began re- 
search on immunosuppressive substances 
from the products of vegetative wasp. From 
the culture broth of lsaria sinclairii, they iso- 
lated a potent immunosuppressant, ISP-I. It 
was found to be at least 10-100 times more 
potent than cyclosporine as an immunosup- 
pressant of the immune response both in uitro 
and in uiuo (170). Structurally, ISP-I was iden- 
tical to myriocin (171, 172) and thermozymo- 
cidin (173), previously isolated from M. albo- 
myces (ATCC 16425) and M. sterillia (ATCC 
20349), respectively, as an antifungal agent. 
During structure-activity relationship studies 
of myriocin, it was observed that reduction of 
the ketone at C14 to methylene led to a conge- 
ner with a 10-fold increase in the immunosup- 
pressive activity (174), thereby suggesting 
that there is a strong possibility for the pres- 
ence of compounds more potent than myriocin 
in the culture broth of myriocin-producingmi- 
croorganisms. A search for new compounds 
having more potent activity than that of ISP-I 
led to the isolation of mycestericins D, F, E, 
and G (175-177) as minor analogs. These com- 
pounds were evaluated for their immunosup- 
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pressive activity in mouse allogenic MLR as- 
say, where mycestericins D and E were found 
to be more or less equipotent to myriocin, 
whereas F and G were less active. A structure- 
activity relationship study on these natural 
variants by Fujita et al. led to the identifica- 
tion of 2-amino-2-tetradecylpropane-1,3-diol 
hydrochloride (ISP-1-55) as a promising lead 
for the development of potent organ trans- 
plant drugs (178). Finally, it was Adachi in 
1995 who optimized these leads obtained from 
the synthetic as well as natural variants of 
ISP-I that led to the design and synthesis of 
the potent compound FTY 720 as a clinical 

2.2.5.2 Chemical Structure. The com- 
pound 2-amino-2[2-(4-octylpheny1)ethyll-1,3- 
propane diol (6; Fig. 12.10) was first synthe- 
sized in 1995 in an effort to minimize the toxic 
in uiuo properties of ISP-I. 

2.2.5.3 Pharmacokinetics. No data have 
yet been reported on the pharmacokinetic pa- 
rameters of FTY 720. 

2.2.5.4 Pharmacology. FTY 720 exerts its 
immunosuppressive effect by inducing a dras- 
tic and selective decrease in blood lympho- 
cytes, especially T-cells both in vitro and in 
uiuo. In uitro, it causes cell death in lympho- 
cytes and leukemia cells, whereas in vivo (rats 
and mice), a marked decrease in the number of 
blood lymphocytes is observed within 1 h after 
a single oral administration of FTY 720 at 
5-10 mg/kg doses (180). It is presumed to be 
acting by altering lymphocyte trafficking1 
homing patterns through modulation of cell 
surface adhesion receptors and ligands in a 
manner that has yet to be elucidated. In the 
thymus, long-term daily administration of 
FTY 720 caused a three- to fourfold increase in 
the proportion of mature medullary thymo- 
cytes [CD4(+)CD8(-) and CD4(-)CD8(+)1 as 
well as a slight decrease in the double-positive 
cell [CD4(+)CD8(+)] ratio, thereby suggest- 
ing that the immunosuppressive action of FTY 
720, at least in part, could be attributable to its 
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Figure 12.10. Structure of FTY 20 (6). 

inhibitory effect on T-cell emigration from the 
thymus to the periphery (181). 

Thus, because of its distinct mechanism of 
action to reversibly alter lymphocyte homing 
patterns away from the graft, FTY 720 offers a 
unique reagent for both induction and main- 
tenance of immunosuppression. FTY 720, 
when given i.v. or orally at 0.03 mgkg or more, 
significantly prolonged skin allograft survival 
in a dose-dependent manner and showed more 
potent immunosuppressive activity than that 
of either cyclosporine or tacrolimus (182). To 
elucidate the mechanisms of the remarkable 
synergistic effect, mRNA expressions of 11-2 
and yIFN and that of CD3, which reflects T- 
cell infiltration in allograft, were analyzed. 
The results suggest that the synergistic effect 
on the prolongation of allograft survival may 
be the result of the respective inhibitors of T- 
cell infiltration and cytokine production in 
grafts (183). The same group studied the sig- 
nificance of the timing of FTY 720 administra- 
tion on the immunosuppressive effect to pro- . 
long rat skin allograft survival and found that 
it should be administered before the increase 
in T-cell infiltration into grafts so as to inhibit 
acute allograft rejection (184). Its clinical po- 
tential as an immunosuppressant has been 
demonstrated in a variety of allograft and 
xenograft transplantation models. It pro- 
longed cardiac (185), pancreas (186), islet 
(187), liver (188), kidney (1891, and renal (190, 
191) allograft survival in laboratory animals 
without any drug-induced toxic side effects. 
Similarly, it was also able to prolong concor- 
dant xenograft survival in rats (192). 

Although much research has yet to be done 
to unravel the nature of the mechanism of ac- 
tion of FTY 720. its efficacv has been suffi- " 

ciently proved in numerous rodents and sub- 
human primate models, especially when 
administered in combination with one of the 
conventional immunosuppressants, such as 
cyclosporine, tacrolimus, or sacrolimus. FTY 
720 potentiates the immunosuppressive ef- 



Organ Transplant Drug 

fects of cyclosporine and/or sacrolimus both in 
vitro (by inhibiting of T-cell proliferative re- 
sponse) and in vivo (by inhibiting graft rejec- 
tion). 

Several groups have studied its efficacy in 
adjunct therapy with either cyclosporine or sa- 
crolimus both in experimental allograft mod- 
els involving renal (193), heart (194), liver 
(195, 1961, and kidney (197) transplantation, 
and in a xenograft model involving islet trans- 
plantation in the pig-to-rat model (198). In one 
of the experiments carried out by Kahan et al. 
(199) a 14-day course of FTY 720 (0.05-8.0 
mgtkglday) by oral gavage prolonged heart al- 
lograft survival in a dose-dependent fashion. 
Although a 14-day oral course of cyclosporine 
(1.0 mg/kg/day) alone was ineffective (mean 
survival time = 7.0 + 0.7 versus 6.4 + 0.6 days 
in treated vs. untreated hosts), treatment 
with a combination of 1.0 mg/kg/day cyclo- 
sporine and 0.1 mg/kg/day FTY 720 extended 
allograft survival to 62.4 + 15.6 days. Simi- 
larly, a 14-day oral course of 0.08 mg/kg/day 
sirolimus alone was ineffective (6.8 + 0.6 days; 
NS), but the combination of sirolimus with 0.5 
mg/kg/day FTY 720 extended the mean sur- 
vival time to 34.4 + 8.8 days. The cyclosporine/ 
sirolimus (0.5/0.08 mg/kg/day) combination 
acted synergistically with FTY 720 (0.1 mg/kg/ 
day) to prolong heart survivals to >60 days (CI 
= 0.18). In experiments with other combina- 
tions, an attempt was made to define an effec- 
tive range of FTY 720 doses that could be com- 
bined with a suboptimal dose (10 m&g) of 
cyclosporine for canine kidney allograft recip- 
ients. FTY 720, at a dose ranging from 0.1 to 
3.0 mg/kg, significantly prolonged allograft 
survival in all groups receiving FTY 720 in 
combination with cyclosporine. None of the 
recipients died from the notable side effects of 
the drug, thereby suggesting that FTY 720 has 
a potent effect at an extremely low dose and a 
wide therapeutic window when combined with 
cyclosporine (197). 

Recently, Fururkawa et al. (200) compared 
a single-dose study with FTY 720 at various 
doses and a combined-dose study with the con- 
ventional immunosuppressant cyclosporine in 
a canine liver allograft model. The median 
survival of untreated control animals was 9 
days, whereas treatment with FTY 720 at a 
dose of 0.1 mg/kg/day prolonged graft survival 

to 49.5 days. FTY 720 at 1 mg/kg/day showed a 
slight but insignificant prolongation to 16 
days, but when the dose was increased to 5 
mg/kg/day, the graft was rejected at 10 days. 
The combination of FTY 720 (0.1 mg/kg/day) 
with a subtherapeutic dose of cyclosporine (5 
mg/kg/day) prolonged median animal survival 
from 40 days with cyclosporine alone to 74 
days. 

FTY 720 thus exhibits potent immunosup- 
pressive activity and can be used synergisti- 
cally with either cyclosporine, sacrolimus, or 
tacrolimus for antirejection therapy without 
enhancing their side effects. Although there is 
no information about the toxicity of the drug 
in humans, FTY 720 is metabolized by lysoso- 
ma1 and membrane enzymes as well as pos- 
sibly by CYP 4A, but not by CYP 3A4, the 
enzyme that primarily biotransforms cyclo- 
sporine and sirolimus. These findings suggest 
that FTY 720 offers possibilities for the design 
of immunosuppressive drug combinations. 
Not only should the agent allow a further re- 
duction in cyclosporine and/or sirolimus 
doses, but it should also facilitate the elimina- 
tion of steroids from the immunosuppressive 
regimen. It is likely that in the near future 
FTY 720 will eventually prove to be an effica- 
cious new weapon in the immunosuppressive 
armamentarium. 

Recently, an antibody against FTY 720 has 
been raised by immunizing rabbits with an 
ovalbumin conjugate of 2-amino-2-(4-(4-mer- 
captobuty1)phenyl)ethylpropane-1,3-diol HCl 
(AMPD-41, which contains the essential struc- 
ture of the novel immunosuppressant FTY 
720. As the antibody reacted not only to 
AMPD-4 but also to FTY 720, it should be use- 
ful for the immunoassay of FTY 720 in body 
fluids, tissues, and cells (201). 

2.2.5.5 Structure-Activity Relationship. To 
investigate the structure-activity relation- 
ship, extensive modifications of ISP-I (7; 
Fig. 12.8) were conducted, and it was estab- 
lished that the fundamental structure pos- 
sessing the immunosuppressive activity is a 
symmetrical 2-alkyl-2-aminopropane-1,3-diol. 
The tetradecyl, pentadecyl, and hexadecyl de- 
rivatives prolonged rat skin allograft survival 
in combination of LEW donor and F344 recip- 
ient and were more effective than cyclospor- 
ine. Among them, 2-amino-2-tetradecylpro- 
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Figure 12.11. Structure of ISP-I (7) and 
ISP-55 (8). 

pane-l,3-diol hydrochloride (ISP-1-55, 8; Fig. 
12.11) showed the lowest toxicity (178). Inter- 
estingly, each of the 2-amino-1,3-diol hydro- 
chloride compounds is composed of a hydro- 
philic part (amino alcohol) and a lipophilic 
part (hydrocarbon chain), thereby suggesting 
that amphiphilicity should be one of the most 
important features of this class of compounds. 
Moreover, given that the lipophilic side chain 
contains a number of rotatable bonds, Adachi 
et al. hypothesized that by imposing restric- 
tion in the conformational flexibility, the ac- 
tivity could be improved. Accordingly, they in- 
troduced a phenyl ring in the lipophilic side 
chain because it is considered to be an effective 
template for introducing conformational con- 
straints. Thus, eight compounds possessing a 
phenyl ring on a variety of positions within the 
side chain of ISP-1-55 were synthesized (179). 
The compounds displayed moderate to potent 
inhibitory activity; however, FTY 720 was the 
most potent compound and was at least three 
times more potent than ISP-1-55. 

2.2.5.6 Side Effects. Administration of FTY 
720 at an oral dose of 10 m a g  for 14 days 
resulted in a prolongation of graft survival in 
rodents with a median mean time of 27.0 days 
without renal toxicity or other toxic sign. 
However, no information about the toxicity of 
the drug in humans is yet available. 

2.2.6 Monoclonal Antibodies 
2.2.6.1 History. Monoclonal antibodies of- 

fer enormous potential as saturation immuno- 
suppressants because they can be used in pro- 
phylactic regimens to prevent early acute 
rejection. They are directed against various 
levels and stages of T-cell activation or effector 
function such as against CD4, adhesion mole- 
cules, cytokine receptor, transferrin receptor, 

portion of T-cell receptor (CD3), and other tar- 
gets as a means to alter the immune response 
to alloantigen in a more selective manner. Out 
of these, the most attractive approach is to 
target IL-2R with monoclonal antibodies, such 
as those raised in mice and reacting with the 
p55 light chain of the receptor, which show 
promise as immunosuppressive agents in ex- 
perimental allograft models. Besides IL-2R, 
another interesting approach is to target CD3 
antigen with anti-CD3 monoclonal antibody. 
Thus the drug works by targeting and block- 
ing a specific region of immune system T-cells, 
thereby preventing the cells from multiplying 
in the transplanted organ. In other words, in- 
stead of attacking all of the immune cells and 
making the patient susceptible to infections, 
monoclonal antibodies can selectively target 
the cells that have recognized the foreign graft 
and have started to react to it. 

Monoclonal IL-2R antibodies have been 
successful in pilot studies in preventing solid 
organ transplantation and in treating GVHD 
bone marrow transplantation. The monoclo- 
nal antibody directed against the p55 chain of 
the human IL-2R (BT 563) given for 10 days to 
19 renal transplant recipients with corticoste- 
roid-resistant graft rejection rescued 13 of 19 
patients from rejection, and all had a function- 
ing graft 43 months after treatment (202). 
Given the human anti-mouse antibody re- - 
sponse, however, these antibodies were less 
effective in human transplantation than those 
in rodents (203, 204) because humans make 
antibodies of their own that neutralize these 
mouse proteins. As a consequence, mouse an- 
tibodies typically can be given only once, 
which is rarely enough to prevent or treat dis- 
ease. Humanized monoclonals attempt to - 
solve this problem. Using computer modeling 
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and genetic engineering, the binding site of a 
mouse antibody, the small part of the antibody 
that attaches to its target, is combined with 
90% of a human antibody to develop human- 
ized antibodies. Although their availability 
was originally limited to murine antibodies 
produced by hybridoma technology, advances 
in the past few years have enabled production 
of "humanized" antibodies by the DNA 
method. They are reported to have decreased 
antigenicity and a prolonged plasma half-life, 
and can be used repeatedly for a longer period 
of time. 

In contrast to monoclonal IL-2R antibod- 
ies, the anti-CD3 monoclonal antibody recog- 
nizes one of the seven protein chains that con- 
stitute the antigen receptor of T-cells and, by 
binding to this molecule, inhibits the function 
of T-cells (205). The target specificity of anti- 
CD3 provides considerable improvement over 
the use of polyclonal antibodies. Muromonab 
CD3 (trade name: orthoclone OKT3) has been 
introduced as an induction treatment in the 
attempt to block the initial insult to the target 
organ by T-lymphocytes, as well as to attenu- 
ate the frequency and severity of rejection ep- 
isodes that threaten allograft survival (206). 
This product was developed at Ortho Biotech 
Inc., and was approved by the FDA in 1986. 
Commercially, 0KT3 is available as an inject- 
able solution (5 mg/5 mL). 

Besides OKT3, two anti-IL-2R monoclonal 
antibodies, daclizumab and basiliximab (dacli- 
zumab, 10% murine and 90% human; basilix- 
imab 40% murine and 60% human), have also 
been approved by the FDA for the prevention 
of acute renal transplant rejection (207, 208). 
Both are engineered human IgG monoclonal 
antibodies directed against the alpha-subunit 
(CD25) of the interleukin 2 receptor (IL-2R). 
Because they are specific for the alpha-subunit 
(TacICD25) of the interleukin 2 (IL-2) recep- 
tor on activated T-cells, they achieve immuno- 
suppression by competitive antagonism of IL- 
2-induced T-cell proliferation. Basiliximab 
(trade name: Simulect) gained FDA approval 
in May 1998 and is marketed by Novartis 
Pharmaceutical Corporation (207). Dacli- 
zumab (trade name: Zenepax), developed and 
patented by Protein Design Laboratories, 
gained FDA approval in December 1997 and is 
marketed by Hoffman LaRoche (208). Com- 

mercially, daclizumab is available in solution 
form (25 mg/5-mL vials) for injection, whereas 
basiliximab is available as a lyophilisate pow- 
der for injection (20 mglvial). 

2.2.6.2 Pharmacokinetics. The limited data 
available on the pharmacokinetics of intrave- 
nous daclizumab in renal transplant recipi- 
ents indicate that a dosage of 1 mg/kg every 14 
days for a total of five doses can maintain suf- 
ficient serum concentrations to provide immu- 
nosuppression for 3 months after transplanta- 
tion. The first dose is given within 24 h before 
the transplant surgery. Daclizumab has a 
small volume of distribution (about 5.3 L), and 
systemic clearance is low (-15.1 mL/h, with 
interindividual variation of about 20%). The 
drug has a long terminal half-life (harmonic 
mean about 480 h), which is similar to that 
reported for human immunoglobulin G (207). 
With basiliximab, both single- and multiple- 
dose pharmacokinetic studies (ranging from 
15 to 150 mg) have been carried out in kidney 
transplant recipients. The recommended reg- 
imen consists of two 20-mg doses given i.v. 
The first dose is given within 2 h before the 
transplant surgery. The second dose is given 4 
days after the transplant. Pediatric (2-15 
years of age) protocol is similar to that for 
adults except that the recommended dose is 12 
mg/m2 BSA, up to a maximum of 20 mg. Fol-. 
lowing i.v. infusion of 20 mg for 30 min, the 
peak mean ? SD serum concentration was 7.1 
? 5.1 mg/L. A dose-dependent increase in the 
C,, and AUC value was observed up to the 
maximum tested single dose studied (i.e., 60 
mg). The value of distribution is 8.6 + 4.1 L, 
terminal half-life is 7.2 +- 3.2 days, and total 
body clearance is 41 t 19 mL/h (208,209). 

For OKT3, each dose must be filtered 
through a low protein-binding 0.22-p filter be- 
fore administration, and is given by i.v. push 
over 20-40 s. The dose schedule for children 
less than 12 years old is 0.1 mg/kg/day for 
10-14 days, whereas for children over 12 years 
and for adults it is 5 mg/day for 10-14 days. 
Immunosuppressive therapy should be either 
discontinued or substantially reduced during 
the course of 0KT3 therapy. An adequate 
level of immunosuppression should be re- 
stored before the 0KT3 course ends (206). 

2.2.6.3 Pharmacology. In a randomized 
prospective trial conducted in 101 renal trans- 



achieved with mycophenolate mofetil alone 
(218). A pooled analysis of two randomized, 
double-blind studies was performed on the ef- 
ficacy and safety of daclizumab in renal trans- 
plant patients when combined with standard 
immunosuppression. Patients receiving their 
first cadaveric renal allograft were random- 
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plant recipients, induction with 2.5 mg 0KT3 
provided excellent rejection prophylaxis with 
fewer but persistent side effects. The use of 
mycophenolate diminishes the number of 
acute rejection episodes and the formation of 
anti-KT3 xenoantibody (210). Azathioprine, 
corticosteroids, and delayed addition of cyclo- 
sporine have also been used in the immuno- 
suppressive regimen using prophylactic 0KT3 
to avoid overimmunosuppression and possible 
cyclosporine-related nephrotoxicity (211-213). 
As prophylaxis against renal allograft rejec- 
tion, muromonab CD3 has been used in trans- 
plant recipients with delayed (214) and imme- 
diate graft function (215). Although 0KT3 is 
used mainly in renal transplant patients, it is 
also effective in the treatment of heart, liver, 
and bone marrow transplants. 

Daclizumab was studied in adult and pedi- 
atric renal allograft recipients, liver allograft 
recipients, and calcineurin-sparing protocols 
in renal transplant recipients (207). It directly 
and specifically interferes with IL-2 signaling 
at the receptor level by inhibiting the associa- 
tion and subsequent phosphorylation of the 
ILSR beta- and gamma-chains induced by li- 
gand binding (216). Daclizumab, when added 
to standard cyclosporine-based immunosup- 
pressive therapy with or without azathio- 
prine, significantly reduced the 6-month rate 
of acute rejection compared with that of pla- 
cebo in two multicenter placebo-controlled 
phase I11 studies in renal transplant recipi- 
ents. The mean number of rejection episodes 
was significantly reduced and the time to first 
acute rejection significantly increased in dacli- 
zumab vs. placebo recipients. Patient survival 
at 1 year after transplantation was signifi- 
cantly higher with daclizumab than with pla- 
cebo in one study and showed a trend in favor 
ofthe drug in the other study (217). In a phase 
I1 study, acute rejection rates in patients 
treated with both daclizumab and mycopheno- 
late mofetil (plus standard cyclosporine-based 
immunosuppression) were lower than those 

ized to receive five doses of daclizumab (n = 
267) or placebo (n = 268), starting preopera- 
tively. Acute rejection at 1 year occurred less 
frequently with daclizumab (n = 74, 27.7%) 
than with placebo (n = 116, 43.3%) (P = 
0.0001). Mean cumulative doses of corticoste- 
roids were lower with daclizumab (4133 mg) 
than with placebo (4562 mg). One-year graft 
survival was 91.4% with daclizumab compared 
with 86.6% on placebo (P = 0.0651, with pa- 
tient survival of 98.5 and 95.1% for dacli- 
zumab and placebo, respectively (P = 0.022). 
Thus, therapy with daclizumab significantly 
reduces acute rejection in renal transplanta- 
tion and improves patient survival without 
any increase in morbidity (219). Daclizumab 
was also found to exhibit substantial activity 
in patients (n = 43) with ongoing acute 
GVHD. There were no infusion-related reac- 
tions and no serious side effects related to da- 
clizumab (220). 

Basiliximab was studied in renal allograft 
recipients and subgroups of recipients of liv- 
ing-related and cadaveric transplants, and in 
patients with diabetes mellitus. Immunopro- 
- 

phylaxis with basiliximab has been demon- 
strated to significantly reduce the incidence of 
acute cellular rejection in adult renal allograft 
recipients (32% versus placebo, P < 0.01) 
(221). In a study of 732 patients treated with . 
basiliximab, the percentage of biopsy-con- 
firmed acute rejection episodes was decreased 
from 48% in those patients treated with pla- 
cebo to 33% in the basiliximab group, which 
was statistically significant (P < 0.0001) (222). 
Although the risk of acute rejection was re- 
duced, patients who received basiliximab had 
no adverse reactions and no increase in infec- 
tious complications or cancers compared to 
the placebo group. 

Clinically, both daclizumab and basilix- 
imab are used as part of an immunosuppres- 
sion regimen that may include tacrolimus, cy- 
closporine, MMF, or corticosteroids. The 
results of some of the triple-drug regimens 
used under different organ transplant settings 
are summarized in Table 12.4. Although both 
new anti-IL-2R monoclonal antibodies, basil- 
iximab and daclizumab, are additional agents 
for the prevention of acute renal transplant 
rejection, their general applicability and long- 
term therapeutic success remain to be proved. 
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Table 12.4 Examples of Some Triple Drug Regimens Involving Monoclonal Antibodies 

Organ 
Transplantation 

Model (n = 

Monoclonal Antibody + number of 
Immunosu~~ressant  Drue ~a t ien ts )  Remarks Reference 

Daclizumab + MMF + steroids 

Tacrolimus + MMF + steroids 
+ induction with monoclonal 
antibody 

Daclizumab + sirolimus + 
MMF 

Daclizumab + cyclosporine + 
MMF + prednisone 

Daclizumab + MMF + steroids 

Daclizumab + cyclosporine + 
MMF + prednisone 

Tacrolimus + sirolimus + 
daclizumab 

Basiliximab + early initiation 
of cyclosporine therapy 

Liver (n = 25) 

Solitary pancreas 
(n = 23) 

Kidney 
transplantation 
(n = 14) 

African-American 
and high risk 
Hispanic renal 
patients (n = 

49) 

Renal 
transplantation 
(n = 45) 

Cardiac 
transplantation 
(n = 55) 

Islet 
transplantation 
in patients with 
type I diabetes 
mellitus (n = 

7) 
Cadaveric or living- 

related donor 
renal transplants 
(n = 138) 

Daclizumab-based initial 
immunosuppression can be used 
safely to reduce the risk for 
infection with improved long- 
term graft and patient survival. 

Improved graft survival and 
reduced rejection rates with the 
use of monoclonal antibody has 
been observed. 

A calcineurin inhibitor-sparing 
regimen appears to provide 
effective nonnephrotoxic 
immunosuppression for kidney 
transplantation without the 
need for a lymphocyte-depleting 
regimen. 

The addition of Daclizumab to an 
immunosuppressive regimen 
decreases acute rejection 
episodes in a high risk group of 
African-American and Hispanic 
renal transplant recipients. 

Most of the rejections were 
moderate and easily reversible. 
Interestingly the actuarial 1- 
year graft survival was 95% 
with 100% patient survival 
without using cyclosporine. 

Indudion therapy with 
daclizumab safely reduces the 
frequency and severity of 
cardiac-allograft rejection 
during the induction period. 

Islet transplantation can result in 
insulin independence with 
excellent metabolic control. 

Basiliximab combined with early 
initiation of cyclosporine 
therapy resulted in low acute 
rejection rates similar to those 
achieved with ATG combined 
with delayed cyclosporine. 
Basiliximab therapy showed an 
excellent safety profile, with no 
increases in malignancies, 
infections, or deaths. 
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breakthrough came in 1959 when Schwartz 
and Dameshek (233) could prevent rabbits 
from producing antibodies to human serum 
albumin by treating them for 2 weeks with the 
antimetabolite 6-MP. Next, Calne et al. ob- 
served that bilaterally nephrotectomized dogs 
living on solitary renal allograft survived for 

by treating them with derivatives re- 
to 6-MP (234). Among several drugs pro- 

2 Clinical Use of Agents 

2.2.6.4 Side Effects. Clinical experience 
from 2 phase 111 studies conducted to date in- 
dicates that daclizumab does not increase the 
incidence of adverse events when adminis- 
tered with standard cyclosporine-based dual 
or triple therapy to renal transplant recipi- 
ents. The incidence of overall adverse events 
considered to be possibly or probably related 
to treatment is similar in the daclizumab and 
placebo treatment groups in both studies 
(222). For Simulect, severe acute (onset 
within 24 h) hypersensitivity reactions includ- 
ing anaphylaxis have been observed both on 
initial exposure andlor after reexposure after 
several months. In the case of severe hyper- 
sensitivity reaction, therapy with Simulect is 
permanently discontinued (208). The side ef- 
fects of 0KT3 may be life threatening, given 
that it is associated with markedly increased 
susceptibility to infection and leads to hyper- 
tension, hypotension, chest pain, dizziness, 
fainting, trembling, headache, and stiff neck 
(231). 

2.3 Agents that Block Nucleotide Synthesis 

2.3.1 Azathioprine 
2.3.1.1 History. Several antimetabolites 

synthesized for cancer therapy were inciden- 
tally found to have immunosuppressive activ- 
ity. In 1951 Elion for the first time synthesized 
6-mercaptopurine (6-MP) as an inhibitor of 
nucleic acid base metabolism that signifi- 
cantly increased the life expectancy of leuke- 
mic children (232). To increase its efficacy, a 
large number of derivatives of 6-MP were syn- 
thesized and examined for their activities and 
metabolic fate. One of these was azathioprine, 
a prodrug of 6-MP, which temporarily protects 
6-MP from catabolism and releases 6-MP in- 
side leukemic cells. Though initially used in 
leukemia, 6-MP was found to suppress anti- 
body formation and allograft rejection. The 

Figure 12.12. Structure of azathioprine (9). 

vided by Hitchings and Elion, azathioprine 
was found to have the best therapeutic index. 
The first renal transplant recipient to receive 
azathioprine was an adult transplanted with 
an unrelated kidney in March 1961 (235). Fi- 
nally, its clinical use was recommended in 
1968 and since then it has remained the key- 
stone of immunosuppressive treatment for re- 
nal transplantation. It is also used to treat se- 
vere cases of rheumatoid arthritis, systemic 
lupus, polymyositis, Crohn's disease, ulcer- 
ative colitis, and other autoimmune disorders. 

2.3.1.2 Chemical Structure. Chemically, 
azathioprine is 6-(1-methyl-4-nitro-5-imi- 
dazyl) thiopurine (9; Fig. 12.12). 

2.3.1.3 Pharmacokinetics. Oral azathio- 
prine is well absorbed, and both azathioprine 
and its metabolite 6-mercaptopurine (6-MP) 
distribute throughout the body and are able to 
cross the placenta. Azathioprine is converted 
by hepatic xanthine oxidase to 6-MP, which is 
further metabolized to several compounds in- 
cluding 6-thiourate. These metabolites are ex- 
creted in the urine. The plasma half-life of aza- 
thioprine is <15 min, whereas the half-life of 
its active derivative 6-MP is 1-3 h. 

2.3.1.4 Pharmacology. Azathioprine ex- 
erts its immunosuppressive and toxic proper- 
ties through the release of 6-MP as the main 
metabolite in vivo (235, 236). The metabolic 
studies of azathioprine revealed that, after ab- 
sorption, it is n&enzymatically cleaved by 
sulfhydryl-containing compounds (e.g., cys- 
teine, red blood cells glutathione, etc.) to 
6-MP. The latter is then enzymatically con- 
verted to ribonucleotide and thioinosinic acid. 
Interestingly, it is this thioinosinic acid that 
eventually interferes with the conversion of 
inosinic acid to guanylic and adenylic acids 
and gets itself converted to thioguanylic acid, 
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which in turn affects the synthesis of DNA and 
polyadenylate-containing RNA (237, 238). 
The antiproliferative activity of azathioprine 
allows the drug to affect the dividing B- and 
T-lymphocytes during their proliferation cy- 
cle. Because T-cell stimulation by antigens 
causes cell proliferation, the predominant im- 
munosuppressive activity of azathioprine is to 
block mitosis of activated cells by interfering 
with the nucleotide svnthesis. " 

Earlier clinical transplant experiments 
demonstrated that the drug alone was rela- 
tively successful in preventing rejection, but 
soon it became evident that adjunctive main- 
tenance corticosteroids were more effective. 
Studies suggested that low dose maintenance 
corticosteroids when used in combination 
with azathioprine could be as effective as the 
more generally accepted higher dose (239). 
Later randomized trials in renal transplant 
recipients of high dose vs. low dose corticoste- 
roids in combination with azathioprine sup- 
ported the concept, in that the low dose group 
exhibited fewer corticosteroid-related prob- 
lems. Thus, low dose corticosteroids in combi- 
nation with azathioprine became the common 
maintenance immunosuppressive regimen for 
kidney transplant patients (240). In fact, this 
was the breakthrough that allowed kidney 
transplantation to become a routine clinical 
approach. 

However, after the introduction of cyclo- 
sporine in 1978, triple-drug therapy with cy- 
closporine, corticosteroids, and azathioprine 
became the most frequently used regimen for 
cadaver kidney recipients (241, 242). These 
three drugs are believed to complement each 
other in preventing graft rejection. One ad- 
vantage of triple-drug therapy is that it allows 
more flexible immunosuppression, with the 
possibility of adjusting the dosage of individ- 
ual components to minimize adverse effects. - 
while maintaining adequate overall immuno- 
suppression. The superior immunosuppres- 
sive efficacy of the azathioprine-based triple- 
drug regimen led to clinical trials with other 
triple-drug regimens consisting of recently in- 
troduced immunosuppressants, to identify the 
optimal combination of immunosuppressants 
for a variety of solid organ transplantation set- 
tings. Recently, several groups from the 
United States and Europe reported results of 

their single center/multicenter randomized 
trials by replacing azathioprine with other po- 
tent immunosuppressants: MMF, tacrolimus, 
and sirolimus in a variety of organ transplan- 
tation models. The results of comparative 
studies involving an azathioprine-based regi- 
men with other regimens are summarized in 
Table 12.5. Substituting azathioprine with ei- 
ther MMF or sirolimus or tacrolimus resulted 
in an improved survival of graft and reduced 
occurrence and severity of acute rejection epi- 
sodes in many organ transplantation models. 
Nevertheless, in another interesting experi- 
ment, conversion from azathioprine plus cy- 
closporine to MMF (20 mglday) with consecu- 
tive reduction of cyclosporine in heart 
transplant recipients with cyclosporine-im- 
paired renal function improved renal function 
to a significant extent (251). Thus, although 
recent studies point toward superior immuno- 
suppression by use of a nonazathioprine-based 
triple-drug regimen, azathioprine still re- 
mains the keystone of immunosuppressive 
treatment. 

2.3.1.5 Structure-Activity Relationship. 
Though it is evident that controlled release of 
6-MP plays an important role in azathio- 
prine's activity, studies from different labora- 
tories suggest that the immunosuppressive ef- 
fects of azathioprine may not be ascribed to 
the 6-MP alone. Crawford et al. (252) proposed 
that the secondary immunosuppressive effects 
of azathioprine might be attributable to the 
action of the methylnitroimidazoly1 substitu- 
ent. Based on this hypothesis, several analogs 
of azathioprine were designed and synthesized 
by replacing the 6-MP component with non- 
toxic thiols. In all, 24 such congeners were 
synthesized, out of which two compounds, Ma 
and IXb (Fig. 12.131, were found to be more 
effective than azathioprine in prolonging graft 
survival in mice. Toxicity studies with these 
two compounds showed that these analogs 
had no toxic effects at doses equivalent to that 
of azathioprine, which caused severe bone 
marrow depression. Biological effects that 
have been attributed to the methylnitroimida- 
zolyl moiety of azathioprine involve interference 
with the processes such as antigen recognition, 
adherence, and cell-mediated cytotoxicity (253). 
These findings suggest that azathioprine may 
further inhibit cell proliferation by mechanisms 



Table 12.5 Comparison of hathioprine (ha)-Based Regimen with Other Potent Immunosuppressive Drugs 
in Different Organ Transplantation Settings 

Organ 
Transplantation Azathioprine-Based Other 
Model Treatment Immunosuppressants Results Reference 

Renal 
transplantation 

Pediatric renal 
transplant 
recipients 

Renal recipients 

Renal allograft 
recipients 

Simultaneous 
cn kidney-pancreas 
d 
(n recipients 

Aza + cyclosporine + 
steroids ( n  = 161) 

Cyclosporine + Aza + 
corticosteroids ( n  = 

6) 
Aza + cyclosporine + 

prednisone (n  = 50) 
Aza + cyclosporine + 

prednisone ( n  = 26) 
Aza (n = 76) 

Liver allograft 
recipients 

Liver 
transplantation 

Kidney 
transplantation 

Pancreas 
transplantation 

Sirolimus + cyclosporine 
+ steroids ( n  = 558) 

Cyclosporine + MMF + 
corticosteroids ( n  = 

16) 
MMF + cyclosporine + 

prednisone (n  = 62) 
MMF + cyclosporine + 

prednisone (n  = 22) 
MMF ( n  = 74) 

Aza + neoral + MMF + neoral + 
lymphocyte antibodies lymphocyte antibodies 
+ steroid (n  = 29) + steroid ( n  = 28) 

Tacrolimus + Aza + Tacrolimus + prednisone 
antilymphocyte (n  = 61) 
globulin + 
prednisolone ( n  = 

56) 
Aza + cyclosporine + MMF + cyclosporine + 

steroid ( n  = 26) steroid ( n  = 25) 
Aza + cyclosporine + MMF + cyclosporine + 

steroid + steroid + 
antilymphocyte antilymphocyte 
globulin (n  = 13) globulin ( n  = 12) 

Use of sirolimus reduced occurrence and severity of acute 114 
rejection episodes with no increase in complications. 

MMF leads to an improvement in the immunosuppression and 243 
renal function in children with ongoing rejection. 

MMF-based triple drug regimen results in fewer rejection 244 
episodes. 

Graft function was excellent and similar in both groups during 245 
the first 6-month observation period. 

Trends for most efficacy parameters favored MMF over Aza, 246 
and time to renal allograft rejection or treatment failure 
was statistically significantly longer for MMF. The use of 
MMF in the treatment of SPK recipients is a useful 
advance. 

Primary immunosuppression with MMF is advantageous over 247 
Aza with regard to safety and efficacy. 

Both tacrolimus-based dual and quadruple 248 
immunosuppressive induction regimens yield similar safety 
and effectiveness after liver transplantation. 

Graft survival demonstrated 12.5% graft losses in the Aza 
group vs. no kidney transplant losses in MMF group. 

Patients treated with MMF required less frequent and less 
intensive treatment for acute rejection. However, its short- 
and long-term side effects should be further investigated. 
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IXa IXb 

Figure 12.13. Structure of azathioprine analogues 
(9a & 9b). 

independent of its effect on purine synthesis 
(254, 255). The drug inhibits the primary im- 
mune response with little effect on secondary 
responses, and is thus useful in preventing acute 
rejection but not in reversing the process, once 
started. 

2.3.1.6 Side Effects. Major side effects as- 
sociated with azathioprine are nausea, vomit- 
ing, mouth ulcers, or anorexia (60%). More se- 
rious. but less common. is bone marrow 
suppression, with reversible leucopenia occur- 
ring in up to 20% of the patients. This adverse 
reaction is usually dose dependent and can 
lead to further complications including infec- 
tions and bleeding. Other unwanted side ef- 
fects include headache, muscle aches, rash, 
pancreatitis, and, rarely, hepatotoxicity. The 
reported increased risk of lymphoproliferative 
disease and skin and urogenital cancers has 
not been confirmed but may be up to 4%. Aza- 
thioprine, however, does not appear to be ex- 
creted into breast milk but, in principle, its 
introduction during lactation should be 
avoided. Hepatotoxicity occurs in 2-10% of 
transplant patients receiving azathioprine. 
Metabolism of azathioprine is inhibited by 
Allopurinol, which potentiates the effect of 
azathioprine and increases the risk of myelo- 
suppression. Combining it with other myelo- 
suppressives may also increase the risk (256, 
257). 

2.3.2 Brequinar 
2.3.2.1 History. Like other antiprolifera- 

tive agents, brequinar was originally devel- 
oped in 1985 as an antitumor agent (258). 
Later in 1993 it was found to exhibit potent 
and selective immunosuppressive activity 
(259). 

Figure 12.14. Structure of brequinar sodium (10). 

2.3.2.2 Chemical Structure. The chemical 
structure of synthetic brequinar 6-fluoro-2- 
(2'-fluoro-l,l'-biphenyl-4-yl)-3-methyl-4-quino- 
linecarboxylic acid sodium salt (10) is shown 
in Fig. 12.14. 

2.3.2.3 Pharmacokinetics. Brequinar is a 
water-soluble derivative with an oral bioavail- 
ability of 90%, and reaches peak concentra- 
tions in the plasma within 2-4 h of oral admin- 
istration (260). The drug circulates in the 
peripheral blood tightly bound to serum pro- 
teins, with a half-life of approximately 15 h in 
humans and 17 h in rats. Once the drug is 
absorbed, it is distributed rapidly to periph- 
eral organs, including liver and kidney (261). 
The areas under the curve (AUCs) for plasma 
levels of the drug increase linearly with the 
dose of the drug, and the plasma clearance is 
19.2 ? 7.7 mL/min/mm2 (260, 262). The ex- 
tended half-life and the low plasma clearance 
allow its administration at an interval of 
24-48 h. Brequinar is metabolized in the liver 
by the P450 cytochrome oxidase system, and is 
excreted primarily in feces (66%) and, to a 
lesser extent, in urine (23%). The oral admin- 
istration of brequinar to rats for 30 days did 
not affect cyclosporine pharmacokinetics 
(263). The levels of the compound in the blood 
can be directly measured using high pressure 
liquid chromatography (264). The high level of 
bioavailability, the relative ease with which 
the compound can be administered, and the 
prolonged half-life are all features of the phar- 
macokinetics of brequinar that make the com- 
pound attractive for use in the clinical setting. 

2.3.2.4 Pharmacology. Brequinar inhibits 
pyrimidine biosynthesis and noncompetitively 
blocks the activity of the enzyme dihydrooro- 
tate dehydrogenase (DHODH) (265, 266). 



longed survival of hamster-to-rat heart xeno- 
graft. In one experiment, brequinar (3 mg/kg/ 
day for 90 days) prolonged the mean survival 
time of hamster heart xenotransplants in 
LEW recipients (an inbred strain of rats). The 

2 Clinical Use of Agents 

This enzyme is critical for the formation of 
uridine and cytidine, which are required for 
the synthesis of DNA and RNA (267). Studies 
have shown that brequinar sodium also has 
the ability to inhibit protein tyrosine phos- 
phorylation and src-related protein tyrosine 
kinases, thereby suggesting that the activity 
of brequinar sodium may not be solely the re- 
sult of the inhibition of pyrimidine nucleotide 
synthesis; inhibition of protein tyrosine phos- 
phorylation may also be involved (268). 

Although brequinar displays antitumor ef- 
fects over a wide range of concentrations, it 
displays antilymphocyte effects over only a 
relatively narrow range (22-185,; nmol/L) 
(269). In vitro, brequinar not only inhibits the 
proliferation of lymphocytes in a mixed lym- 
phocyte culture but also a wide variety of cel- 
lular immune responses including alloantigen 
and mitogen-induced proliferation (270,271). 

In vivo, brequinar sodium has been found 
to be effective in suppressing graft-vs.-host re- 
sponses and allograft rejections, which can be 
attributed to the potent inhibitory effect on T- 
and B-cell-mediated responses. Its efficacy as a 
primary immunosuppressive agent is evident 
by the effective inhibition of rejections in sev- 
eral models of vascular allografts in rodents. 
In rat transplant models, brequinar mono- 
therapy has been shown to prolong the allo- 
graft survival of hearts, livers, and kidneys. A 
dose of 12 mgkg brequinar administered 
three times a week for 30 days prolonged the 
survival of heart allografts to 45.5 ? 12.26 
days, compared with a survival rate of 7.0 2 

0.69 days for untreated controls. The same 
brequinar protocol produced long-term sur- 
vival (>230 days) in 12 out of 26 rat recipients 
of orthotopic liver (272). Furthermore, the 
oral administration of 4 mg/kg brequinar 
three times per week prolonged the survival of 
heterotopic cardiac allografts in nonhuman 
primates to 20.0 ? 21.5 days, compared to a 
survival rate of 8.0 + 0.5 days for the controls 
(272). 

Brequinar is also capable of suppressing 
xenograft rejection because it effectively pro- 

survival time was increased to 24.5 ? 42.2 
days (from 4.0 2 0.48 days in the control ani- 
mals); furthermore, four of the hearts contin- 
ued to beat for more than 90 days (272). The 
hamster-to-rat heart xenograft is an example 
of an accelerated xenograft reaction and bre- 
quinar is the only agent capable of prolonging 
survival for this type of xenograft. 

One of the most striking features of the im- - 
munosuppressive activity of brequinar 'so- 
dium is its ability to synergistically interact 
with a number of other agents to prevent allo- 
graft and xenograft rejection. The combina- 
tion of brequinar with cyclosporine and/or 
sirolimus was synergistic, as shown by the me- 
dian effect analysis (273, 274). In primates, 
the brequinar-cyclosporine combination was 
able to prolong graft survival to a significant 
extent (275). Brequinar in combination with 
leflunomide or tacrolimus exhibited prolonged 
graft survival in a heterotopic rat cardiac allo- 
transplantation model (276). Administration 
of BQR (3 mgkg) with leflunomide (5 mgtkg) 
or FK 506 (0.5 mgkg) exhibited prolonged 
graft survival in both drug combination 
groups, with a median survival time of 14 days 
compared to 5 days for controls. Similarly, 
brequinar in combination with cyclosporine 
also inhibited islet xenograft rejection in the 
pig-to-rat model (277). Thus the drug exhibits 
a number of characteristics that are consid- 
ered desirable for inclusion in multidrug anti- 
rejection protocols. 

In a phase I safety and pharmacokinetic 
study the efficacy of BQR in combination with 
cyclosporine was examined for the treatment 
and prophylaxis of rejection in organ trans- 
plant patients. The studies were performed in 
stable renal, hepatic, and cardiac transplant 
patients receiving cyclosporine and pred- 
nisone maintenance therapy for immunosup- 
pression. In all three patient populations, the 
pharmacokinetics of BQR were characterized 
by a lower oral clearance (12-19 mL/min) than 
that seen in patients with cancer (approxi- 
mately 30 mL/min at similar doses) and a long 
terminal half-life (13-18 h). This slower oral 
clearance for brequinar could be attributed ei- 
ther to a drug interaction between brequinar 
and cyclosporine or to altered clearance or 
metabolic processes in patients with trans- 
plants. Steady-state cyclosporine trough levels 
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and the oral clearance of cyclosporine were 
not affected by brequinar coadministration. 
Among the three transplant populations, the 
cardiac transplant patients had lower oral 
clearance values for brequinar and of cyclo- 
sporine; however, the cause of this lower clear- 
ance is not yet clear. Safety results indicate 
that brequinar was well tolerated by this pa- 
tient population (278). 

2.3.2.5 Structure-Activity Relationship. 
Structure-activity relationship studies of sub- 
stituted cinchonic acid (279) and of some tet- 
racyclic heterocycles (280) related to brequi- 
nar were studied to determine the structural 
features required for good activity and an op- 
timal pharmacokinetic profile. In the first in- 
stance, compounds with various substituents 
at the 2-, 3-, 4-, and 6-position of the quinoline 
ring system were synthesized. The compounds 
were evaluated for their DHODase inhibitory 
activity as well as in the MLR assay, a stan- 
dard model of cell-based immunity indicative 
of potential allograft rejection. The cinchonic 
acid core was found to be essential for activity, 
with only small lipophilic, electron-deficient 
substitution allowed on the benzo ring. The 
methyl group was optimal at position 3, al- 
though bridging with the 2-biphenyl retained 
potency. Among tetracyclic heterocycles se- 
ries, a correlation between DHODase and 
MLR was observed. Compounds with an eth- 
ylene bridge or compounds with a thiomethyl- 
ene moiety represent the best of the tetracy- 
clic compounds synthesized. Molecular 
modeling showed the topology of all the tetra- 
cyclic ring systems to be similar. The differ- 
ences in the activity obserired with these topo- 
logically similar compounds have been in some 
cases attributed to changes in lipohilicity or 
basicity, or to the projection angle of the pen- 
dant aryl ring. Several of the compounds ex- 
hibited activity in DHODase and MLR assays 
comparable to that of brequinar, warranting 
further investigations for the development of 
potent and clinically useful immunosuppres- 
sants. 

2.3.2.6 Side Effects. In a phase I safety 
- 

trial. 45 cancer vatients were administered * 

brequinar by a single daily intravenous infu- 
sion for 5 days at a dose range of 36-300 mg/ 
m2/day; several side effects including trans- 
aminase elevations, thrombocytopenia, mu- 

cositis, phlebitis, and dermatitis were re- 
corded (262). Subsequently, in a phase I1 effi- 
cacy study of brequinar, doses as high as 1800 
mg/m2 failed to reduce tumor growth in cancer 
patients (281). Once the adverse side effect ap- 
pears, the noncompetitive nature of the en- 
zyme inhibition provides the opportunity to 
reduce or withdraw treatment with the drug 
with rapid reversal of the drug-related effects. 

2.3.3 Mycophenolate Mofetil 
2.3.3.1 History. Mycophenolate mofetil 

(MMF; RS 61443) is a semisynthetic deriva- 
tive of the antimetabolite mycophenolic acid. 
Mycophenolic acid (MPA) was initially derived 
from the cultures of the Penicillium species by 
Gosio in 1896 (282) and purified in 1913. Its 
antibacterial and antifungal activities were 
recognized in the 1940s. It was not until the 
1980s that Nelson, Eugui, and Allison of Syn- 
tex, USA considered MPA for use as an immu- 
nosuppressant, as part of their search for se- 
lective immunosuppressants with a novel 
mode of action. They searched for a metabolic 
pathway more susceptible to inhibition in hu- 
man lymphocytes than that in other cell types 
and their choice ultimately fell on two major 
pathways of purine synthesis. They postulated 
that depletion of GMP by inhibiting ionosine 
monophosphate dehydrogenase (IMPD) might 
result in an antiproliferative effect on lympho- 
cytes to a greater extent than that on other cell 
types, given that lymphocytes use de nouo pu- 
rine synthesis, whereas other cells depend 
more on purine salvage. Thus, from several 
possible inhibitors, an antimetabolite myco- 
phenolic acid was selected because it was 
found to be a potent noncompetitive reversible 
inhibitor of eukaryotic but not of prokaryotic 
IMP dehydrogenases (283, 284). In subse- 
quent studies morpholinoethyl ester of MPA, 
mycophenolate mofetil, was selected from a 
number of derivatives on the basis of its struc- 
ture, its ability to inhibit lymphocyte prolifer- 
ation in vitro, its ability to inhibit antibody 
synthesis in mice, and its greater bioavailabil- 
ity when compared to MPA. Finally in 1987, 
Morris and colleagues at Stanford University 
(285) decided to evaluate MMF for use in 
transplantation. 
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Figure 12.15. Structure of mycophenolate mofetil 
(11). 

2.3.3.2 Chemical Structure. Mycopheno- 
late mofetil (trade name: CellCept, 11; Fig. 
12.15) is a morpholinoethyl ester of mycophe- 
nolic acid. 

2.3.3.3 Pharmacokinetics. The bioavail- 
ability of MPA is only 43% to that of the ester, 
which is highly soluble at the lower pH in the 
upper GI tract and is absorbed more rapidly. 
The liver is the primary location for esterase- 
mediated hydrolysis of MMF into MPA. The 
liver is also the site of conversion of MPA to its 
primary metabolite, mycophenolate glucuro- 
nide (MPAG), a significant amount of which is 
secreted into the bile only to be recycled to the 
liver (enterohepatic recirculation), where it 
may be converted back to MPA. Thus, entero- 
hepatic recirculation is thought to contribute 
significantly to the MPA serum level. The high 
concentration of drug in the gut may account 
for the gastrointestinal side effects. Oral bio- 
availability (of MPA) varies from approxi- 
mately 95% in healthy volunteers to approxi- 
mately 50% in newly transplanted patients. 
The pharmacokinetic profiles of recipients of 
cadaveric-kidney transplants who had been 
treated with escalating doses of MMF (100- 
1750 mg, every second day) exhibited C,, in 
the blood, 1.0-3.2 pg/mL, and the area under 
the concentration-time curve over a 24-h pe- 
riod (AUC ,-,, ), 6.4-37.6 pg/h/mL. The termi- 
nal half-life of the drug in the blood was 2.3- 
9.6 h (286). 

2.3.3.4 Pharmacology. Mycophenolate 
mofetil (MMF; RS 61443) is a semisynthetic 
derivative of the antimetabolite mycophenolic 
acid, with improved oral bioavailability and is 
rapidly deesterified in vivo to its active metab- 
olite, mycophenolic acid (MPA) (287). It was 
first introduced in 1995 for its clinical use in 
renal transplant patients. Later in 1998 it was 
approved for other solid organ transplant set- 
tings involving heart patients and recently as 

a non-nephrotoxic immunosuppressant, for 
pediatric renal transplant recipients with 
chronic cyclosporine nephrotoxicity (288). 

Both MMF and MPA inhibited prolifera- 
tion of T-cells and B-cells by blocking the pro- 
duction of guanosine nucleotides required for 
DNA synthesis. Mycophenolic acid noncom- 
petitively and reversibly inhibited the enzyme 
inosine monophosphate dehydegenase (IM- 
PDH), the rate-limiting enzyme for de novo 
purine synthesis during cell division. Transfer 
of fucose and mannose to glycoproteins was 
also found to be inhibited by mycophenolic ac- 
id-mediated depletion of GTP, which in turn 
may decrease the recruitment of lymphocytes 
into the sites of vascularized organ graft rejec- 
tion and inhibit the ongoing rejection (289). 

Measurement of intracellular pools of GTP 
and dGTP in mitogen-activated PBMC and 
human T-lymphocytes in the presence or ab- 
sence of mycophenolic acid supports the hy- 
pothesis that antiproliferative effects of myco- 
phenolic acid mainly result from the depletion 
of GTP or dGTP. It was also found to com- 
pletely and reversibly suppress DNA synthesis 
in phytohemagglutinin-stimulated peripheral 
blood cells, thereby suggesting selectivity in 
the action of mycophenolic acid by not acting 
on other enzymes or metabolic functions or on 
thymidine transport (289). 

Studies in vivo supported the in vitro find- 
ings with regard to the selectivity of MMF for 
lymphocytes than for other cell types. It inhib- 
ited generation of cytotoxic T-cells and rejec- 
tion of allogenic cells (290) and completely 
suppressed the formation of antibodies 
against xenogenic cells in rats (290,291). The 
studies also provided theoretical justification 
for use of the drug in organ transplantation 
and autoimmune diseases. 

In European phase I11 trials, 491 recipients 
of kidney transplants were randomized to re- 
ceive a placebo (n = 166) or 2 glday MMF (n = 
165) or 3 g/day MMF (n = 160), in combination 
with cyclosporine and prednisone therapy 
(292). The incidence of biopsy-proved rejec- 
tion episodes was reduced from 46.4% among 
placebo-treated patients to 17.0% for the 2 
glday MMF group and to 13.8% for the 3 g/day 
MMF group. However, 6 months after the 
transplant, the incidence of graft loss was 
6.7% for the 2 glday MMF group and 8.8% for 
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the 3 glday MMF group, compared to 10.2% for 
the placebo group. Although MMF reduced 
the thickening of the coronary vessels in a rat 
model, to date there is no clinical evidence that 
MMF affects the progression of graft-vessel 
disease or chronic rejection (293). These clini- 
cal studies show that MMF decreases the inci- 
dence and severity of acute rejection episodes, 
but has little effect on the overall long-term 
rate of graft survival. 

In organ transplantation models MMF, 
when given in combination with corticoste- - 
roids or cyclosporine, reduces the frequency 
and severity of acute rejection episodes in kid- 
ney and heart transplants, improves patient 
and graft survival in heart allograft recipients, 
and increases renal allograft survival up to 3 
years (294). The ability of MMF to facilitate 
sparing of other immunosuppressive agents, 
particularly in cyclosporine-related nephro- 
toxicity, is also promising. By permitting re- 
duction in cyclosporine doses, MMF may sta- 
bilize or improve renal graft functions in 
patients with cyclosporine-related nephrotox- 
icity or chronic allograft nephropathy. Be- 
cause MMF has a different mechanism of ac- 
tion to cyclosporine and corticosteroids, its 
immunosuppressive effect appears to be at 
least additive. The drug has therefore been 
proposed as an alternative to azathioprine for 
the prevention of graft rejection in kidney 
transplant patients. In patients shifted from 
cyclosporine to either azathioprine (2 mgkg) 
or MMF (1 g twice daily), 1 year after trans- 
plantation, significantly fewer rejections oc- 
curred in patients converted to MMF than in 
patients converted to AZA (295). Conversion 
from azathioprine to MMF in pediatric renal 
transplant recipients with chronic rejection 
also led to significant improvement in the im- 
munosuppression and renal function in chil- 
dren (243, 296). When used in combination 
with steroids and cyclosporine in heart trans- 
plant trials, CellCept reduced acute rejection 
and death better than did azathioprine. Thus, 
CellCept is considered to be a better replace- 
ment for azathioprine. Its use has been also 
favored in the prevention of renal rejections 
after primary simultaneous kidney-pancreas 
transplantation (246,297). 

Recently, daclizumab (monoclonal anti- 
body) and MMF have been used as part of an 

immunosuppressive protocol, with the aim of 
inducing acceptance of ABO-incompatible 
mismatched liver allografts in humans (296). 
It has also been safely and effectively used for 
the treatment of GVDH in hematopoietic stem 
cell transplantation; however, the optimal 
dosage needs further investigation (297). Dia- 
betic rats transplanted with adult porcine 
islets and immunosuppressed with MMF, cy- 
closporine, and leflunomide remained normo- 
glycemic for up to 100 days (298). 

Interestingly, CellCept has also been effec- 
tive in reversing acute and resistant rejection 
episodes in liver and combined pancreaskd- 
ney recipients. Early results of phase I and I1 
clinical trials evaluating MMF therapy in 
liver, and in combined pancreaslkidney trans- 
plant recipients are encouraging (294). The 
main adverse effects associated with oral or 
intravenous MMF are gastrointestinal and he- 
matologic in nature. Although the direct costs 
of using MMF versus azathioprine are higher, 
the decreased incidence and treatment of 
acute rejection in patients treated with MMF 
support its use as a cost-effective option dur- 
ing the first year after transplantation. Thus, 
MMF has become an important therapeutic 
tool in the transplant clinician's armamentar- 
ium. 

2.3.3.5 Structure-Activity   elation ship 
Over a considerable period of time several re- 
search groups have attempted to obtain better 
therapeutic agents based on MPA by means of 
chemical modification (299), microbiological 
modification (300), or by latentiation (301). 
Nelson carried out synthesis and immunosup- 
pressive activity of 12 side-chain variants of 
MPA (302). The compounds were synthesized 
either from MPA itself or from 5-(chloro- 
methyl)-l,3-dihydroxy-6-methoxy-7-methyl- 
3-oxoisobenzofuran, a versatile intermediate 
for the synthesis of diverse side-chain vari- 
ants. Replacement of the methylated E-bond 
of the natural product with a triple bond or a 
sulfur atom, with overall chain lengths equal 
to or greater than that of MPA led to com- 
pounds devoid of significant activity. Replace- 
ment of side-chain double bonds with difluoro, 
dobromo, or unsubstituted cyclopropane rings 
also removed most of the activity. Replace- 
ment of the double bond with an allenic link- 
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Figure 12.16. Structure of mizoribine (12). 

age yielded a compound with about one-fifth of 
the immunosuppressive activity of MPA. 

2.3.3.6 Side Effects. The side effects seen 
with CellCept use include diarrhea, leukope- 
nia (reduction of white blood cells), sepsis, 
nausea, and vomiting (303). Allergic reactions 
to MMF have been observed; therefore, it is 
contraindicated in patients with a hypersensi- 
tivity to MMF, MPA, or any component of the 
drug product. Intravenous MMF is contrain- 
dicated in patients who are allergic to Polysor- 
bate 80 (Tween). Antacids and oral Mg supple- 
ments markedly reduce MMF absorption. The 
administration of antibiotics such as metroni- 
dazole and fluoroquinolones and the resultant 
elimination of intestinal flora are associated 
with a 35-45% reduction in MPA bioavailabil- 
ity (303). In a phase I study of 48 recipients of 
cadaveric kidneys, MMF at doses of 100-3500 
mglday caused dose-dependent gastrointesti- 
nal toxicity (including gastritis and mild ileus) 
without any evidence of bone marrow suppres- 
sion. In another trial, 21 recipients of renal 
transplants from cadaveric donors were ad- 
ministered 0.25-3.5 g/day of MMF in combina- 
tion with a cyclosporine-prednisone regimen, 
and experienced limited side effects such as 
diarrhea, nausea, elevated liver enzymes, and 
an increased rate of infections with cytomega- 
lovirus (304). 

2.3.4 Mizoribine 
2.3.4.1 History. Mizoribine is a naturally 

occurring molecule isolated from the filtrate of 
culture medium of Eupenicillium brefeldia- 
num (M-2166) from the soil in 1974 by Mizuno 
et al. (305). 

2.3.4.2 Chemical Structure. Mizoribine 
(MIZ) is a novel imidazole nucleoside (12; Fig. 
12.16), with a strong immunosuppressive ac- 
tivity. 

2.3.4.3 Pharmacokinetics. Mizoribine is 
mainly excreted by the kidney (306); therefore 
its plasma concentration depends greatly on 
renal function. Dosage adjustment is thus re- 
quired when MIZ is given to patients with poor 
renal function (307). After absorption MIZ is 
metabolized in the liver into its active compo- 
nent mizoribine-5-P by adenosine kinase 
(308). 

2.3.4.4 Pharmacology. Mizoribine has been 
approved in Japan and recommended as com- 
bination therapy along with glucocorticoste- 
roids for renal transplant recipients. Like aza- 
thioprine, mizoribine is also a prodrug, which 
undergoes intracellular phosphorylation, af- 
fecting the synthesis of nucleic acid by antag- 
onizing IMPDH and guanosine monophos- 
phate (GMP) synthase, thus blocking one of 
the essential pathways of de novo purine syn- 
thesis in lymphocytes (309). It exerts its im- 
munosuppressive activity by inhibiting DNA 
synthesis in the S phase of the cell cycle, thus 
preventing T-cell proliferation (308). Another 
possibility for the therapeutic effect of MIZ 
has been attributed to the regulation of glu- 
cocorticoid receptor function by binding to 
14-3-3 proteins (310). It has also been found 
to suppress the expression of cyclin A mRNA 
in human B-cells by downregulating its stabil- . 
ity, and thus downregulating their response 
(311). Studies to investigate specific binding 
proteins by use of the MIZ affinity column led 
to the identification of mammalian HSP 60 as 
a major target (312). 

As an immunosuppressant, the drug is 
more potent than azathioprine with less bone 
marrow suppression (313). In experimental al- 
lograft models, mizoribine was found to ex- 
hibit a potent synergistic effect with cyclo- 
sporine. Therefore its use as an alternative to 
azathioprine has been recommended in the 
triple-drug combination therapy. The clinical 
efficacy of MIZ has been established by com- 
paring standard triple therapy: cyclosporine + 
prednisone + azathioprine with a MIZ-based 
regimen in kidney transplant recipients (314- 
316). The MIZ group exhibited better renal 
function and graft survival than did the aza- 
thioprine group. MIZ also exhibited fewer ad- 
verse effects than did azathioprine. Therefore, 
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Figure 12.17. Structure of leflunomide (13). 

MIZ seems to be a much more useful immuno- 
suppressive agent than azathioprine for renal 
transplantation. 

2.3.4.5 Structure-Activity Relationship. No 
studies have been carried in this direction. 

2.3.4.6 Side Effects. MIZ has been shown 
in animal experiments to lack oncogenicity, 
and has been shown clinically to be associated 
with a low incidence of severe adverse reac- 
tions. An increased incidence of hepatic dys- 
function and diabetes are some of the side ef- 
fects observed in humans. 

2.3.5 Leflunomide 
2.3.5.1 History. Leflunomide (LF), a deriv- 

ative of isoxazole (HWA 486; Hoechst, Basel, 
Switzerland), inhibits various T-lymphocyte 
functions (317,318) and was first described as 
an inhibitor of the T-cell-dependent antibody 
production by B-cells (319-321). In recent 
years several studies have demonstrated that 
the effect of LF is mediated through inhibition 
of de novo pyrimidine synthesis and tyrosine 
phosphorylation (322-324). 

2.3.5.2 Chemical Structure. Leflunomide 
(13; Fig. 12.17) is an isoxazole derivative 
[N-(4-trifluoro-methylpheny1)-5-methylisox- 
azol-4-carboxamide], with potent immuno- 
suppresive, anti-inflammatory, and antican- 
cer activity (SU 101, Sugen Inc., USA). 

2.3.5.3 Pharmacokinetics. Although leflu- 
nomide has been extensively studied in animal 
models of transplantation, its clinical use has 
been initially approved as a disease-modifying 
antirheumatic drug (Arava) for the treatment 
of rheumatoid arthritis. This has been attrib- 
uted to the long half-life (14 days) of lefluno- 
mide in humans, which can lead to a difficult 
situation with regard to its dose adjustment. 
In rodents, A771726 an active metabolite of 
LF (13a; Fig. 12.18), however, had a half-life 
of 10-30 h, which is 10 times shorter than its 
half-life in humans. Because the absorption of 

Figure 12.18. Structure of leflunomide analog 
A771726 (13a). 

leflunomide varies significantly between indi- 
viduals and produces severe adverse effects, 
less-toxic analogs of leflunomide are needed. 

2.3.5.4 Pharmacology. After its adminis- 
tration, leflunomide is metabolized quickly to 
form an active metabolite, A771726, which 
has been identified as N-(4-trifluoromethyl- 
phenyl-2-cyano-3-hydroxy crotoamide. In 
vitro, A771726 is a potent inhibitor of protein 
tyrosine kinases (325) and human DHODH, 
an enzyme involved in pyrimidine biosynthe- 
sis (326). This in turn inhibits the prolifera- 
tion of several immune and nonimmune cell 
lines and cell cycle progression (327,328). An- 
other important effect of A771726 is its ability 
to inhibit humoral-mediated responses by di- 
rectly blocking T-cell-dependent and T-cell-in- 
dependent B-cell proliferation and antibody 
production (298). 

In spite of the chemical potential of leflupo- 
mide, its mechanism of action is not yet clear. 
It has been hypothesized that leflunomide in- 
hibits T-cell activation by blocking the lck and 
fyn families of tyrosine kinases. These en- 
zymes are known to be associated with the 
transduction of such growth factor receptor 
signals as IL-2, interleukin 3 (IL-3) and tumor 
necrosis factor alpha (TNF-a) but not inter- 
leukin 1 (329). However, the most recent data 
show that leflunomide inhibits signal trans- 
duction after binding of interleukin 4 (IL-4) to 
the IL-4 receptor (330). 

I n  vivo, leflunomide was found to prevent 
GVHD and prolonged allograft and xenograft 
survival in animal models. Moreover, lefluno- 
mide also suppressed antibody production in 
several animal models with a110 and xenograft 
transplantation. In a rat model of GVHD, le- 
flunomide not only was a powerful agent to 
prevent this otherwise terminal disorder, but 
was also effective when used as a therapy in an 
established GVHD. Its efficacy in preventing 
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GVHD has been attributed to the inhibition of 
uridine biosynthesis by leflunomide, which 
leads to a dual antiproliferative effect on both 
lymphocytes and smooth muscle cells (331, 
332). It significantly prolonged survival of al- 
lografts: heart (3331, pulmonary (334), and is- 
let (335) in rat recipients. In the hamster-to- 
rat pulmonary model, although leflunomide 
displayed significant inhibition in xenograft 
rejection, it was accompanied by severe side 
effects (334,335). However, subsequent stud- 
ies with combination therapy using a variety 
of clinically used immunosuppressants such 
as leflunomide plus MMF plus cyclosporine 
(3361, leflunomide plus DSG (3371, lefluno- 
mide plus cyclosporine (338,339), leflunomide 
plus tacrolimus (3401, and leflunomide plus 
brequinar (276) have been reported to be very 
effective in preventing several xenograft and 
allograft rejections in animal models. In one of 
the experiments, the combination of cyclo- 
sporine (20 mg/kg/day by gavage) and lefluno- 
mide (5 mg/kg/day by gavage for 14-21 days) 
continuously from the day of transplant was 
able to completely inhibit the rejection of kid- 
ney, spleen, and pancreas xenografts in a ham- 
ster-to-rat xenotransplantation model. Only a 
transient treatment with leflunomide was 
necessary, and long-term graft survival could 
be maintained by cyclosporine alone. Histolog- 
ical examination of these grafts at >80 days 
posttransplantation indicated minimal signs 
of rejection (341). Leflunomide is currently 
undergoing clinical evaluation in a phase 1/11 
clinical trial, to test its efficacy for preventing 
the rejection of kidney allografts. 

2.3.5.5 Structure-Activity Relationship. 
Extensive structure-activity relationship stud- 
ies with A771726 have been carried out to de- 
velop suitable analogs that will be clinically 
acceptable as immunosuppressants. A large 
number of compounds have been synthesized 
by different laboratories (342, 3431, which 
suggests that substitution at position 4 of the 
aromatic ring results in potent congeners with 
enhanced activity compared to compounds 
with substitution at positions 2 and 3. Few 
malononitrilamide analogs (e.g., 279 and 715) 
have been identified that inhibit T- and B-cell 
proliferation, suppress immunoglobulin pro- 
duction, and interfere with cell adhesion. 

The effects of these agents have been dem- 
onstrated in rat skin and cardiac allo- and xe- 
notransplant models. The combined effect of 
MNA and tacrolimus in a high responder rat 
cardiac allotransplant model has also been in- 
vestigated. Optimal doses of MNA or tacroli- 
mus were found to have comparative effects 
on graft survival and histological changes, 
whereas a combination of the two drugs, was 
beneficial with respect to both these parame- 
ters. Histological analysis of grafts have con- 
firmed the benefit of the drug combination and 
no additional toxicity has been observed with 
combined therapy (344). Interestingly, a novel 
leflunomide analog, HMR 279, has been found 
to potentiate the immunosuppressive efficacy 
of microemulsion cyclosporine (Neoral) in ro- 
dent heart trans~lantation and also in a strin- . 
gent allogeneic rodent lung transplant model. 
Combination therapies of Neoral (7.5 mg/kg/ 
day) plus HMR 279 (10 mg/kg/day) or Neoral 
plus LFM were found to be most successful in - 
preventing histologic allograft rejection com- 
pared to that of LFM monotherapy (345). Ma- 
lononitrilamide analogs of A771726 are also 
being evaluated for immunosuppressive effi- 
cacy in preclinical models of transplantation. 

2.3.5.6 Side Effects. In a phase I1 clinical 
trial, leflunomide showed high tolerability and 
efficacy in patients with advanced rheumatoid . 
arthritis. 

3 RECENT DEVELOPMENTS 

3.1 Stem Cells 

Stem cells are primitive cells that are capable 
of forming many different types of body cells. 
At the time of delivery, the blood in the baby's 
umbilical cord is quite rich in stem cells; how- 
ever, as the child ages, these stem cells become 
less abundant and harder to find. Stem cells, 
induced to transform themselves into pancre- 
atic cells, could overcome the shortage of do- 
nor pancreases and could possibly, when nec- 
essary, be genetically engineered to resist 
being rejected by the immune system. Liver 
tissue, damaged by infection or toxins such as 
alcohol, can similarly be replaced by stem cells 
differentiated into liver cells. Because the cells 
come from the patient's own body, there is no 
problem of rejection by the immune system, 
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and no risk of introducing an infection that 
might have been present in a donor. However, 
the use of adult stem cells for therapy could 
certainly reduce, or even avoid, the practice of 
using stem cells obtained from human em- 
bryos or human fetal tissue. Adult stem cells, 

immune system cells indicates the procedure 
is safe and augments the cellular environment 
that is necessary for long-term acceptance of a 
transplanted organ. In other words, the pres- 
ence of immune system cells from the donor 
help condition the recipient's system not to 

although present in only minute quantities, 
can be found throughout the body and are 
used to repair and regenerate certain types of 
tissue (346, 347). 

attack the new organ. The effect was found to 
be most dramatic in recipients of new hearts 
and lungs. The study included 268 patients 
who received donor bone marrow along with 

Recently, exciting work has been per- 
formed in which cells exposed to appropriate 
inducing agents have been made to differenti- 
ate into a far larger number of cell types than 

transplants of livers, pancreases, pancreatic 
islet cells, kidneys, intestines, hearts, and 
lungs. Of these, 229 received the bone marrow 
during their transplant operations. The re- 

was previously thought possible. Thus, bone 
marrow cells have been used to make nerve 
cells and nerve cells have been used to make 
liver cells. 

Scientists from Stem Cells, Inc., demon- 
strated the production of mature liver cells 
from rigorously purified hematopoietic (blood) 
stem cells in mice. The study provides the first 

maining 39 received one infusion during sur- 
gery and two more infusions the first and sec- 
ond days after transplantation. The results 
were compared to 131 patients who received 
organ transplants without bone marrow. For 
heart transplant patients, acute cellular rejec- 
tion occurred in 38% of those who received 
bone marrow, compared to 82% of those who 

evidence that liver function can be restored 
from bone marrow cells in mice with a virulent 
form of liver failure and that highly purified 
blood stem cells can efficiently give rise to nor- 
mal liver cells. Bone marrow is known to con- 
tain many cell types, including both mesen- 
chymal (bone- and tissue-forming) and 
hematopoietic (blood-forming) stem cells. Dif- 
ferent subsets of bone marrow cells were puri- 
fied and each subset was tested by transplan- 
tation into mice. Only the subsets containing 
blood stem cells were able to produce hepato- 
cytes. Furthermore, normal liver cells could be 
produced from as few as 50 of these highly 
purified hematopoietic stem cells. These re- 
markable results indicate that the hemato~oi- 

did not. In lung transplant patients, the most 
significant result was a reduced incidence of 
chronic rejection. Obliterative bronchiolitis, 
the telltale marker for chronic rejection that 
prevents air exchange in the lung's bronchi- 
oles, occurred in 4.7% of the bone marrow pa- 
tients and 31% in those who did not receive 
bone marrow. Similarly, the incidence of acute 
cellular rejection was much lower in the study 
kidneylpancreas recipients (350). Biopsies 
taken from the transplanted organs, lymph 
nodes, skin, and other tissues revealed that 
donor leukocytes, or white blood cells, had 
migrated from the transplanted organs to re- 
cipient tissues, where they persisted for 
years-in one case, for 29 years-after trans- - 

etic stem cells are the only cells in the bone 
marrow responsible for the restoration of liver 
functions. This exciting development could 

plantation. Thus, simultaneous bone marrow 
infusion with solid organ transplantation sig- 
nificantly boosts the number of donor immune 

greatly increase our ability to use adult stem 
cells therapeutically for the restoration of or- 
gans with end-stage disease instead of going 
for transplantation (348,349). 

cells circulating with recipient cells, creating 
conditions considered essential for whole or- 
gan graft acceptance and the development of 
tolerance (351). 

3.2 Donor Bone Marrow as Antirejection 
Therapy 

Organ rejection occurs less often and is less 
severe in patients who receive infusions of 
bone marrow from the same donor. A study of 
patients who received the extra boost of donor 

3.3 Antisense Technology 

Antisense technology offers one of the most 
effective methods of drug design for selectively 
inhibiting the expression of a specific mRNA 
(352) involved during the process of organ re- 
jection. It is hypothesized that the metabolic 
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stages of a specific mRNA can be blocked by 
allowing an antisense oligonucleotide with a 
matching sequence to bind to a particular re- 
gion of the specific mRNA. Despite several 
limitations, antisense technology offers a clear 
advantage over all of the previously described 
drugs. The advantages include: (1) a possibil- 
ity to target any mRNA; (2) higher affinity and 
specificity compared with those of classical 
drugs; and (3) improved drug design, given 
that both the antisense oligo and the specific 
mRNA share the same chemistry. Thus, it is 
possible to target those molecules that are im- 
portant in the rejection process or those that 
are used exclusively by T-cells or B-cells, 
thereby avoiding several nonspecific toxic ef- 
fects. PS-oligos that are more stable than PD- 
oligos have been extensively used for antire- 
jection therapy. Many studies have shown 
that antisense PS-oligos might inhibit protein 
expression by various mechanisms, that is, 
degradation of the targeted RNA, promotion 
of translational arrest, andlor inhibition of 
RNA processing. In one of the experiments, 
mouse antisense PS-oligos to ICAM-1 
(IP-30821, which targets the 3' end of ICAM-1 
mRNA, when delivered intravenously for 7 
days, prolonged the survival of heart allo- 
grafts. Similarly, a combination therapy of 
anti-ICAM-1 monoclonal antibody and anti- 
LFA-1 monoclonal antibody delivered intra- 
peritoneally for 7 days induced tolerance to 
the transplantation of heart allograft (353). In 
another experiment, survival of pancreatic is- 
lets was prolonged to 78.3 + 16.5 days by 
treating with combined IP-3082 and anti-LFA 
monoclonal antibody therapy. 

Interestingly, the injection of donors intra- 
venously with 10 mg/kg of an antisense oligo 
to rat ICAM-1 (IP-9125, which targets the 3'- 
untreated region of rat ICAM-1 mRNA) pro- 
longed the survival of kidney allografts com- 
pared with that of controls (354). In yet 
another experiment, ex vivo perfusion of kid- 
ney allografts with 5, 10, or 20 mg of IP-0125 
also prolonged the survival of kidney allo- 
grafts. Thus, the PS-oligo IP-9125 blocks the 
rejection of organ allografts when used (1) for 
the postoperative treatment of a recipient, (2) 
for the pretransplant treatment of a donor, or 
(3) for the perfusion of grafts. Although these 
studies successfully demonstrate the efficacy 

of antisense technology, further studies are 
needed to increase the resistance of oligos to 
degradation by nucleases and to improve the 
delivery of the oligos to the cells. 

3.4 Molecules Capable of Inhibiting 
Costimulatory Signals 

Induction of antigen-specific unresponsive- 
ness to grafts is the ultimate goal for organ 
transplantation. In recent years blockade of 
the costimulatory signals has been reported to 
significantly prolong allograft survival. In the 
costimulation paradigm, the accessory signals 
generated by antigen-presenting cells are in- 
terrupted by distinct agents: the receptor con- 
jugate CTLA4-immunoglobulin and anti-B7 
or anti-CD40 ligand mAbs. 

CTLA4-Ig is a genetically engineered fu- 
sion protein of human CTLA4 and the IgG 1 
Fc region. It  prevents T-cell activation by 
binding to human B7, which costimulates T- 
cells through CD28. Administration of 
CTLA4-Ig completely inhibited CDlla(-I-) 
T-cell proliferation in response to alloantigens 
and significantly improved skin allograft sur- 
vival in CDlla(-/-) mice. Prolonged treat- 
ment of wild-type recipient mice with 
CTLA4-Ig and anti-LFA-1 increased median 
survival time to 45.5 days compared with 16 
days after induction therapy, but it was not . 
sufficient to induce indefinite allograft sur- 
vival in this model (355). Repligen Corpora- 
tion has entered into a clinical trial agreement 
with the National Cancer Institute (NCI) for a 
phase I1 trial of CTLA4-Ig. 

Monoclonal antibodies to B7-1 and B7-2 
have been used in vivo to examine the mecha- 
nisms underlying these processes and to eval- 
uate costimulation antagonism as an ap- 
proach to treatment of chronic autoimmune 
diseases. Administering monoclonal antibod- 
ies specific for these B7 ligands was able to 
delay the onset of acute renal allograft rejec- 
tion in rhesus monkeys. The most durable 
effect resulted from simultaneous administra- 
tion of both anti-B7 antibodies. The mechanism 
of action does not involve global depletion of T- 
or B-cells. Despite in  vitro and in vivo evidence 
demonstrating the effectiveness of the anti-B7 
antibodies in suppressing T-cell responsiveness 
to alloantigen, their use does not result in dura- 
ble tolerance. Prolonged therapy with murine 



Organ Transplant Drugs 

anti-B7 antibodies is limited by the development 
of neutralizing antibodies, but that problem was 
avoided when humanized anti-B7 reagents were 
used. Thus, anti-B7 antibody therapy may have 
use as an adjunctive agent for clinical allotrans- 
plantation (356). 

Blockade of CD154-CD40 pathway with an- 
ti-CD154 antibodies has also been reported to 
prolong allograft survival in experimental 
transplantation models and to induce toler- 
ance in some instances. However, anti-CD154 
monotherapy is unable to induce tolerance in 
"stringent" models such as skin and islet 
transplantation and is not sufficient to pre- 
vent chronic graft vasculopathy in vascular- 
ized organ transplantation. Therefore, com- 
bined therapies of anti-CD154 antibodies plus 
donor-specific transfusion, bone marrow infu- 
sion, or B7 blockade by CTLA4-Ig have been 
tried, and synergistic effects for tolerance in- 
duction have been reported. Furthermore, the 
efficacy of CD154 blockade in primate models 
has been confirmed for islet and kidney trans- 
plantation. The mechanisms of CD154 block- 
ade in vivo include CTLA4-dependent anergy 
or regulation, T-cell apoptosis, and induction 
of regulatory cells (357). 

4 THINGS T O  COME 

In the near future, the continued development 
of organ transplantation will be shaped by at 
least four issues that have emerged with the 
recent maturation of this medical specialty. 

1. The need to develop novel immunosuppres- 
sants that will offer more effective remedy 
for antirejection, especially xenograft rejec- 
tion, without exacerbating the problems of 
toxic side effects or susceptibility to infec- 
tion. 

2. An emphasis on broadening the application 
of transplantation as a treatment modality 
to include patients, such as those presensi- 
tized to potential donors, that are not consid- 
ered good candidates for transplantation. 

3. The necessity to work out strategies to use 
organs from other species (xenograft) to 
provide a solution to an acute and growing 
shortage of human donor organs. 

4. Development of artificial organs. 

5 WEB SITE ADDRESSES FOR FURTHER 
INFORMATION 
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1 I N T R O D U C T I O N  

Synthetic antibacterial compounds are di- 
vided into two major classes: topical agents 
and systemic agents. The topical agents are 
termed disinfectants, antiseptics, and preser- 
vatives, depending on how they are used. An- 
tiseptics and disinfectants differ from sys- 
temic agents in that they show little selective 
toxicity between the microbes and the host. 
Furthermore, most of them do not aid wound 
healing and may even impair it. Nevertheless, 
there are indispensable uses for disinfectants 
in hospital sanitation, including sterilization 
of surgical instruments, public health meth- 
ods, and in the home. Antiseptics have impor- 
tant applications in the preoperative prepara- 
tion of both surgeons and patients. They also 
are used in treating local infections caused by 
microorganisms refractive to systemic antimi- 
crobial agents. 

The development of systemic antibacterials 
had a strong dye-drug connection. Ehrlich in 
his classic studies on the selective uptake of 
chemicals by cells and tissues used dyes be- 
cause they could be followed visually. His de- 

velopment of selective staining methods for 
the identification of microorganisms led him 
to propose that dyes may also have selective 
toxicities for microbes. In fact many dyes were 
found to have antimicrobial activity and some 
are still used as germicides and disinfectants. 
This was the backdrop in which Ehrlich coined 
the term chemotherapy for selective killing of 
pathogenic microbes by chemicals. Discovery 
of the antibacterial activity of prontosil 
rubrum, a sulfonamide-azo dye, in a strepto- 
coccal infection in mice, led to the first effec- 
tive chemotherapeutic agent employed for the 
treatment of systemic bacterial infections. 
The identification of sulfanilamide as the ac- 
tive component of prontosil led to the synthe- 
sis of a number of analogs called sulfonamides 
with improved activity. 

The discovery of antibiotics and the devel- 
opment of bacterial resistance to sulfonamides 
reduced the use of sulfonamides. Neverthe- 
less, they remain important for specific bacte- 
rial infections. The structurally related sul- 
fones are the mainstay for treating leprosy. 
Other synthetic antibacterial agents have 
gained increasing attention in recent years. 
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This is especially true for the fluoroquinolo- 
nes, which are highly effective systemically 
against Gram-positive and Gram-negative 
bacteria resistant to other agents. Very re- 
cently, the oxazolidinones have become an- 
other very promising class of synthetic anti- 
bacterial agents. 

There are also some synthetic agents useful 
specifically for urinary tract infections. They 
include the nitrofurans and methenamine. 

Systemic antibacterial agents are described 
in two different places in this volume. The an- 
timycobacterial agents are discussed else- 
where, whereas the sulfonamides, sulfones, 
quinolones, oxazolidinones, and other com- 
pounds are discussed in the present chapter. 

2 TOPICAL SYNTHETIC ANTIBACTERIALS 

Table 13.1 summarizes the topical synthetic 
antibacterial agents in common use today. 
These agents possess a wide variety of chemi- 
cal structures and properties, and they act by 
many different mechanisms to produce their 
antibacterial effects. Some of them are ex- 
tremely toxic, which restricts their use to ster- 
ilizing surgical instruments and fumigating 
structures. Others are powerful agents that 
are irritating to skin. They are used to disin- 
fect dairy barns, hospital areas, and the like. 
Less irritating agents are used as surgical 
scrubs. Still milder agents that possess potent 
antibacterial activity are used as antiseptics 
for treating wounds, or as mouthwashes. Very 
mild and nonirritating compounds may be 
used to kill bacteria on contact lenses. Thus 
there is a broad spectrum of needs for topical 
antibacterial agents, and a large number of 
chemical agents have been developed to meet 
these needs. 

2.1 Terminology 

The terms describing topical antibacterial 
agents are used rather loosely in everyday lan- 
guage, which sometimes creates confusion. 
Some of these terms have strict definitions by 
the U.S. Food and Drug Administration. Per- 
haps the two most important terms are disin- 
fectant and antiseptic. A disinfectant is de- 
fined as a substance that destroys harmful 
microorganisms, although it may not kill bac- 

terial spores. It is used when referring to 
agents applied to inanimate objects. Physical 
agents such as X-rays and ultraviolet light also 
are considered to disinfect. The term antisep- 
tic is used for agents that kill or prevent the 
growth of microorganisms when used on liv- 
ing tissues. Antiseptics are used in soaps, 
mouthwashes, douches, and preparations for 
minor wounds and burns. 

The ending -cide is used to denote killing 
action. Thus, a bactericide kills bacteria, a 
fungicide kills fungi, a virucide destroys vi- 
ruses, a germicide kills various kinds of micro- 
organisms, and a biocide kills all living organ- 
isms. Similarly, the ending -stat is used to 
describe an agent that prevents the growth of 
organisms, but does not necessarily kill them. 
The corresponding terms are bacteriostat, 
fungistat, and so forth. 

Other commonly used terms include anti- 
microbial, which refers to an agent that kills 
or suppresses the growth of microorganisms, 
and sanitizer, which refers to an agent that 
reduces the number of harmful bacteria to an 
established safe limit. The criterion for saniti- 
zation is killing of 99.999% of specific test bac- 
teria in 30 s, and it is commonly applied to 
eating and drinking implements and dairy 
equipment (1). 

Terms used to describe vrocesses include. - 
asepsis, which means the prevention of con- 
tamination by microorganisms; decontamina- 
tion, which refers to the disinfection or steril- 
ization of infected things; sterilization, which 
refers to killing all forms of life, especially mi- 
croorganisms; and fumigation, which is the 
exposure of an area or object to disinfecting 
fumes. 

2.2 Principles of Topical Antimicrobial 
Activity 

2.2.1 Selective Toxicity. The ideal disinfec- 
tant would exert a rapidly lethal action 
against every pathogenic microorganism or 
spore and it would be inexpensive, stable, 
odorless, and nonstaining. Requirements for 
an ideal antiseptic are rapid and sustained le- 
thality to microorganisms, activity in the pres- 
ence of skin and bodily fluids, lack of irritation 
and allergenicity, lack of systemic toxicity 
when applied to skin and mucous membranes, 



Table 13.1 Topical Synthetic Antibacterials 

Generic Name Formula Other Names Use 

Chlorine and chlorophores 

Chlorine 
Sodium chlorite 
Sodium hypochlorite 
Calcium hypochlorite dihydrate 
Lithium hypochlorite 
Chlorinated trisodium phosphate 
Chloramine T 
Halazone 
Dichloromethylhydantoin 
Trichloroisocyanuric acid 
Dichlorocyanuric acid 
Chlorazodin 

VI 
e Iodine 
0 Iodine 

Povidoneiodine 

Ethanol 
Isopropanol 
Benzyl alcohol 
Phenethyl alcohol 
Chlorobutanol 

Octoxynol 

Phenol 
Cresols 
2-n-Amyl-5-methylphenol 
Eugenol 
2-Benzyl-4-chlorophenol 
2-Phenylphenol 
Triclosan 
Resorcinol 

C12 
NaC10, 
NaOCl 
Ca(OC1),.2H20 
LiOCl 
NaOC1.4Na,P04 
1 
2 

I, + KI 
I, + ethanol 
I, + 7 

Iodine 

Alcohols 

Dakin's solution 

Chlorazone, etc. 
Pantocid 
Halane, Dactin 
Symcolsine 

Azochloramide 

Lugol's solution 
Iodine tincture 

Chloretone, etc. 

Triton X, etc. 

Phenols 

Carbolic acid 

Chlorophene 
Dowicide 1 
Irgasan 

Drinking water; disinfection 
Germicide 
Wound disinfectant 
Germicide 
Germicide 
Germicide 
Germicide 
Drinking water; disinfection 
Sanitizer 
Disinfect swimming pools 
Wound disinfectant 
Wound disinfectant 

Wound disinfectant 
Wound disinfectant 
Surgical antiseptic 

Antiseptic 
Antiseptic 
Pharmaceutical preservative 
Pharmaceutical preservative 
Bacteriostatic for 

ophthalmology 
Lens disinfectant 

Disinfectant 
Disinfectant 
Oral antiseptic 
Mouthwash 
Disinfectant 
Disinfectant 
Disinfectant for cosmetics 
Keratolytic 



Crystoids, etc. Hexylresorcinol 
Parahens 

Mouthwash 
Pharmaceutical preservative 

Bisphenols 

PHisohex, etc 
Anthraderm, etc. 

Hexachlorophene 
Anthralin 

Topical antiseptic 
Keratolytic 

Epoxides and Aldehydes 

Ethylene oxide 
Formaldehyde solution 
Glutaraldehyde 

20 
HCHO + water 
22 

Sterilization 
Sterilization 
Sterilization 

Formalin 

Acids 

Acetic acid 
Benzoic acid 

Irrigation 
Pharmaceutical preservative 

Oxidizing agents 

Hydrogen peroxide 
Urea hydrogen peroxide 

Sterilization 
Sterilization Hydrogen peroxide 

carbamide 
LIl 
e Benzoyl peroxide 
-L Peracetic acid 

. Potassium permanganate 

Acne 
Bactericide 
Skin lesions 

Heavy metals 

Ammoniated mercuric chloride 
Mercuric oxide 
Nitromersol 
Thiomersol 
Phenylmercuric acetate 
Phenylmercuric nitrate 
Merbromin 

Ammoniated mercury Skin infections 
Eye infections 
Bacterial antiseptic 
Bacterial antiseptic 
Bacterial antiseptic 
Bacterial antiseptic 
Bacterial antiseptic 

Metaphen 

PMA, etc. 
Phermernite 
Mercurichrome 

Silver salts 

Silver nitrate 
Toughened silver nitrate 

Burns, ophthalmic 
Wounds Lunar caustic 



Table 13.1 (Continued) 

Generic Name Formula Other Names Use 

Colloidal silver 
Silver sulfadiazine 

Gentian violet 

Methylene blue 

Triclocarban 
Propamidine 
Dihromopropamidine 
Chlorhexidine digluconate 

Polyhexamethylene higuanide 

01 
& Polyquaternium I 
)3 

Benzalkonium chloride 
Benzethonium chloride 
Methylbenzethonium chloride 

Cetylpyridiniun chloride 
Alkylbenzyldimethyl-ammonium chloride + 

alkyldimethyl(ethy1-henzy1)ammonium 
chloride 

Dimethyldioctyl-ammonium bromide 
Polyinones 

Sodium dodecylbenzene-sulfonate 
Oxychlorosene 

Ag + protein 
30 

Mild silver protein Wounds 
Burns 

Dyes 
Methylrosaniline 

chloride, crystal 
violet, etc. 

Urolene blue 

Topical antiseptic 

Cystitis and urethritis, 
antiseptic 

Diarylureas, amidines, and biguanides 

Cationic surfactants 

Anionic surfactants 

Solubacter 

Nolvasan, Sterilon 

Polyaminopropyl 
biguanide 

Polyquad 

Zephiran chloride, etc. 
Quatrachlor, etc. 
Diaperine chloride, 

Hyamine 10X 
Cepachol, etc. 
BTC 2125M, Dual 

Bust 

Deciquam 
Onamer M 

Conoco C-50, etc. 

Soaps and cosmetics 
Soaps and cosmetics 
Soaps and cosmetics 
Wound cleansing, burns, 

surgical scrub 
Contact lenses 

Contact lenses 

Skin disinfectant 
Skin disinfectant 
Diaper rash preventative 

Mouthwash and lozenges 
Biocide 

Food presenrative 
Contact lenses 

Dairy disinfectant 
Skin disinfectant 

Amphoteric surfactants 

Dodecyl + tetradecyl di(aminoethy1)-glycines 
+ tetradecyl-aminoglycines 

Tego 51 Surgical disinfectant 
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and no detrimental effect on wound healing. 
This ideal has not been realized completely 
(2). The need for selective toxicity increases 
from disinfectants, which are used on inani- 
mate objects, through antiseptics, which are 
applied to skin and mucous membranes, to 
systemic antimicrobial agents. For antisep- 
tics, a major concern is the therapeutic index, 
which is the ratio of the concentration that 
produces harmful effects to the concentration 
that is effective against microorganisms. The 
harmful effects include local tissue irritation 
and interference with the wound healing pro- 
cess. Hypersensitivity reactions and systemic 
toxicity resulting from absorption of the drug 
can be serious problems, as was the case when 
infants were commonly washed with hexa- 
chlorophene. A high degree of selective toxic- 
ity may be associated with a narrow antimi- 
crobial spectrum and the emergence of 
resistance. 

2.2.2 Cellular Targets. Chemical antimi- 
crobial agents have avariety of cellular targets 
and, in some cases, multiple targets. Although 
the precise mechanisms of many agents re- 
main unclear, there are a number of known 
interactions (3). For aldehydes, the target is 
the cell wall and the chemical mechanism is 
interaction with amino groups. The cell wall 
also is the target of anionic surfactants and 
the mechanism of action is lysis. Certain che- 
lating agents such as EDTA form chelates 
with cations in the outer membrane of the cell 
wall and this process induces the release of 
lipopolysaccharides. 

Phenols, quaternary ammonium com- 
pounds, biguanides, parabens, and hexachlo- 
rophene cause the leakage of low molecular 
weight compounds from cells and interfere 
with the normal proton flux. Phenol produces 
leakage, possible cell lysis, and proton flux 
changes; quaternary ammonium compounds 
cause leakage and protoplast lysis, and they 
interact with membrane phospholipids; chlor- 
hexidine induces leakage and protoplast and 
spheroplast lysis; parabens cause leakage, 
transport inhibition, and selective inhibition 
of proton flux; and hexachlorophene causes 
leakage, protoplast lysis, and inhibition of 
respiration. 

A variety of agents interfere with nucleic 

acid function. They include alkylation of DNA 
and RNA (and proteins) by ethylene oxide and 
formaldehyde, DNA intercalation by acridines 
and certain dyes, and inhibition of bacterial 
DNA gyrase (topoisomerase I) by quinolones. 

Metal ions bind with sulfhydryl groups on 
enzymes or other proteins that may be associ- 
ated with membranes. 

2.2.3 Mechanisms of Bacterial Resistance. 
The outer membrane of Gram-negative bacte- 
ria is composed of lipopolysaccharide, pro- 
teins, and lipids (4). It presents a barrier to 
many chemical agents, including quaternary 
ammonium compounds and triphenylmeth- 
ane dyes. In contrast, the cytoplasmic mem- 
brane of Gram-positive bacteria, excepting 
spores and mycobacteria, has greater perme- 
ability to most agents (5). Spores have a spe- 
cial coat and/or cortex that may not be perme- 
able to hydrogen peroxide and chlorine 
disinfectants. Bacterial cells may also have ef- 
flux mechanisms that extrude agents such as 
quaternary ammonium compounds, dyes, and 
mercury compounds from their interiors (6).  

2.2.4 Kinetics and Other Factors. Antibac- 
terial action follows approximately first-order 
kinetics. The rate depends on concentration, 
pH, and the vehicle in which the agent is ap. 
plied. The kinetics are most important when 
time is critical. An example of a rapid kinetics 
is the action of 70% ethanol on skin, which 
results in a 50% reduction in bacterial count in 
about 36 s. This ethanol concentration does 
not afford complete bactericidal action; only 
about 90% reduction in the bacterial count is 
obtained. Determination of kinetics is compli- 
cated by many factors, including diffusion, 
penetration, binding, and redistribution (7). 
Consequently, the rate of action often is not 
directly related to concentration and there is 
an optimal concentration. Thus, increasing 
the concentration of ethanol above 70% does 
not result in increased antibacterial activity. 
There is a general correlation of antibacterial 
activity and thermodynamic activity. The lat- 
ter is related to the proportional saturation of 
the drug in the medium. This correlation 
breaks down when the capacity of the medium 
for the drug becomes a limiting factor because 
the amount of agent in the medium becomes 
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depleted rapidly (8). One way to increase the 
capacity of water for poorly soluble agents 
such as iodine or hexachlorophene is to add a 
surfactant. 

2.3 Evaluation of Antimicrobial Activity 

2.3.1 Methods of Testing Disinfectants. 
Disinfectants are required to have rapid and 
lethal antimicrobial effects, which means that 
bactericidal rather than bacteriostatic test 
methods are used. The test methods must be 
precise and reproducible, use standardized mi- 
crobial strains, and have clearly defined inoc- 
ulum and culture conditions. Standard bacte- 
rial strains are obtained from the American 
Type Culture Collection (ATCC, Manassas, 
VA), The activity of disinfectants is affected by 
pH, chelators and other metal ions, macromol- 
ecules and other organic matter, and deter- 
gent residues. Disinfectant activity depends 
on concentration and contact time according 
to the relationship Cnt = k, where C is the 
disinfectant concentration, t is the time re- 
quired for lethal action, n is the concentration 
exponent, and k is a constant. Disinfectants 
with high exponents have a poor safety margin 
and require significantly increased contact 
time when they are diluted (9). 

In the United States, the principal methods 
for testing disinfectants are published in the 
16th edition of the Oflicial Methods of Analy- 
sis of the Association of Oficial Analytical 
Chemists International (AOAC) (10). Detailed 
outlines may also be found in the 4th edition of 
Disinfection, Sterilization, and Preservation 
(11). Other countries have their own compen- 
dia of official methods. Three representative 
AOAC test methods are described briefly be- 
low. The literature indicated should be con- 
sulted for more details and further examples. 

The phenol coefficient method compares 
bacterial activity of a disinfectant with that of 
phenol by a suspension test. A phenol coeffi- 
cient number is the ratio of the greatest dilu- 
tion killing test organisms in 10 rnin but not in 
5 rnin to the greatest dilution of phenol giving 
the same result. The assay is run in broth cul- 
ture at 20°C with contact times of 5,10, and 15 
min. It is used with specific strains of Salmo- 
nella typhi, Staphylococcus aureus, and 
Pseudomonas aeruginosa. 

Available chlorine in disinfectants is mea- 
sured by a capacity test in which disinfectant 
activity of a compound is compared with that 
of a standard sodium hypochlorite solution. 
The test organisms are S. typhi and S. aureus. 
Ten additions of inoculum are made at 1.5- 
rnin intervals and a subculture is made 1 rnin 
after each addition. 

A carrier test is used for germicidal spray 
products. Broth cultures of test bacteria are 
spread on slides and dried 30-40 rnin at 37°C. 
The disinfectant is then sprayed onto the 
slides under standard conditions. After 10 rnin 
contact time at room temperature, material is 
transferred from the slides to subculture 
broth using suture loops or penicylinders. For 
a successful test, organisms must be killed in 
10 out of 10 trials. The test organisms include 
S. aureus, P. aeruginosa, and Salmonella 
choleraesuis. 

2.3.2 Methods for Testing Antiseptics. The 
most im~ortant  tests for disinfectits involve 
surgicalhand scrubs. These tests incorporate 
the cup scrubbing procedure, in which a small 
area of skin is delineated by a glass cup. A 
wash solution (1 mL containing Triton X-100 
in pH 7.9 phosphate buffer) is added by pipette 
and the skin area is scrubbed for 1 min. The 
procedure is repeated and an aliquot of $he 
pooled sample is diluted and plated on agar. 
The plates are incubated 48 h at 37°C and col- 
onies are counted (12). 

The glove juice test is required by the FDA 
for surgical hand scrubs. In this test, loose 
gloves are placed on each hand and a sampling 
solution containing buffer and surfactant is 
added to one hand. This hand is massaged for 
1 min and the sample is removed, plated on 
agar, and incubated to determine microbial 
growth. The opposite hand serves as a control 
and the test involves a group of people and 
statistical analysis (12). 

In the modified Cade procedure, used for 
antimicrobial soaps, repeated hand washing 
under standard conditions is made in a series 
of basins and the bacteria in selected basins 
are plated on agar and incubated (12, 13). 
Hands are washed three times daily for 10 
days for at least 10 consecutive days. Reduc- 
tions in bacterial counts from baseline to the 
first basin and to the fourth and/or fifth basin 
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are measured. At least 35 subjects are used in 
the test. Other surgical scrub tests are de- 
scribed in the literature (11). 

2.4 History 

As described in the interesting historical re- 
view by Block (14), the first disinfectant re- 
ported in the literature was in Homer's The 
Odyssey. Upon his return from the Trojan 
Wars, Odysseus burned sulfur to fumigate his 
house. The burning of sulfur (to sulfur diox- 
ide) was used during the great plagues of the 
Middle Ages. Sulfur dioxide is still used as a 
disinfectant and preservative for fruit, fruit 
juices, and wine. 

In the early 1500s, Paracelsus reformed the 
pharmacopeia and introduced compounds of 
mercury, lead, arsenic, copper, iron, and sul- 
fur as disinfectants and antiseptics. Acidu- 
lated water, an antiseptic preparation con- 
taining wine or cider vinegar and cream of 
tartar, was used in the eighteenth century, as 
was mercuric chloride. Labarraque reported 

Kronig and Paul established the basis for 
modern chemical disinfection in 1897 (21). 
They reported that chemical agents killed bac- 
teria at a rate determined by concentration of 
the chemical and the temperature and they 
noted that disinfectants can be compared ac- 
curately only when they are tested under care- 
fully controlled conditions. Rideal and Walker 
introduced the important phenol coefficient 
method for comparing disinfectants in 1903 
(22). It is still used in standard assays. 

The development of organic chemistry pro- 
vided the basis for the synthesis of antibacte- 
rial agents of increasing potency and selectiv- 
ity. Bechold and Ehrlich reported the high 
antibacterial activity of halogenated bisphe- 
nols in 1906 (23) and alkylresorcinols ap- 
peared in 1921. In 1935 Domagk showed that 
the addition of long alkyl chains to quaternary 
ammonium compounds greatly increased 
their disinfectant activity (24). Clorhexidine, a 
biguanide, was developed in 1965 by Rose and 
Swain through the structural modification of 
the antimalarial biguanides (25). 

the use of calcium hypochlorite for wound 
dressings and general sanitation in 1825 (15) 
and Alcock recommended the use of chlorine 
to disinfect drinking water in 1827 (16). Tinc- 
ture of iodine was admitted to the United 
States Phamacopeia as an antiseptic in 1830. 
Richardson discovered the disinfectant activ- 
ity of hydrogen peroxide in 1858. In 1887 an 
emulsion of coal tar creosote and soap was pat- 
ented. A version of it was sold under the name 
Lysol. 

Following the development of the principle 
of contagion by Holmes and Semmelweiss (17, 
18), who independently reported the benefit of 
physicians washing their hands with calcium 
hypochlorite before conducting examinations 
and other procedures, Lister made a great ad- 
vance in medicine by introducing antiseptic 
surgery (19). His techniques included the lib- 
eral use of phenol. Pasteur's pioneering stud- 
ies in microbiology were followed by Koch's 
conclusive demonstration that bacteria in- 
vaded tissue and caused disease. In a compre- 
hensive paper in 1881 he evaluated the ability 
of many chemicals to kill anthrax spores, re- 
porting that halogens, mercuric chloride, and 
potassium permanganate were highly effec- 
tive, but phenol was not (20). 

2.5 Halogens and Halophores 

2.5.1 Chlorine and Chlorophores. Chlorine 
has been used since 1827 to disinfect drinking 
water and it remains the leading agent for this . 
purpose because it is cheap and effective. Nev- 
ertheless, a variety of chlorine-generating 
compounds (chlorophores) and related com- 
pounds have been used in drinking water. 
Chlorine dioxide (C10,) has been used in re- 
cent years for drinking water disinfection and 
wastewater treatment. This highly reactive 
compound cannot be manufactured and 
shipped in bulk, but it is prepared at the site of 
consumption by treating a sodium chlorite so- 
lution with chlorine as indicated (Equation 
13.1). Inorganic chloramines were used in the 
1930s and early 1940s to improve the taste of 
drinking water, but their use was largely dis- 
continued because of their inferior disinfec- 
tant properties. Combining chlorine and am- 
monia in water results in a mixture of species 
including ClNH,, Cl,NH, and C1,N. Approxi- 
mately 25 times as much of these species is 
needed as is chlorine and the contact time re- 
quired is 100 times as long (26). More recently, 
the addition of inorganic chloramines to water 
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is being reconsidered because they prevent the 
formation of carcinogenic trihalomethanes 
from pollutants (27). 

The germicidal species formed in water so- 
lutions of chlorine is hypochlorous acid 
(Equation 13.2). Based on this finding, a va- 
riety of inorganic hypochlorites were intro- 
duced as disinfectants. They include sodium 
hypochlorite, calcium hypochlorite dihy- 
drate, lithium hypochlorite, and chlorinated 
trisodium phosphate [NaOC1.4(Na,PO4)1. 
The water solutions of sodium hypochlorite 
are available in different concentrations of 
available chlorine including the following: 
0.4-0.5% (Dakin's solution used on wounds); 
5.25% (Chlorox and related preparations); and 
12-15% (liquid bleach). 

C1, + HOH + HOCl + HC1 (13.2) 

Organic compounds such as amides, sulfon- 
amides, imides, and amidines form reason- 
ably stable N-chloro derivatives, which may 
be produced in bulk quantities by treating 
appropriate nitrogen compounds with 
HOC1. In water they slowly release HOCl 
and regenerate the parent nitrogen com- 
pound (Equation 13.3). Among the N-chloro- 
sulfonamides, chloramine-T (sodium p-tolu- 
enesulfonchloramide, 1) has been used for 

mines include dichlorodimethylhydantoin 
(halane, 3), which is used in some commer- 
cial sanitizing products and trichloroisocya- 
nuric acid (trichloro-s-triazinetrione, 41, 

which is widely used to disinfect swimming 
pools. The sodium and potassium salts of di- 
chloroisocyanuric acid (5) are used in laun- 

disinfecting wounds. It  is permitted for use 
as a sanitizer in dairies and restaurants by 
the U.S. Public Health Service. Halazone (p- 
dichlorosulfamoylbenzoic acid, 2) is only 
slightly soluble in water, but its sodium salt 
is very soluble and has been used to disinfect 
drinking water (28). Heterocyclic chlora- 

dry bleaches, dish-washing compounds, 
scouring powders, and industrial sanitizing 
products (29). Chloroazodin (N,N1-dichloro- 
azodicarbonamidine, 6) is used for wound 
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disinfection, packing for cavities, and lavage 
and irrigation. It  has prolonged antiseptic 
action because of its relatively slow reaction 
with water. 

RCONC1, + HOH -. RCONHCl + HOCl 

(13.3) 

Chlorine in minute amounts results in a de- 
structive permeability of bacterial cell walls 
(30). Two different mechanisms have been 
proposed for the germicidal effects of hypo- 
chlorous acid. Both of them involve reac- 
tions with proteins: one is oxidation of sulf- 
hydryl groups in the proteins and the other 
is chlorination of amide nitrogens (31). Al- 
though early workers considered that the 
germicidal action of N-chloramines was 
caused solely by hydrolysis to HOC1, it was 
suggested more recently that there is direct 
transfer of positive chlorine from N-chlora- 
mines to receptors in the bacterial cells (32). 

2.5.2 Iodine. Molecular iodine (I,) is one of 
the oldest germicides and still one of the most 
useful. It is highly effective, economical, and 
minimally toxic at the usual concentrations. 
Water solutions of iodine are complex systems 
containing at least seven species, of which I, 
and HI0 are considered to be the main disin- 
fectants (33). Iodine preparations include the 
tincture (2% solution of I, in 50% ethanol con- 
taining iodide), Lugol's solution (5% I, in wa- 
ter with KI), and iodine solution (2% I, in wa- 
ter with NaI). The iodide salts solubilize I, and 
decrease its volatility. Preparations contain- 
ing iodide ion have the triiodide ion (I,-) as a 
major species. This ion is a weak disinfectant 
compared with I,. Iodine as I, readily pene- 
trates the cell walls of microorganisms. Sug- 
gested mechanisms of action include oxidation 
of the SH groups in proteins, iodination of 
amino groups, iodination of tyrosine residues, 

and addition to the double bonds of unsatur- 
ated fatty acids (34). Povidone-iodine is a com- 
plex of I, with polyvinylpyrrolidone (7), a non- 

ionic surfactant polymer. This water-soluble 
complex contains approximately 10% of avail- 
able I, (35), which it releases slowly. Povi- 
done-iodine is nontoxic, nonirritating, and 
nonstaining. It is used as an antiseptic before 
surgery and injections and for treating 
wounds and lacerations. Available products 
include surgical scrubs, aerosols, ointments, 
antiseptic gauze pads, and mouthwashes. 

2.6 Alcohols 

Alcohols have desirable properties as disinfec- 
tants and antiseptics. They are bactericidal, 
inexpensive, and relatively nontoxic when 
used topically; however, they are more active 
against vegetative forms than against spores. . 

I 
Structure-activity relationships (SARs) among 
aliphatic alcohols have been established (36). 
Bactericidal activity increases as the homolo- 
gous series of normal alcohols is ascended 
from methanol through ethanol, propanol, 1 
and so on to octanol. The phenol coefficients 3' 
range from 0.026 for methanol to 21.0 for n- 
octanol when Salmonella typhosa is the organ- 
ism. Against Pseudomonas aeruginosa, bacte- 
ricidal activity of alcohols decreased in the 
order n-primary > i-primary > n-secondary > 
tertiary (36). 

Ethanol and isopropanol are the only alco- 
hols used routinely as antiseptics and disinfec- 
tants. They are most effective as 60-90% so- 
lutions in water and their mode of action is 
gross protein denaturation. The main use is 
skin disinfection, and an aerosol preparation 
is used to disinfect air. 

Benzyl alcohol is commonly used as a pre- 
servative in vials of injectable drugs in concen- 
trations of 1-4%. Its mild local anesthetic ac- 
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tivity also is useful for injection. Further 
antiseptic uses for benzyl alcohol are in oint- 
ments and lotions. Phenylethyl alcohol (8) is 

used primarily in perfumery. Among alcohols 
it has the unique property of greater potency 
against Gram-negative bacteria than against 
Gram-positive bacteria (37). It has been found 
to inhibit mRNA synthesis and DNA repair 
(38). Chlorobutanol (l,l,l-trichloro-2-methyl- 
2-propanol, 9) is used as a bacteriostatic agent 

in pharmaceutical preparations for injection 
and ophthalmic and intranasal administra- 
tion. 

Ethylene glycol, propylene glycol, and 
other glycols were used in the past as vapors to 
disinfect air. Good antimicrobial activity in 
this use depends on precise control of humid- 
ity. 

Octoxynol (octylphenoxy polyethoxyetha- 
nol, 10) consists of a mixture of compounds 

containing 4-14 ethoxy units in addition to 
the terminal hydroxyethyl residue. Solutions 
containing this mixture are used to disinfect 
contact lenses. A single member of this set of 
compounds, octynol-9 (n = 8) is used as a sper- 
matocide (39). 

2.7 Phenols 

2.7.1 Monophenols. Phenol was introduced 
by Lister as a surgical anesthetic in 1867. 
Originally, it was used undiluted and was toxic 
to tissue; however, it was considered to be less 
harmful than potential infections. Lister sub- 
sequently found that dilutions as low as 1:40 
still gave effective antisepsis. The develop- 
ment of substituted phenols and bisphenols 
with superior antiseptic activity and lower 
toxicity has led to phenol being replaced as an 
antiseptic. It has limited use as a preservative 
for pharmaceuticals and a disinfectant for in- 
animate objects and excreta. Liquified phenol 
is phenol containing 10% water. This form is 
convenient for use in pharmaceutical prepara- 
tions. Phenol and its derivatives act as gross 
cellular poisons at higher concentrations, pen- 
etrating cells and denaturating proteins. At 
lower concentrations, they inactivate essen- 
tial enzymes. In 1% solution, phenol causes a 
pronounced leak of glutamic acid from cells. 
This finding suggests that the bactericidal ac- 
tivity of phenol results from physical damage 
to the permeability barrier in the bacterial cell 
wall (40). 

Mixtures of the three isomeric methylphe- 
nols (cresols) are obtained from coal tar or pet- 
rolatum by alkaline extraction, acidification, 
and distillation. Cresol, NF is an inexpensive 
disinfectant with a phenol coefficient of 2.5. 
Compound cresol solution contains 50% cresol 
in saponified linseed or other suitable oil. It is 
soluble in water and is widely used for disin- 
fecting inanimate objects and excreta. 

The antibacterial potency of alkylphenols 
increases with increasing size of the alkyl 
group, which suggests that lipophilicity may 
be an important physical property for these 
compounds. para-Substituted alkylphenols 
increase in potency up to a chain length of six, 
then potency declines because of poor water 
solubility. Among the alkylphenols, 2-n-amyl- 
5-methylphenol (11) is used as an antiseptic in 
mouthwashes, gargles, and lozenges (41). 

Eugenol (4-allyl-2-methoxyphenol, 12) has 
a phenol coefficient of 14.4. It has local anes- 
thetic activity in addition to antiseptic activity 
and these properties account for its use in 
mouthwashes. 
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The antibacterial potency of phenols is in- 
creased by halogenation. para-Substituents 
are more effective than ortho-substituents. 
Addition of alkyl chains further increases po- 
tency and straight chains are more effective 
than branched ones. It is more effective to 
have the halogenpara and the alkyl group or- 
tho than in the reverse orientation. Increasing 
the molecular weight of the alkyl group usu- 
ally increases the antibacterial potency (de- 
pending on the species) and decreases the tox- 
icity (42,431. A free hydroxyl group is required 
for a ntibacterial activity. Chloro and alkyl 
groups enhance potency by increasing lipophi- 
licity and consequently reducing surface ten- 
sion. Electron-withdrawing groups such as 
halogens increase the acidity of the phenol. 
Nitration increases antibacterial potency but 
also increases toxicity to higher species. Nitro- 
phenols uncouple oxidative phosphorylation 
(44). The most widely used and effective sub- 
stituted alkylhalophenols are chlorophene (2- 
benzyl-4-chlorophenol, 13) and 2-phenylphe- 
no1 (14). They are used against a broad 
spectrum of Gram-positive and Gram-nega- 
tive bacteria as environmental disinfection in 
places such as hospitals, dairies, barns, poul- 
try houses, and rest rooms. Triclosan (15) is a 
diphenylether substituted with one phenolic 
hydroxyl group and three chlorines. Its bacte- 

riostatic action on a broad spectrum of organ- 
isms makes it a useful disinfectant for cos- 
metic and detergent preparations. 

The methyl, ethyl, propyl, and butyl esters 
of p-hydroxybenzoic acid (parabens) are used 
as preservatives for liquid dosage forms of 
pharmaceuticals and in cosmetics and indus- 
trial products. They are active against bacte- 
ria, yeasts and molds. Parabens are effective 
in low concentrations (0.1-0.3%) that are de- 
void of systemic effects, but as constituents of 
antibacterial ointments they can cause severe 
contact dermatitis. 

2.7.2 Bisphenols. The parent bisphenol, 
resorcinol(16), has antibacterial and antifun- 

gal activity, but it is less potent than phenol. 
Nevertheless, its keratolytic properties make 
it useful in treating conditions such as acne, 
ringworm, eczema, and psoriasis. Resorcinol 
monoacetate is a prodrug that slowly liberates 
resorcinol. It has weaker but more prolonged 



Synthetic Antibacterial Agents 

action. As found with monophenols, the addi- 
tion of alkyl substituents to bisphenols signif- 
icantly increases antibacterial potency. Hexyl- 
resorcinol (4-n-hexylresorcinol, 17) is an 

effective bactericidal agent that has a phenol 
coefficient of 313 against Staphylococcus au- 
reus (45). It also has local anesthetic activity. 
Hexylresorcinol is used in 1:1000 water solu- 
tion or glycerite in mouthwashes or pharyn- 
geal antiseptic preparations. 

Hexachlorophene is 2,2'-methylenebis- 
(3,4,6-trichlorophenol) (18). It was synthe- 

sized in 1941 by condensing 2 mol of trichloro- 
phenol with 1 mol of formaldehyde in the 
presence of sulfuric acid (46). Hexachloro- 
phene has high bacteriostatic activity, espe- 
cially against Gram-positive bacteria: a 3% so- 
lution kills S. aureus in 15-30 s. It is less 
potent against Gram-negative bacteria and 
bactericidal activity requires longer contact 
time (24 h for some Gram-negative bacteria). 
Single applications of hexachlorophene are 
not more effective than ordinary soaps, but 
daily use results in a layer on the skin that 
confers prolonged bacteriostatic action. This 
property led to its widespread use as a topical 
antiseptic and in the late 1950s it successfully 
combatted virulent Staphylococcus infections 
in hospital nurseries throughout the world. 
Unfortunately, systemic toxicity can develop 

from topical use, especially in infants, and 
more than 30 infants in France died from neu- 
rotoxicity resulting from exposure to baby 
powder containing 6% of hexachlorophene. In 
1972 the FDA banned it from all over-the- 
counter (OTC) and cosmetic preparations, ex- 
cept at preservative levels of 0.1%. Prescrip- 
tion products bear warning labels concerning 
absorption and potential neurotoxicity (47). 
Hexachlorophene is still used for surgical 
scrubs, hand washing as part of patient care, 
and control of outbreaks of Gram-positive in- 
fections where other procedures have failed. 

Anthralin (I$-dihydroxyanthrone, 19) is 

used against psoriasis and other chronic skin 
conditions because of its antiseptic, irritant, 
and keratolytic properties. 

2.8 Epoxides and Aldehydes 

Epoxides and simple aldehydes are highly re- 
active functionalities that readily alkylate nu- 
cleophilic groups such as amino, hydroxyl, and 
thiol on proteins and nitrogens on nucleic ac- 
ids. Because of their high toxicity to higher 
organisms, they are used mainly to disinfect 
inanimate objects. 

2.8.1 Epoxides. Ethylene oxide (oxirane, 
20) is a colorless flammable gas. It readily dif- 

fuses through porous materials and destroys 
all forms of microorganisms at room tempera- 
ture (48). Ethylene oxide is very toxic and pos- 
sibly carcinogenic. In concentrations of 3 to 
80% v/v it forms explosive mixtures with air. 
This hazard may be eliminated by mixing it 
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with carbon dioxide or fluorocarbons. For ex- tact dermatitis. The mode of action of glutaral- 
ample, the product carboxide has 10% ethyl- dehyde is based on its strong binding to outer 
ene oxide and 90% carbon dioxide. Ethylene cell layers, especially involving the &-amino 
oxide has been used to sterilize temperature- groups of proteins, rendering them imperme- 
sensitive medical equipment and certain phar- able (52). It may also inactivate cellular enzymes 
maceuticals that cannot be autoclaved. Pro- and akylate nucleic acids (53). 
pylene oxide is a liquid that also has been used 
as a sterilizing agent (49). 2.9 Acids 

2.8.2 Aldehydes. Formaldehyde is a gas 
that readily undergoes oxidation to formic 
acid and polymerization to paraformaldehyde. 
It usually is used as formalin, an aqueous so- 
lution containing not less than 37% formalde- 
hyde and 10-15% methanol to prevent poly- 
merization. Formaldehyde exerts a slow but 
potent germicidal action thought to involve di- 
rect nonspecific alkylation of nucleophilic 
groups on proteins to form carbinol deriva- 
tives (Equation 13.4). It is used to disinfect 
surgical instruments. Formaldehyde is highly 
allergenic and a cancer suspect agent. 

Rnu + HCHO + RnuCHzOH (13.4) 

Glutaraldehyde (1,5-pentanedial, 22) is a reac- 
tive dialdehyde that readily undergoes self-con- 
densation to form a$-unsaturated polymers 
(Equation 13.5). The commercial product is a 
stabilized solution containing 2% glutaralde- 
hyde buffered to pH 7.5-8.0. Polymerization oc- 
curs above pH 8.5 (50). Glutaraldehyde Disin- 
fedant Solution, NF is used to sterilize 
instruments and equipment that cannot be au- 
toclaved. One special use is in disinfection of fi- 
ber-optic endoscopy equipment, especially to 
prevent the transmission of Mycobacterium tu- 
berculosis between patients (51). Glutaralde- 
hyde is effective against all microorganisms and 
its advantages over formaldehyde include less 
irritation and odor, although it can cause con- 

CHO 
I 

Acetic acid in 1% water solution has been used in 
surgical dressings as a topical antimicrobial 
agent. In 0.25 to 2% solutions it is useful for 
infections of the external ear and for irrigation 
of the lower urinary tract. It is especially effec- 
tive against Pseudomonas and other aerobic 
Gram-negative bacteria (54). Benzoic acid is em- 
ployed externally as an antiseptic in lotions, 
ointments, and mouthwashes. As a preservative 
in food and pharmaceuticals, its effect depends 
on both pharmacokinetics and distribution be- 
tween phases (55). It is more active when the pH 
is below its pK, value of 4.2. 

2.1 0 Oxidizing Agents 

Hydrogen peroxide (H,O,) is stable when it is 
pure, but small amounts of impurities promote 
rapid decomposition to water and oxygen. It is 
stabile in 3% water solution if deionized water 
and clean equipment are used. This solution is 
used for topical disinfection. Although it has pod 
tent activity against bacteria including anaer- 
obes, it penetrates tissue poorly and the amount 
that does penetrate is rapidly decomposed by 
catalase. Thus, its antibacterial action in tissue 
is weak and brief. Hydrogen peroxide is more 
effective where living tissue is not present. It 
finds use in sterilizing milk, hospital water, food 
containers, and in the ultrasonic disinfection of 
dental and medical instruments. The lethal ef- 
fect of hydrogen peroxide on microorganisms is 
thought to be attack on membrane lipids and 

/FHO \ CHO 
I 
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DNA. Decomposition to the highly reactive hy- 
droxyl radical may be important in these pro- 
cesses (56). Concentrations of hydrogen perox- 
ide used in sterilization (3% and higher) 
overcome the protective effect of catalase in bac- 
terial cells. 

Carbamide peroxide is a stable 1:l  complex 
of urea and hydrogen peroxide, which is pro- 
vided as a 12.6% solution in anhydrous glycer- 
ine. It releases hydrogen peroxide when it is 
mixed with water. 

Benzoyl peroxide (23) is chemically unsta- 
ble and decomposes when heated. Its safety is 
improved by dilution with 30% water (Hy- 
drous Benzoyl Peroxide, USP). Lotions con- 
tain 5-10% of hydrous benzoyl peroxide and 
they are stabilized by addition of dicalcium 

phosphate. Nonstabilized water solutions 
slowly decompose to hydrogen peroxide and 
benzoic acid. The main use of benzoyl peroxide 
is in treatment of acne, where it kills Propi- 
onibacterium acnes, decreases production of 
irritating fatty acids in sebum, and induces 
cell proliferation by its keratolytic action. 

Peracetic acid is used widely in food process- 
ing and beverages. It is bactericidal at 0.001% 
and has the advantage of decomposing only to 
water, oxygen, and acetic acid (Equation 13.6). 

Potassium permanganate (KMnO,) kills 
many microorganisms a t  a dilution of 
1:10,000; however, this concentration is ir- 
ritating to tissues and causes stains. I t  finds 
limited use in weeping skin lesions. 

2.1 1 Heavy Metals 

2.11.1 Mercury Compounds. In the past, 
mercuric chloride was used widely as an antisep- 

tic, but its present use is limited to disinfecting 
instruments and occasional application to un- 
abraided skin. The most sigdicant inorganic 
mercury compound is arnmoniated mercury 
(Hg(NH,)Cl), which is used for skin infections 
such as impetigo. It is formulated as ammoni- 
ated mercury ointment, which contains 5 or 10% 
of the compound in liquid petrolatum and white 
ointment. Mercuric oxide (HgO) is used some- 
times for inflammation of the eye. 

There are two basic types of organomercuriais: 
those in which the mercury is covalently bondedto 
carbon and those in which the mercury is bonded 
to a heteroatom such as oxygen, sulfur,' or nitro- 
gen. The latter type dissociates more readily than 
the former. Organomercurials are more bacteri~ 
static, less toxic, and less irritating than inorganic 
mercury compounds (57). Their mechanism of ac- 
tion is thought to result from bindmgwith thiols in 
enzymes and other proteins. Thiols such as cys- 
teine reverse their toxicity. Organomercurials are 
bacteriostatic and their potency is reduced sub 
stantially in serum because of the proteins 
present. They are not effective against spores. 
Among many organomercurials, nitromersol(24, 

designated as the anhydride of 4nitro-3-mercuri- 
2-methylphenol by the USP); thimerosal (mer- 
thiolate, 25); phenyhnercuric acetate (26); and 

phenyhnercuric nitrate [a mixture of phenylmer- 
curic nitrate (27) and phenyhnercuric hydroxide 
(2811 are marketed in many liquid and solid forms 
as bacteriostatic antiseptics. They also are used in 
biological produds to prevent contamination (58). 
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Merbromin (mercurochrome, 29) is used despite 
its very weak bacteriostatic action. Its brilliant red 
color may account for its popularity. 

HgOH 
+ - I 

stroying most microorganisms at 0.1% concen- 
tration. Lower concentrations are bacteriosta- 
tic. Silver nitrate is particularly effective against 
gonococci and 1% solutions are used for the pro- 
phylaxis of ophthalmia neonatorum. In 5% solu- 
tions, silver nitrate is used, usually in conjunc- 
tion with antibiotics, to treat extensive burns. 

A solid form of silver nitrate known as lu- 
nar caustic (Toughened Silver Nitrate, USP) 
has been used to cauterize wounds. 

Colloidal silver preparations retain sub- 
stantial antibacterial activity and they are less 
injurious to tissues. One of these preparations, 
Mild Silver Protein, contains about 20% of el- 
emental silver. 

Silver sulfadiazine (30) is used in the topi- 
cal treatment of extensive burns. It readily 

2.1 1.2 Silver Salts. Silver ions bind readily penetrates the eschar and the solubility is low 

with biologically important functional groups enough that insufficient silver is released to 

including thiol, amine, phosphate, and carboxy- precipitate proteins or chloride ions. I t  is effec- 

late. Some of these interactions can alter the tive against Pseudomonas aeruginosa. 

properties of bacterial proteins and cause them 
to precipitate. Other interactions may cause al- 2.1 2 Dyes 
terations in the bacterial cell wall and cytoplas- 
mic These drastic &anges result in Organic dyes were used extensively as antimi- 
an immediate bactericidal effect, and small crobial agents before the development of sul- 
amounts of silver ions subsequently liberated fonamides and antibiotics. Now only a few 
h m  silver-protein complexes provide sustained dyes such as gentian violet and methylene 
bacteriostatic action (56). Silver nitrate blue are used. Gentian violet (hexamethyl-p- 
(AgNO,) solutions are highly germicidal, de- rosaniline chloride, 31) is a triphenylmethane 

(31) Leucobase 
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dye that is converted into a colorless form (leu- 
cobase) in alkaline solution (Equation 13.7). 
Cationic dyes such as gentian violet generally 
are active against Gram-positive bacteria and 
fungi; however, acid-fast and Gram-negative 
bacteria are resistant. Gentian violet has been 
used as a topical antibacterial agent, but its 
main use is as a topical agent for fungal infec- 
tions. Gentian violet topical solution contains 
1% of the agent and 10% of ethanol. Methylene 
blue (32) is a bacteriostatic agent that has 

been used for cystitis and urethritis, infections 
associated with E. coli and Neisseria gonor- 
rhea, respectively. Its redox properties make it 
useful for treatment of cyanide poisoning. 

2.1 3 Diarylureas, Amidines, and Biguanides 

Diarylureas (carbanilides) are potent antibac- 
terial agents (60). Among a large number of 
these compounds, triclocarban (33) was cho- 

sen for commercial development. It is used 
mainly in detergents, toilet soaps, and medi- 
cated cosmetics. Propamidine (34) and dibro- 
mopropamidine (35) are diamidines with ac- 
tivity against Gram-positive bacteria (61,621. 
Their mode of action is not known. 

The antibacterial properties of biguanides 
were discovered by structural manipulation of 
earlier biguanides with antimalarial activity 
(25). They are strongly basic compounds that 
exist as dications at physiological pH. Their 
physical and antimicrobial properties resem- 
ble those of cationic surfactants, but they are 
not inactivated by anionic detergents unless 
the counter ions cause precipitation. The most 
important antibacterial biguanide is chlor- 
hexidine (36), which is active against a broad 
spectrum of bacteria, except acid-fast bacteria 
and spores. It is not absorbed through skin or 
mucous membranes and it has no systemic 
toxicity or teratogenicity (63). The commer- 
cial product is chlorhexidine digluconate, 
which is highly water soluble. A 4% emulsion 
of it is used in wound cleansing (641, treat- 
ment of burns (65), and surgical scrub prepa- 
ration of skin (66). In 0.2% solution it is used 
as a mouthwash to combat plaque-inducing 
bacteria (67). 

Chlorhexidine acts by a sequence of events 
involving attraction to the bacterial cell, 
strong binding to certain phosphate-contain- 
ing compounds on the bacterial surface, over- 
coming bacterial cell wall exclusion mecha- 
nisms, attraction to the cytoplasmic membrane, 
leakage of low molecular weight cytoplasmic 
components, and complexation with phos- 
phated molecules such as ATP and nucleic ac- 
ids (68). 

Polymeric analogs of chlorhexidine, such as 
polyhexamethylene biguanide (also called 
polyaminopropyl biguanide, 37), wherein the 
molecular weight is in the range 1000-3000 
Da are used in disinfecting contact lenses be- 
cause they have high antimicrobial potency, 
low binding to the lenses, and very low ocular 
toxicity (69). Another important polymeric 
quaternary compound is polyquaternium 1 
(Polyquad, 38), which has 2-butenyl chains 
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NH NH 
' I  " OCl CIeNH!:H!:H(CH&NHCNHCNH 

separating the quaternary nitrogens, and tri- 
ethanolammonium groups at the chain ends 

2.14 Surface-Active Agents 

2.14.1 Cationic Surfactants. Cationic sur- 
factants are quaternary ammonium or pyri- 
dinium salts that are ionic in water and have 
surface-active properties. These properties 
are associated with the cationic head, which 
has high affinity for water, and a long hydro- 
carbon tail, which has high affinity for lipids. 
Cationic surfactants show potent activity 
against Gram-positive bacteria and lower ac- 
tivity against Gram-negative bacteria (71). 
Pseudomonas species and Mycobacterium tu- 
berculosis are resistant. 

The mechanism of action of cationic surfac- 
tants is association with cell wall protein fol- 
lowed by penetration and disruption of the cell 
membrane. The resistance of Gram-negative 
bacteria is attributed to difficulty in penetrat- 
ing the outer membrane (72). There is no ac- 
tivity against bacterial spores. Desirable fea- 
tures of cationic surfactants include water 
solubility, low toxicity, relatively good tissue 
penetration, and freedom from stains and cor- 
rosion. Disadvantages include inactivation by 
anionic surfactants (all traces of soap must be 
removed from skin), reduced effectiveness in 

t NH NH *HCl NH 
II II in I I 

HC1 H2N(CH2)3 (CHZ)~NHCNHCNH(CH~)~ (CH2)3NHCNHCN 

(37) 

t NH NH 
II II 

H2N(CH2)3 (CH2)3NHCNHCNH(CH2)3 mHCl 

(38) 

the presence of blood serum and pus, strong 
adsorption on fibrous material such as cotton, 
occasional allergic responses on prolonged 
use, and resistant organisms. 

The important surfactants are benzalko- 
nium chloride, benzethonium chloride, 
methybenzethonium chloride, and cetylpyri- 
dinium chloride. Benzalkonium chloride is a 
mixture of alkylbenzyldimethylammonium 
chlorides having the general formula 
[C,H,CH,N(CH,),R] + C1-, where R is a mix- 
ture of alkyl groups of which C,,H,,, C,,H,,, 
and C,,H,, are the main components. It is 
used as an antiseptic for skin and mucosa in 
concentrations of 1:75 to 1:20,000. Other uses 
include irrigation and disinfection of surgical 
instruments. Benzethonium chloride (39) is 
also is used as a skin disinfectant and irrigant 
of mucous membranes. Methylbenzethonium 
chloride (Diaperene, 40) is used specifically for 
control of diaper rash in infants caused by 
Bacterium ammoniagenes, a species that lib- 
erates ammonia. 

Cetylpyridinium chloride (l-hexadecylpyri- 
dinium chloride, 41) has its positively charged 
nitrogen as part of a pyridine ring. It finds use 
as a general anesthetic, irrigant for mucous 
membranes, and as a component of mouth- 
washes and lozenges. 

Structure-activity relationships have been 
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defined for cationic surfactants. For lau- 
rylpyridinium chlorides, antibacterial potency 
depends on the electronegativity of substitu- 
ents on the pyridine ring with electron-releas- 
ing groups affording the highest potencies. 
There is a linear relationship between potency 
and partial charge on the pyridine nitrogen 
(73). Some highly potent substituted pyridines 
have not been commercialized because of their 
potential cost. Octanol-water partition coeffi- 
cients were measured for a series of alkylben- 
zyldimethylammonium chlorides and used as 
the independent variable in a correlation with 
antibacterial potency. The parabolic relation- 
ship of the form log(l/C) = a + b log P + c(1og 
P)2 was obtained, wherein P is the partition 
coefficient and C is the minimum inhibitory 
concentration (MIC). Maximum potency was 
found for the compound with the Cl,H2, side 
chain. Potency depended on the organism, 
with the MIC being 10 times as great for 
Gram-negative bacteria as for Gram-positive 
bacteria (74). 

Mixtures of equal proportions of alkylben- 
zyldimethylammonium chloride and alky- 

ldimethyl(ethylbenzyl)ammonium chloride 
(alkyl = C12 to C,,) are known as "dual quats." 
An example of these mixtures, BTC 2125M, 
has better biocidal activity than that of the 
individual species (75). Quaternary ammo- 
nium compounds having two long alkyl chains 
were made possible when catalytic amination 
of long-chain alcohols to give dialkylmethyl- 
mines  became a commercial process. Quater- 
nization of these compounds with methyl chlo- 
ride provides products known as "twin-chain 
quats." An example of these compounds, di- 
methyldioctylammonium bromide (DECI- 
QUAM) is used in the British food industry 
because of its low toxicity and good antibacte- 
rial potency (76). Polymeric quaternary am- 
monium compounds, named polyionenes, are 
milder and safer than monomeric quaternary 
ammonium salts (77). Among these com- 
pounds, Onamer M (42), is used as a preserva- 
tive for contact lens solutions. It is less irritat- 
ing than chlorhexidine. 

2.1 4.2 Anionic Surfactants. Mixtures of an- 
ionic surfactants with acids to lower the pH to 
2-3 show rapid germicidal activity (78). Alk- 
yarylsulfonates such as dodecylbenzenesulfo- 
nic acid (43) are the most effective surfactants 
and phosphoric acid is frequently used in the 
mixture. Possible modes of action are disorga- 
nization of the cellular membrane, denatur- 
ation of key enzymes and other proteins, and 
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+ 
(HOCH2CH2)3NCH2CH=CHCHz 

(42) 

s G 3 ~ a +  

interruption of cellular transport (79). Prod- 
uds have been developed for disinfecting 

NH2/ \ N = N e  - SO2NH2 

equipment in the food and dairy processing 
(44) 

Oxychlorosene is a complex of sodium do- 
decylbenzenesulfonate and hypochlorous acid. covered. This discovery in the early 1930s and 
It has a rapid and the development of sulfonamides and sulfones 
adion against both Gram-~ositive and Gram- as a class of antibacterial agents, which fol- 
negative bacteria, fungi, yeasts, molds, vi- lowed, forms a fascinating chapter in the an- 
ruses, and spores. It is applied as a disinfec- 

nals of medicinal chemistry. Their broad anti- 
tant by irrigation, instillation, sprays, soaks, 

microbial spectrum provided, for the first 
or wet compresses. time, drugs for the cure and prevention of a 

variety of bacterial infections; their wide- 
2'14'3 Surfactants' These prep- spread clinical use brought about a sharp de- . 

arations, known as ampholites, have been cline in morbidity and mortality of treatable 
used as biocides in Europe for more than infectious diseases, and thus proved of great 
40 years. are based On mixtures Of a lk~-  and public health importance. Recog- 
ldi(aminoeth~l)gl~cines and Other diamin- 

nition of the inhibition of the action of sulfon- 
oglycine derivatives. For Tego 51 -ides by extracts, which was &own to 
contains dodec~l and tetradec~l di(aminoeth- be attributed to the presence of p-aminoben- 
Y ~ ~ ~ Y ~ ~ ~ ~ ~  plus dodec~l and tetradec~l zoic acid (PABA), required in folate biosynthe- 
oethylglycines (80). A 1% solution of this prod- sis, was the first clear demonstration of me- 
uct "'ls many Gram-positive and Gram- tabolite antagonism as a mechanism of drug 
negative bacteria within 1 min (81). Specific action; this provided the long sought after 
uses are in hand disinfection before surgery, mechanistic basis for drug action. 
disinfection of surgical instruments, and dis- This led Fildes (1940) to propose his classic 
infection of rooms in hospitals and food-pro- theory of antimetabolites as an approach to 

chemotherapy. The development of dihydrofo- 
late reductase inhibitors as antimicrobial 

3 SYSTEMIC SYNTHETIC ANTIBACTERIALS agents and their synergistic use in combina- 
tion with sulfonamides, providing a unique ra- 

3.1 Sulfonamides and Sulfones tionale for the use of drug combinations, was a 
direct result of this interest generated in anti- 

3.1 .I introduction. Prontosil rubrum (44), metabolites. That sulfanilamide (45) formed 
a sulfonamido-azo dye, was the first clinically in vivo was responsible for the antibacterial 
useful systemic antibacterial agent to be dis- action of prontosil focused attention on the 
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karyotes and lower eukaryotes, as well as of 
agents with selective action against specific 
classes of microbes. 

importance of drug metabolism and blood lev- 
els of the active species for drug action. Phar- 

3.1.2 Clinical Use of Sulfonamides and Sul- 
fones. About 20 sulfonamides and sulfones 
have been commonly used in clinical practice 
(Table 13.2). These vary widely in their ab- 

macokinetic studies thus became an internal - 
part of drug development. Carefully observed 
side effects in pharmacological and clinical 
studies of the early sulfonamides revealed new 

sorption, distribution, and excretion patterns. 
Some remain largely unabsorbed after oral ad- 
ministration and are thus considered useful 
for gastrointestinal (GI) tract infections. Sul- 

and unanticipated activities; successful ex- 
ploitation of these leads opened up new areas 
in chemotherapy, such as oral antidiabetics, 
carbonic anhydrase inhibitors, and diuretics. 
This also highlighted the importance of side 
effects of drugs as a source of new leads in drug 
design. The rapidity with which new develop- 
ments took place between 1933 and 1940, 

fonamides of another group characterized by 
high solubility, quick absorption, and rapid ex- 
cretion, mainly in the unaltered form, are 
widely used in urinary tract infections. Those 
belonging to yet another group are absorbed 
rapidly but excreted slowly, or reabsorbed, re- 
sulting in maintenance of high blood levels for 
long periods; these sulfonamides require less 

from the discovery of antibacterial activity of 
prontosil to the enunciation of the theow of 
antimetabolites by Fildes, indicates that the 
time was just ripe for major developments in 

frequent administration and are particularly 
useful for chronic conditions and for prophy- 
laxis. 

Sulfonamides and sulfones are widely used 
drug research and needed only a catalyst, 
which was provided by the discovery of the 
antibacterial activity of sulfonamides. The dis- 
covery of sulfonamides thus was not only the 

in clinical practice, even six decades after their - 
discovery, because of the wide choice that pro- 
vide of agents with greatly differing half-life 
and pharmacokinetic characteristics meeting 

beginning of the modern era of systemic syn- 
thetic antibacterials but also had a strong im- 
pact on developments in medicinal chemistry, 

the requirements of varied clinical situations, 
their wide antimicrobial spectrum, the bene- 
fits of synergistic action that their combina- 

which influenced later work in drug research 
in general and chemotherapy in particular. 

The interest in sulfonamides and sulfones 
continues even seven decades after their dis- 

tion with dihydrofolate reductase inhibitors 
(DHFRI) provides, their highly selective ac- 
tion on the microbes with minimal effects on 
the host, their relative freedom from problems 

covey. Although no major new drug in this 
class has been added in the last three decades, 
and the addition of new classes of antibacteri- 
als has diminished the clinical use of the exist- 

of superinfection, ease of administration, and 
favorable pharmacoeconomics. Furthermore, 
p,pl-diaminodiphenylsulfone (dapsone), re- 
mains the mainstay for the treatment of all 

ing sulfonamides/sulfones, they still occupy a 
distinct place in the therapeutic armamentar- 
ium; for some conditions alone or in combina- 
tion with trimethoprim they are still the drugs 

forms of leprosy. 
3.1.2.1 Present Status in Therapeutics. The 

number of conditions for which sulfonamides 
are drugs of first choice has declined because 

of choice. One major recent development in 
sulfonamides is the elucidation of their mode 
of action at  the molecular level. With the iden- 
tification of the pterin, PABA, and sulfon- 

of a gradual increase in resistance to them and 
the addition of new classes of antimicrobials, 
although they still have a distinct and signifi- 
cant place in therapeutics (82-86). 

amide binding sites on the dihydropteroate 
synthase (DHPS) of the different classes of mi- 
crobes, the stage is set for the design of a new 
generation of DHPS inhibitors with broad- 

Sulfonamides combined with trimethovrim * 

are of value in the treatment of urinary tract 
infections, bacillary dysentery (particularly 
that caused by Shigella), salmonellosis, and 

based antimicrobial activity including pro- chronic bronchitis. In meningococcal infec- 
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tions, sulfonamides are of value when the 
strains of N. meningitides or H. influenzae are 
sensitive to them. Sulfonamides are com- 
monly used in preventing streptococcal infec- 
tions and recurrence of rheumatic fever 
among susceptible subjects, especially in pa- 
tients who are hypersensitive to penicillins. 
In methicillin-resistant staphylococcal and 
streptococcal infections and vancomycin-re- 
sistant enterococcal infections co-trimoxazole, 
a fixed-dose combination of sulfamethoxazole 
and trimethoprim is often considered as one of 
the treatment options. 

Sulfacetamide sodium eye drops are em- 
ployed extensively for the management of oph- 
thalmic infections; a combination of topical 
and systemic application is of value in some 
conditions. Topical sulfonamides such as sil- 
ver sulfadiazine and mafenide inhibit enter- 
obacteriacease, P. aeruginosa, staphylococci 
and streptococci, and they are extensively 
used to reduce the bacterial load in burn es- 

Sulfonamides have been found useful for 
the treatment of infections resulting from Lis- 
teria monocytogenes, especially in penicillin- 
allergic patients. They are commonly used for 

is and treatment of otitis media 

Sulfonamides, alone or combined with tri- 
methoprim, are the drugs of choice in the 
treatment of infections resulting from Nocar- 
dia species, including cerebral nocardiosis; 
sulfisoxazole, sulfamethoxazole, and sulfadia- 
zine are the commonly used drugs (87). Some 
clinicians prefer to use sulfonamides alone to 
avoid the greater risk of hemolytic toxicity ob- 
served more commonly with combination 
therapy. A pyrimethamine-sulfadiazine com- 
bination is commonly used for the treatment 
of all forms of toxoplasmosis, including ma- 
ternofetal toxoplasmosis. Co-trimoxazole and 
fansidar (fixed-dose combinations of sul- 
fadeoxine and pyrimethamine) are commonly 
used for the prophylaxis and treatment of 
Pneumocystis carinii infection, a common se- 
quelae in patients with AIDS. 

Sulfamethoxine, sulfamethoxypyridazine, 
and dapsone combined with pyrimethamine 
find use for the prophylaxis and treatment of 
chloroquine-resistant falciparum malaria. 

Dapsone remains the of drug choice for all 
forms of leprosy and is an essential component 
of all multidrug therapy regimens. Dapsone 
has also been reported to cure some cases of 
Crohn's disease, which may have a mycobac- 
terial origin. Though sulfonamides in general 
are not very effective against tuberculosis, 
some are active against nontuberculous myco- 
bacterial infections, which have acquired im- 
portance in immunocompromised subjects 
such as in cases of AIDS; co-trimoxazole has 
been found effective in patients with Mycobac- 
terium marinum infection, whereas sulfisox- 
azole has been used successfully for M. fortui- 
tum infections (88). 

3. I .2.7.7 Other Conditions. Shortly after 
the introduction of sulfa drugs, sulfapyridine 
was found to have a unique beneficial effects 
on some inflammatory conditions, especially 
dermatologic, unrelated to their antibacterial 
activity (89). Later, dapsone was found to 
share the same properties at a much lower 
dose and with improved therapeutic index 
(90). The disorders that respond are dermati- 
tis herpetiformis (DH), pyoderma gangreno- 
sum, subcorneal pustular dermatosis, acro- 
dermatitis continua, impetigo herpetiformis, 
ulcerative colitis, and cutaneous lesions of pa- 
tients with lupus erythematosus. Dapsone is 
the drug of choice for the treatment of DH and ' 
other similar inflammatory conditions that 
are characterized by neutrophil infiltration. 
These disorders are characterized by edema 
followed by granulocytic inflammation or by 
vesicle or bullae formation (91). Coleman et al. 
described useful in vitro test systems for the 
study of inhibition of neutrophil function, 
which could help in picking up more leads and 
active compounds in this area (92). The mech- 
anism of action is not fully understood, but it 
has been proposed that these drugs enter or 
influence the protein moiety of glycosamino- 
glycans and decrease tissue viscosity, result- 
ing in prevention of edema, dilution of tissue 
fluid, and decrease in inflammation and vesi- 
cle and bullae formation. It is likely that this 
additional action of DDS may in part account 
for the extraordinary sensitivity of lepra ba- 
cilli to it. Salicylazosulfapyridine is the treat- 
ment of choice for ulcerative colitis. 

3.1.2.2 Adverse Reactions. The sulfon- 
amides are generally safe drugs, even though 
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the list of possible adverse reactions is long 
(85, 86). The most common side effects are 
related to allergic skin reactions, which vary 
from relatively minor skin rashes, maculopap- 
ular rashes, and urticarial reactions to severe, 
even life-threatening reactions such as ery- 
thema multiform, Stevens-Johnson syn- 
drome, and toxic epidermal necrolysis (TEN). 
The severe hypersensitivity reactions occur 
most commonly after treatment with long-act- 
ing sulfonamides, whether used alone or in 
combination with pyrimethamine as for ma- 
laria prophylaxis or treatment. The skin erup- 
tion is also frequent in patients with AIDS be- 
ing treated with pyrimethamine-sulfadoxine 
for P. carinii pneumonia, and is associated 
with pancytopenia in some patients, and may 
be severe enough to require discontinuation of 
h g s  (90). Individuals seropositive for HIV 
are more susceptible to developing adverse re- 
actions to sulfonamides/sulfones: 40-80% in 
patients with AIDS compared to 5% in pa- 
tients with other immune deficiencies (93,941. 
Photosensitivity reactions are also relatively 
common with sulfonamides. 

Hemolytic adverse reactions may occur oc- 
casionally, and when they occur, drug admin- 
istration may need to be discontinued. These 
include hematologic reactions such as methe- 
moglobinemia, agranulocytosis, thrombocyto- 
penia, kernicterus in the newborn, and hemo- 
lytic anemia in patients with G6PD deficiency. 
Kernicterus can result from administration of 
sulfonamides to the mother or to the newborn 
because sulfonamides displace bilirubin from 
albumin in the newborn. Therefore pregnant 
women near term or newborns should not be 
given sulfonamides. Hemolytic anemia is rel- 
atively more common with sulfone therapy in 
leprosy patients, and most often is related to 
the undernourished status of these patients; 
discontinuation of treatment is often not nec- 
essary and only supplemental therapy is re- 

The minor adverse reactions reported in- 
clude GI reactions such as nausea, vomiting, 
and diarrhea; and neurologic effects, such as 
peripheral neuritis, insomnia, and headache. 
Crystalluria, one of the earliest serious toxic 
reactions reported with sulfonamides, has 
been more or less overcome with the discovery 

of agents that are highly soluble at the pH of 
urine, or are excreted mainly as water-soluble 
metabolites. 

By binding to albumin sites, sulfonamides 
may displace drugs such as warfarin, metho- 
trexate, and hypoglycemic sulfonylurea drugs, 
and may thus potentiate the action of these 
drugs. Sulfonamide concentrations are in- 
creased by indomethacin, salicylates, and pro- 
benecid. 

It has been suggested that adverse reac- 
tions of sulfonamides may be attributable to 
the formation of reactive hydroxylamine me- 
tabolites, together with a deficient glutathione 
system needed for scavenging these reactive 
molecules (95). It has been suggested that the 
covalent adducts formed by the N4-hydroxyl- 
m i n e  metabolites with human epidermal ker- 
atinocytes are very likely responsible for the 
initiation and propagation of the cutaneous 
hypersensitivity reaction observed with these 
drugs (96). This is supported by i n  vitro exper- 
iments in which sulfamethoxazole hydroxyl- 
amine has been found to be cytotoxic for lym- 
phocytes, whereas the parent compound was 
not (97, 98). With dapsone it has been shown 
that its hydroxylamine metabolite seems to be 
responsible for methemoglobinemia; when 
dapsone is combined with cimetidine, an in- 
hibitor of N-oxidation, the increase of methe- 
moglobinemia is reduced (99). 

3.1.2.3 Pharmacokinetics and Metabolism 
3.7.2.3.7 Sulfonamides. The sulfonamide 

drugs vary widely in their pharmacokinetic 
properties (Table 13.2). Those that are highly 
ionized are not absorbed from the GI tract af- 
ter oral administration, leading to a high local 
concentration of the drug, and were thus con- 
sidered useful for enteric infections. A major- 
ity of the sulfonamides, however, are well ab- 
sorbed, mainly from the small intestine, and 
insignificantly from the stomach. Absorption 
occurs of the un-ionized part, related to their 
lipid solubility. In rate and extent of absorp- 
tion most sulfonamides behave similarly 
within the pK, range 4.5-10.5. After absorp- 
tion they are fairly evenly distributed in all the 
body tissues. High levels are achieved in pleu- 
ral, peritoneal, synovial, and ocular fluids that 
approximate 80% of serum levels; CSF levels 
are effective in meningeal infections. Those 
that are highly soluble do not, in general, at- 
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tain a high tissue concentration, show no ten- 
dency to crystallize in the kidney, are more 
readily excreted, and are useful in treating 
genitourinary infections. The relatively less 
soluble ones build up high levels in blood, tis- 
sues, and extravascular fluids and are useful 
for treating systemic infections. This wide 
range of solubilities and pharmacokinetic 
characteristics of different sulfonamides per- 
mits the access of one or the other member of 
the group to almost any site in the body, thus 
adding greatly to their usefulness as chemo- 
therapeutic agents. The free, non-protein- 
bound drugs and their metabolic products are 
ultrafiltered in the glomeruli, then partly re- 
absorbed. Tubular secretion also plays an im- 
portant role in the excretion of sulfonamides 
and their metabolites. The structural features 
of the compounds have a marked effect on 
these processes and determine the rate of ex- 
cretion. The renal clearance rates of the me- 
tabolites are generally higher than those of 
the parent drugs. 

Metabolism of sulfonamides takes place 
primarily in the liver and involves mainly N4- 
acetylation, to a lesser extent glucuronidation, 
and to a very small degree, C-hydroxylation of 
phenyl and heterocyclic rings and of alkyl sub- 
stituents and 0- and ring N-dealkylation. 
Variation of the substituents markedly influ- 
ences the metabolic fate of the sulfonamides 
(Table 13.2); the metabolism also differs 
markedly in different animal species (100-105). 
Some of the sulfonamides, such as sulfisomi- 
dine, are excreted almost unchanged; in most 
of them N4-acetylation occurs to a substantial 
degree; but some of the newer sulfonamides, 
such as sulfadimethoxine and sulfphenazole, 
are excreted mainly as the glucuronide. The 
metabolites in human urine of the commonly 
used sulfonamides reveal the wide variation in 
their metabolic disposition (106). 

Fujita (107) has carried out regression 
analyses on the rates of metabolism and renal 
excretion of sulfonamides in terms of their 
substituent constants. Equations showing the 
best correlation indicate that the most impor- 
tant factor governing the rate-determining 
step of the hepatic acetylation is the hydropho- 
bicity of the drug and that pKa does not play a 
significant role. The excretion pattern seems 
to be more complex and would have to take 

into consideration additional parameters to  
give an acceptable correlation. 

3.1.2.3.2 Sulfones. Dapsone is well-absorbed - 
after oral administration and is evenly distrib- - 
uted in almost all the body tissues. It is ex- - 
creted mainly through the kidneys; less than 
5% is excreted unchanged, very little N-acety- 
lation takes place, and most of it is present as 
the mono-N-glucuronide (108-110). It has been - 
shown that there are marked animal species - 
differences in the metabolism of dapsone; hu- 
mans are relatively slow acetylators compared 
to rhesus monkey (111, 112). Dapsone has a 
half-life of about 20 h. Acedapsone following 
intramuscular injection is very slowly ab- 
sorbed and deacetylated. It has a half-life of 
about 42.6 days. There are marked animal - 
species differences in the metabolism of - 
acedapsone also; mice deacetylate acedapsone 
efficiently, but rats do not (113). 

3.1.2.3.3 Half-Life. The half-lives of sul- 
fonamides is of importance because the dosage 
regimen is related to it; dose schedule is a 
function of the pharmacokinetic parameters. 
Kruger-Thiemer and his associates have re- 
ported a mathematical model for correlating 
these parameters with dose schedules (114). 

The half-life of different sulfonamides in 
clinical use vary widely, from 2.5 to 150 h (Ta- 
ble 13.2) and also show marked differences in 
different animal species. Reider (115) corre- 
lated the pKa, liposolubility, surface activity, 
and protein binding of a group of 21 sulfon- 
amides with their half-life in humans. It was 
reported that long-acting sulfonamides were, 
in general, more lipid soluble than were the 
short-acting compounds, but no clear-cut rela- 
tionship could be established; factors such as 
tubular secretion and tubular reabsorption 
are also involved. In 2-sulfapyrimidines; a 
4-CH, group increases the half-life, 4,6-(CH,), 
reduces it to less than one-half, the corre- 
sponding methoxy derivatives have a much 
longer half-life, and both 5-CH, and 5-OCH, 
prolong half-life to the same extent. similarly, 
in 4-sulfapyrimidines, the 2,6-(OCH,), analog 
is the most persistent sulfonamide known; 
sulfamethoxypyridazine has a half-life about 
twice as long as that of sulfapyrazine. Thus 
although no clear-cut pattern of relationship 
between structure and half-life is discernible, 
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Table 13.3 Antimicrobial Spectrum of Sulfonamides and Sulfones 

Gram-PositiveIAcid Fast Gram-Negative Others 

Bacillus anthracis 
(some strains) 
Corynebacterium diphtheria 
(some strains) 
Mycobacterium leprae 
(to sulfones) 
Staphylococcus aureus 
Streptococcus pneumoniae 
S. pyogenes (Group A) 

Clostridium welchii 
Mycobacterium tuberculosis 
Mycobacterium avium 
Mycobacterium intracellulare 
Streptococcus viridans 

Highly sensitive 

Calymnzatobacterium 
granulomatis 
Hemophilus ducreyi 
H. influenzae 
Listeria monocytogenes 
Neisseria gonorrheae 
N. Meningitidis 
Pasteurella pestis 
Proteus mirabilis 
Shigella flmneri 
S. sonnei 
Vibrio cholerae 

Weakly susceptible 

Aerobacter aerogenes 
Brucella abortus 
Escherichia coli 
Klebsiella pneumoniae 
Pseudornonas aeruginosa 
Salmonella 

Actinomyces bovis 

Chlamyia trachomatis 
Coccidia 
Lymphogranuloma venereusm 
virus 
Plasmodium falciparum 
P. malariae 
Pneumocystis carinii 
Nocardia species 
Toxoplasma 
Trachoma viruses 

Plasmodium vivax 

the methoxy and methyl groups in general 
seem to prolong half-life. 

3.1.3 Antimicrobial Spectrum. After the 
initial dramatic results obtained with sulfon- 
arnides in the treatment of streptococcal infec- 
tions, studies with these drugs were extended 
to other microorganisms including bacteria, 
viruses, protozoa, and fungi. It was found that 
many Gram-positive and Gram-negative bac- 
teria, mycobacteria, some large viruses, proto- 
zoa, and fungi are susceptible to the action of 
sulfonamides and sulfones (Table 13.3). In al- 
most all cases their action is related to PABA 
antagonism. 

The sulfonamides and sulfones have a rela- 
tively broad antibacterial spectrum. Individual 
sulfonamides do differ in their antibacterial 
spectrum, but these differences are more quan- 
titative than qualitative. The bacteria most sus- 
ceptible to sulfonamides include pneumococci, 
streptococci, meningococci, staphylococci, some 
coliform bacteria, and shigellae. Lepra bacilli are 
susceptible to sulfones. One limitation of sulfon- 
amides is their weak activity against bacteria 
responsible for typhoid fever, diphtheria, and 
subacute bacterial endocarditis. They have prac- 

tically no activity against P. aeruginosa. An- 
other limitation with sulfonamides is the rising 
incidence of resistant isolates in the community. 
Synergism of their action by dihydrofolate re- 
ductase inhibitors, and their introduction to 
combination therapy has to some extent helped 
to remedy this situation. Sulfamethoxazole has 
been shown to have impressive in vitro activity 
against Mycobacterium avium and M. intracel- 
lulare (116). 

Sulfonamides and sulfones are also active 
against malarial parasites, although parasites 
vary greatly in their sensitivity to them; P. 
falciparum is very sensitive and P. vivax is less 
so. Their effect is potentiated by pyrimeth- 
amine (117). The action of sulfones and sul- 
fonamides is mainly against the blood forms, 
with marginal activity against primary 
(preerythrocytic) tissue forms and no activity 
against sexual forms and latent tissue forms. 

Sulfonamides have been shown to be highly 
active against Eimeria (118-120), Toxo- 
plasma (121, 122), and Nocardia spp. (123, 
124), and in combination with pyrimethamine 
are widely used for coccidiosis (125), toxoplas- 
mosis (126), and nocardiosis (87, 127, 128). 

McCallum and Findlay (129) showed that 



experimental Lymphogranuloma 
virus infection in mice was cured 
amides. Later, other Chlamydiae 

uenereum 
by sulfon- 
were also 

found to be inhibited by sulfonamides, which 
led to the successful clinical use of these drugs 
in the treatment of trachoma (130). 

Sulfonamides have also high activity 
against Pneumoystis carinii (131) and com- 
bined with trimethoprim are largely used for 
the treatment of P. carinii pneumonia in AIDS 
patients. 

3.1.4 Mechanism of Action 
3.1.4.1 Site of Folate Inhibition. The anti- 

microbial action of sulfonamides is character- 
ized by a competitive antagonism withp-ami- 
nobenzoic acid (PABA), an essential growth 
factor vital to the metabolism of the microor- 
ganisms. Evidence for this antagonism started 
coming soon after the discovery of sulfon- 
amides. It was found that substances antago- 
nizing the action of sulfonamides were present 
in peptones (1321, various body tissues, and 
fluids, especially after autolysis or acid hydro- 
lysis (133), pus (134), bacteria (135, 136), and 
yeast extract (137,138). Woods (137) obtained 
evidence that PABA is the probable antagonis- 
tic agent in yeast extract, and showed that 
synthetic PABA could completely reverse the 
bacteriostatic activity of sulfanilamide against 
various bacteria in uitro. Selbie (139) and 
Findlay (140) soon after found that PABA 
could antagonize the action of sulfonamides in 
uiuo as well. Blanchard (141), McIllwain (142), 
and Rubbo et al. (143) finally isolated PABA 
from these sources. This led Woods (137) to 
suggest that, because of its similarity of struc- 
ture with that of PABA, sulfanilamide inter- 
fered with the utilization of PABA by the en- 
zyme system necessary for the growth of 
bacteria. Based on these observations, a more 
general and clear enunciation of the theory of 
metabolite antagonism to explain the action of 
chemotherapeutic agents was given by Fildes 
in 1940 (144) in his classic paper entitled "A 
rational approach in chemotherapy." 

Further studies showed that the inhibition 
of growth by sulfonamides in simple media can 
be reversed not only competitively by PABA, 
but also noncompetitively by a number of com- 
pounds not structurally related to PABA, such 
as L-methionine, L-serine, glycine, adenine, 
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guanine, and thymine (145, 146). The rela- 
tionship of sulfonamides to purine was uncov- 
ered by the finding that sulfonamide-inhibited 
cultures accumulated 4-amino-5-imidazole- 
carboxamide ribotide (147), a compound later 
shown by Shive et al. (148) and Gots (149) to 
be a precursor of purine biosynthesis. 

With the concurrent knowledge gained in 
the field of bacterial physiology and metabo- 
lism, these isolated facts could be gradually fit 
into a pattern. The determination of the struc- 
ture of folic acid by Angier et al. (150) and 
Mowat et al. (151) revealed that PABA was an 
integral part of its structure. After this, 
Tschesche (152) made the suggestion that folic 
acid is formed by the condensation of PABA or 
p-aminobenzoylglutamic acid (PABG) with a 
pteridine and that sulfonamides compete in 
this condensation. Soon the structure of the 
active coenzyme form of folic acid, leucovorin 
(folinic acid, citrovorum factor), was estab- 
lished and its involvement in biosynthetic 
steps where one-carbon units are added was 
elucidated (153, 154); the amino acids, pu- 
rines, and pyrimidines that are able to replace 
or spare PABA are precisely those whose for- 
mation requires one-carbon addition cata- 
lyzed by folic acid. 

Direct evidence of the inhibition of folic 
acid synthesis by sulfonamides was soonsob- 
tained by studies on bacterial cultures. It was 
already known that a number of organisms 
could use PABA and folic acid as alternative 
essential growth factors (155). Lampen and 
Jones (156, 157) found that the growth of 
some strains of Lactobacillus arabinosus and 

- 

whereas folic acid caused a noncompetitive 
type of reversal of this inhibition, suggestiveof 
its being the product of the inhibited reaction. 
Nimmo-Smith et al. (158) reported a similar 
inhibition of folic acid synthesis by sulfon- 
amides and its competitive reversal by PABA 
in nongrowing suspensions of L. plantarum. 
Inhibition of folic acid synthesis by sulfon- 
amides was also demonstrated in a PABA-re- 
quiring mutant, in the parent wild strain ofE. 
coli (159,160), and in cultures of Staphylococ- 
cus aureus. 

The demonstration of the enzymic synthe- 
sis of dihydropteroate (DHP) and dihydrofo- 

~p - -- - 

L. plantarum in media containing PABA was 
inhibited competitively by sulfonamides, 
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late (DHF) (Fig. 13.1) in cell-free extracts of a 
number of organisms (161-165) set the stage 
for examining the action of sulfonamides at 
the enzyme level. It was soon demonstrated 
that the synthesis of DHP from PABA is sen- 
sitive to inhibition by sulfonamides, and that 
the relation between a sulfonamide and PABA 
remained strictly competitive as long as the 
two compounds were added simultaneously. If 
the enzyme and sulfonamide are preincubated 
with a low concentration of pteridine, subse- 
quent addition of PABA failed to reverse the 
inhibition; if, however, a high pteridine con- 
centration is used, preincubation results in a 
much lesser degree of inhibition. Brown (166) 
showed that the enzyme was not irreversibly 
inactivated. These results were suggestive of 
sulfonamide incorporation. It was soon real- 
ized that sulfonamides could act as alternate 
substrates for the enzymes (165-168), result- 
ing in the formation of sulfa-pteroates. Roland 
et al. (169), however, showed that dihydrop- 
terinsulfonamide thus formed did not inhibit 
DHPS or other folate enzymes. Consequently, 
this incorporation was not of physiological sig- 

Brown (166) observed that the enzymic 
synthesis was much more sensitive to inhibi- 
tion by sulfonamides than to bacterial growth, 
suggestive of impeded permeability of the in- 
tact organisms to sulfonamides compared to 
that of PABA. The more potent inhibitors of 
folate biosynthesis were, in general, better 
growth inhibitors also. Hotchkiss and Evans 
(170) suggested that differences in the re- 
sponse of various organisms to sulfonamides 
may be attributed to quantitative differences 
in the ability of individual isoenzymes to pro- 
duce folic acid from PABA in the presence of 

In a more recent study of the enzymic 
mechanism and sulfonamide inhibition of 
DHPS from Streptococcus pneumoniae (219), 
it has been shown that the sulfonamides were 
capable of displacing PABA in a competetive 
manner, with equilibrium binding constants 
that were significantly higher than the equiv- 
alent K, values deduced from steady-state 
kinetic measurements, indicating that the tar- 
get for sulfonamide inhibition of S. pneu- 
moniae DHPS is the enzyme-DHPP binary 

complex, rather than the apoprotein form of 
the enzyme. 

Richey and Brown (171) purified dyhydrop- 
teroate synthetase/synthase (Hz-pteroate syn- 
thase; DHPS) from E. coli, and showed that it 
could use p-aminobenzoylglutamate (PABG) 
also as the substrate to form dihydrofolate di- 
rectly (Fig. 13.1). PABA is, however, not the 
natural substrate for this enzyme except in a 
few bacteria such as M. tuberculosis, which 
forms dihydrofolate directly from dihydrop- 
terin pyrophosphate. Shiota et al. (172) and 
Ortiz and Hotchkiss (173) have shown that the 
utilization of both substrates, PABA and PABG, 
is competitively inhibited by sulfonamides. 

The cell-free Hz-pteroate synthesizing sys- 
tem isolated from E. coli has become a very 
useful tool for studying structure-activity cor- 
relations among agonists and antagonists of 
PABA and the inhibitory effect of sulfon- 
amides (173-176). 

The mechanism of action of dapsone (and 
other sulfones) is similar to that of sulfon- 
amides, in that the action is antagonized by 
PABA in mycobacteria (175-177), other bacte- 
ria (1781, and protozoa (179). The exception- 
ally high antibacterial activity of DDS against 
M. leprae has attracted special attention (180). 
There is evidence that, as with sulfonamides . 
(167), DDS is also incorporated to form an an- 
alog of dihydropteroate, although this also 
may be of no physiological importance. In M. 
kansasii, Panitch and Levy found a 14- to 15- 
fold accumulation of DDS within the bacterial 
cells after 8 days of treatment (181); there may 
also be similar accumulation within the M. 
leprae bacilli. Additional sites of action outside 
the folate-synthesizing enzyme system have 
also been proposed. DDS has unique beneficial 
effects on some dermal inflammatory condi- 
tions (loc. cit.), and it is likely that this action 
may contribute to its activity against M. 
leprae. 

A similar mode of action of sulfonamides 
and sulfones has been demonstrated in most 
of the other classes of microbes tested that are 
susceptible to their action. In the case of chla- 
mydia it has been shown that the sulfonamide- 
sensitive members of this group, such as tra- 
choma inclusion conjunctivitis viruses, have a 
folic acid metabolism similar to that of bacte- 
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ria, and that the action of sulfonamides 
against them is competitively antagonized by 
PABA (182-184). 

3.1.4.1.1 Selectivity of Action. The pres- 
ence of the folate-synthesizing system has 
been demonstrated in a variety of bacteria 
(164,167, 173,175,185), protozoa (186-1881, 
yeasts (189), and plants (190-192), and this 
serves to explain the broad spectrum of action 
of sulfonamides. Higher organisms (e.g., 
mammals) do not possess this biosynthesis 
system and require preformed folic acid and 
are thus unaffected by sulfonamides. This se- 
lective action on the parasite based on the dif- 
ference in the metabolic pathway between the 
microbes and humans makes sulfonamides 
"ideal" chemotherapeutic agents. 

3.1.4.2 Synergism with Dihydrofolate Re- 
ductase Inhibitors. The discovery by Hitchings 
et al. in 1948 (193) of certain diaminopyrimi- 
dines showing good antimicrobial activity 
through antifolate mechanism, and the re- 
ports that antifolates acted synergistically 
with sulfonamides (194-196), added a new di- 
mension to the therapeutic use of sulfon- 
amides (197). The elucidation of the folic acid 
pathway and the demonstration of its inhibi- 
tion by both sulfonamides and dihydrofolate 
reductase inhibitors (Fig. 13.1) elucidated the 
mechanism of this synergism. It is a conse- 
quence of the sequential occurrence of the 
twin loci of inhibition in the de novo folic acid 
biosynthesis. Factors resulting from this com- 
bination that contribute to its usefulness in- 
clude a severalfold increase in chemothera- 
peutic indices, better tolerance of the drugs, 
ability to delay development of resistance, and 
ability to produce cures where the curative ef- 
fects of the individual drugs are minimal 
(198). 

Recent crystallographic studies of DHPSs 
and DHFRs from different organisms have 
greatly helped to understand the structure of 
the ligand-binding sites on these enzymes and 
the molecular basis of their action and syner- 
gism (loc. cit.). The choice of the individual 
drugs used in the combinations is based on the 
best pharmacokinetic fit (199). For example, 
trimethoprim with sulfamethoxazole, both 
having a half-life of about 11 h, is a commonly 
used antibacterial combination. Dihydrofolate 
redudases from various sources differ mark- 

edly in their binding ability to various inhibi- 
tors; pyrimethamine is bound much more 
strongly to the enzyme from plasmodia than 
from bacteria, and the converse is true for tri- 
methoprim (200, 201). This explains the 
choice of trimethoprim for bacterial infections 
and of pyrimethamine for antimalarial chemo- 
therapy. Thus, although pronounced differ- 
ences exist in the affinity of DHF inhibitors for 
dihydrofolate reductases of different origins, 
the structural requirements for inhibitors of 
the dihydropteroate synthases for the various 
species studied are somewhat similar (198). 
Co-trimoxazole, a fixed-dose combination of 
trimethoprim and sulfamethoxazole (TMP/ 
SMX), is a very commonly used drug for a va- 
riety of bacterial infections. 

3.7.4.2.1 Dihydropteroate Synthase (DHPS). 
The gene encoding the DHPS from a number . 
of organisms has been cloned, sequenced, and 
expressed (203-211). Although DHPS is a 
monofunctional enzyme in prokaryotes, in- 
cluding Mycobacterial spp. in plants (210) and 
protozoa (208), it is part of a bifunctional en- 
zyme and in yeasts (209), it is part of a trifunc- r 

tional enzyme combining the preceding one 
and two steps, respectively, of the folate bio- 
synthetic pathway (203). DHPS is reported to 
be a homodimer in most prokaryotes, includ- 
ingE. coli (205), S. aureus (207), and M. tuber- 
culosis/leprae (203), whereas eukaryotic bi- 
functional DHPS is reported to be either a 
dimer or a trimer. The DHPSs from E. coli 
(205), S. aureus (2071, and M. tuberculosis 
(203) have now been crystallized and their 
high resolution crystal structures determined. 
Based on the information available from the 
crystal-structure studies and that of the distri- 
bution of known sulfonamide/sulfone resis- 
tance mutations, the binding sites for the sub- 
strates could be located, and the possible 
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insert. 

mechanism of action of PABA, sulfonamides, 
and sulfones proposed (203). The implications 
of this model for the catalytic mechanisms and 
the likely geometry of the transition state 
have also been proposed (203). 

There are individual variations in the 
structure of the DHPSs from different organ- 
isms, but overall there are many common 
structural features and a unified picture of the 
site and mode of binding of the substrates and 
the inhibitors has emerged. The DHPS con- 
sists of 282 amino acids in the case of E. coli 
(205,206), of 267 amino acids ins .  aureus, and 
of 280 amino acids in M. tuberculosis (203). 
The DHPSs belong to the TIM-barrel class of 
protein structures. 

The polypeptide chain is folded into an 
eight-loop alp-barrel with a distorted cylindri- 
cal shape. It has eight a-helices stacked 
around the outside of an inner cylinder of par- 

allel p-strands. The residues constituting th  
outer eight helices, the inner parallel p-sheet! 
and the a,p-connections have been identifiec 
The intermolecular contacts within the cryr 
tal structure suggest a dimeric structure fa 
the enzyme, the interface deriving from th 
proximity of extensive shallow concave area 
of each monomer. 

The overall TIM-barrel fold and dimerizr 
tion interface of DHPSs of M. tuberculosl 
(Mtb), E. coli, and S. aureus are similar, wit 
38% sequence identity (203). The folded Mt 
DHPS dimer structure as obtained from cryr 
tal structure studies is shown in Fig. 13.2. 

It has been shown that the pterin-bindin 
pocket of DHPS of Mtb is formed by the sid 
chains of 12 amino acid residues (Fig. 13.3 
and that this binding pocket occurs in a dee 
cleft in the barrel (203). Each hydrogen-bon 
donorlacceptor group of the pterin moiety i 
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gure 13.3. The pterin monophosphate binding site in M. tuberculosis DHPS (from Ref. 203). See 
or insert. 

ngaged in interactions with hydrogen-bond 
onors/acceptors provided by the DHPS 
mino acid side chains. The residues involved 
1 forming polar bonds and hydrophobic inter- 
ctions have also been identified. The residues 
iat form the DHP binding site are highly con- 
med in a number of bacterial and even fun- 
a1 species, and the residues involved in form- 
ig the binding site of the phosphate moiety 
re somewhat different between different or- 
anisms. This has been attributed to different 
mformations the enzyme assumes during ca- 
dysis. The loop 1 containing the C-terminal 
ole of the p-barrel has been suggested to play 
crucial and dynamic function during the cat- 
lytic action of the enzyme, and it undergoes 
vtensive conformational changes to place the 
inctionally relevant residues, such as Asp21, 

in the proper position for catalysis. It thus ap- 
pears that a high level of sequence conserva- 
tion with relative conformational flexibility of 
loop 1 seem to be important for the catalytic 
reaction mechanism of DHPS. It has been sug- 
gested that the loops of DHPS, which serve an 
important functional role, are flexible and can 
assume different conformations (203). 

Baca et al. (203) proposed a mechanism in 
which both loops 1 and 2 play an important 
role in catalysis by shielding the active site 
from bulk solvent and allowing PP transfer to 
occur. Based on these data the transition state 
geometry, as shown in Fig. 13.4, has been pro- 
posed for the catalytic site in which the 
4-amino group of the attacking nucleophile 
displaces the pyrophosphate from the opposite 
side of the 6-methyl carbon atom. 



Figure 13.4. Possible geometry of catalytic 
transition state. 
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The main picture that emerges from these 
crystallographic studies is of a highly con- 
served pterin-binding pocket spanning both 
prokaryotic and lower enkaryotic DHPSs from 
a wide range of species. Inhibitors designed to 
fit this site should have a broad spectrum of 
activity against a variety of microbial patho- 
gens. The fact that this site is highly conserved 
would imply that drug-resistance mutations 
are less likely to occur, which would minimize 
the resistance development problems in inhib- 
itors based on this target. Further, having no 
counterpart in the mammalian host specificity 
would not be a concern in the design of inhib- 
itors of this class and selectivity is ensured. 
This target is not very well exploited and of- 
fers good scope for design of antimicrobial 
agents, including against mycobacteria. The 
only concern may be overlap with dihydrofo- 
late reductase inhibitors, which have a mam- 
malian counterpart. Sulfones/sulfonamides 
(and PABA) bind in a less conserved site, 
which offers greater scope for selectivity of ac- 
tion for different classes of microbes. Most of 
the sulfonamides so far designed belong to this 
class. The knowledge gained about the PABA/ 

Highly 
conserved 
[F or I )  Highly 

sulfone/sulfonamide binding sites of DHPS of 
different organisms would offer a better scope 
for design of inhibitors selective to the mi- 
crobes. These current developments in the un- 
derstanding of molecular mechanism of action 
of sulfonamides/sulfones offers a suitable 
scope for design of a second generation of di- 
hydropteroate synthase inhibitors. 

3.1.4.3 Drug Resistance. Emergence of 
drug-resistant strains is a serious problem 
with sulfonamides, as with many other anti- 
microbials. Because of the long-time use of 
this group of drugs, the incidence of drug-re- 
sistant isolates in the community has become 
quite alarming. The majority of isolates of N. 
meningitides of serogroups B and C in the 
United States and of group A isolated from 
other countries are now resistant. A similar 
situation prevails with respect to Shigella and 
strains of E. coli isolated from patients. Given 
that the mode of action of all sulfonamide/sul- 
fone antimicrobials involves the same basic 
mechanisms, different sulfonamides usually 
show cross-resistance, but not to antimicrobi- 
als of other classes acting by different mecha- 
nisms. 
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Resistance can arise by one or more of the 
following mechanisms: (1) increased produc- 
tion of PABA by the pathogen (212, 213); (2) 
mutation in the DHPS gene, resulting in al- 
tered sensitivity of the enzyme, making it se- 
lectively more sensitive to the natural sub- 
strate (214-219); (3) gene amplification of the 
enzyme so that more enzyme is produced, thus 
rendering its saturation by antagonist diffi- 
cult; (4) a bypass mechanism by which the mi- 
croorganism develops an ability to utilize 
more effectively the folic acid present in the 
host (220); and (5) reduction in permeability 
of the cell to sulfonamides so that less d~%g is 
transported into the cells (214). 

In bacteria the first two mechanisms (i.e., 
overproduction of PABA and causing point 
mutations that reduced sensitivity of the 
DHPS to sulfonamides) seem to be the most 
common. Resistant mutants develop by ran- 
dom mutation and selection or by transfer of 
resistance factors (R-factors) by plasmids 
(217). With the advent of molecular cloning 
techniques and sequence analysis of the 
DHPS genetenzyme from resistant isolates 
the development of resistance and resistance 
transfer have now been studied at the molec- 
ular level. It has been shown that a single 
point mutation can confer resistance to sul- 
fonamides and sulfones. Most of the high level 
sulfonamide resistance in Gram-negative bac- 
teria appears to be accounted for by only two 
plasmid-borne genes, Sul-I and Sul-II(221). I t  
has been known for many years that multiple 
drug resistance involving streptomycin, chlor- 
amphenicol, tetracycline, and sulfonamides 
could be transferred between Shigella and E. 
coli in mixed cultivation in the host (222). 
Drug resistance acquired in this manner is 
usually persistent and irreversible and can be 
transferred to other sensitive strains indefi- 
nitely. However, in meningococci the sulfon- 
amide resistance has been reported to be chro- 
mosomally located. Similarly with S. aureus, it 
has been reported that of the nine resistant 
clinical isolates from different geographical lo- 
cations analyzed, all had mutations in their 
chromosomal gene leading to an altered 
DHPS (207). These isolates differed in 15 
amino acid residues from the wild-type se- 
quence, and in this way DHPS appears to be 
different from DHFR (223). In M. leprae resis- 

tance to dapsone has been shown to be attrib- 
uted to mutation at highly conserved amino 
acid residues 53 or 55 (224). 

In the case of plasmodia a bypass mecha- 
nism (i.e., ability to use preformed folic acid) 
seems to be more commonly operative. Bishop 
has described strains resistant to both sulfon- 
amides and pyrimethamine (220, 225) that 
can presumably utilize the reduced forms of 
folic acid available in the host erythrocytes. 

3.1.5 Historical Background. The story of 
sulfonamides goes back to the early years of 
this century when Orlein, Dressel, and Kethe 
of I.G. Farbenindustrie in Germany (226) 
found that introduction of a sulfamyl group 
imparted fastness to acid wool dyes, thus indi- 
cating affinity for protein molecules. However, 
none of these sulfonamides was investigated 
for antibacterial activity. The interest in dyes 
as possible antimicrobials was prompted by 
Ehrlich's studies on the relationship between 
selective staining of cells by dyes and their an- 
tiprotozoal activity, which also led to the test- 
ing of azo dyes for antibacterial activity; some 
of them indeed showed such activity. In an 
attempt to improve the antimicrobial activity 
of quinine derivatives, Heidelberger and Ja- 
cobs (227) prepared dyes based on dihydrocu- 
preine, which included p-arninobenzenesul- ' 

fonamido-hydrocupreine. Although the latter 
was reported to have bactericidal activity, it 
did not arouse much interest because the ac- 
tivity, having been tested in vitro, was of a low 
order and no further work was published on 
these compounds. 

Mietzch and Klarer at I.G. Farbenindustrie 
synthesized a variety of azo dyes, a continua- 
tion of Ehrlich's interest in imparting to azo 
dyes the property of specific binding to bacte- 
rial proteins, comparable to the binding to 
wool proteins. Mietzsch and Klarer (228) syn- 
thesized a group of such dyes containing a sul- 
fonamide radical, which included prontosil 
rubrum (1). Domagk, also at I.G. Farbenin- 
dustrie, carried out the antibacterial testing of 
these dyes. Realizing the lack of correlation 
between in vitro and in vivo screening, 
Domagk decided to do the testing in mice, a 
very fortunate decision, because otherwise the 
fate of sulfonamides might have been differ- 
ent. Domagk (229) observed in 1932 that pron- 
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tosil protected mice against streptococcal in- 
fections and rabbits against staphylococcal 
infections, though it was without action in 
vitro on bacteria. Anecdotal reports say that 
the first patient to be successfully treated with 
prontosil was Hildegarde Domagk, the daugh- 
ter of its discoverer, who had septicemia at- 
tributed to a stitching needle prick. Foerster 
(230) published the first clinical success with 
prontosil in a case of staphylococcal septice- 
mia in 1933. 

These studies aroused worldwide interest 
and further developments took place at a very 
fast rate. One of the earliest systematic inves- 
tigations on sulfonamides was by Trefouel, 
Nitti, and Bovet (231) working at the Pasteur 
Institute in Paris. Under a program of struc- 
tural modification of this class of compounds, 
they prepared a series of azo dyes by coupling 
diazotized sulfanilamides with phenols with 
or without amino or alkyl groups. They ob- 
served that variation in the structure of the 
phenolic moiety had very little effect on anti- 
bacterial activity, whereas even small changes 
in the sulfanilamide component abolished the 
activity. These observations pointed to the 
benzenesulfonamide residue as the active 
structural unit, and led to consideringp-ami- 
nobenzenesulfonamide (sulfanilamide, 45) as 
the putative metabolite responsible for the an- 
tibacterial activity. They suggested that pron- 
tosil was converted to sulfanilamide in ani- 
mals and showed that sulfanilamide was as 
effective as the parent dyestuff in protecting 
mice infected with streptococci. They also 
showed that sulfanilamide exerted a bacterio- 
static effect in vitro on susceptible organisms. 
Soon after, Colebrook and Kenny (232) ob- 
served that although prontosil was inactive in 
vitro, the blood of patients treated with it had 
bacteriostatic activity. They also reported the 
dramatic cure of 64 cases of puerperal sepsis 
by prontosil, whereas Buttle, Gray, and Ste- 
phenson (233) showed that sulfanilamide 
could cure streptococcal and meningococcal 
infections in mice. Fuller's (234) demonstra- 
tion of the presence of sulfanilamide in the 
blood and its isolation from urine of patients 
(and mice) under treatment with prontosil 
firmly established that prontosil is reduced in 
the body to form sulfanilamide (64), a com- 
pound synthesized as early as 1909 by Gelmo 

(235). Fuller concluded that the therapeutic 
action of prontosil was very likely the result of 
its reducton in vivo to sulfanilamide. Among 
the early patients to be treated with sulfanil- 
amide was Franklin D. Roosevelt Jr., the son 
of the President of the United States. His re- 
covery from a streptococcal throat infection 
helped to overcome early reservations on the 
medicinal value of antibacterial chemother- 
apy with sulfonamides. Ehrlich's concept of a 
relationship between the affinity of dyes for a 
parasite and their antimicrobial activity, 
which focused attention on sulfonamide azo 
dye, was found to be irrelevant to the activity 
of the latter. Nevertheless, sulfanilamide 
proved to be the "magic bullet" of Ehrlich and 
heralded the era of chemotherapy, a term 
coined by Ehrlich to emphasize the concept of 
selective action of chemicals on microbes as 
opposed to the action on host cells. The era of 
modern chemotherapy had now begun. 
Domagk was awarded the Nobel Prize for 
Medicine in 1939, primarily for the discovery 
of the antibacterial activity of sulfonamides. 

Earlier Sulfonamides. These discoveries had 
a tremendous impact not only on the develop- 
ment of sulfonamides as antimicrobials, but 
also on developments in chemotherapy in gen- 
eral. Sulfanilamide, being easy to prepare, 
cheap, and not covered by patents, became 
available for widespread use and brought a 
new hope for the treatment of microbial infec- 
tions. Recognizing the potential of sulfon- 
amides, almost all major research organiza- 
tions the world over initiated research 
programs for the synthesis and study of ana- 
logs and derivatives of sulfanilamide, particu- 
larly to improve its antimicrobial spectrum, 
therapeutic ratio, and pharmacokinetic prop- 
erties. New sulfonamides were introduced in 
quick succession. Sulfapyridine (M&B 693, 
66) (2361, reported in 1938, was one of the 
earliest of the new sulfonamides to be used in 
clinical practice for the treatment of pneumo- 
nia and remained the drug of choice until it 
was replaced by sulfathiazole. Sulfapyridine 
was used on Winston Churchill to cure pneu- 
monia in 1943 during his trip to Africa. 

Sulfathiazole (67) (237) was the second sul- 
fonamide to be introduced in clinical practice. 
It replaced sulfapyridine because of its wider 
antibacterial spectrum and higher therapeutic 
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index. Substitution of the thiazole ring by al- 
kyl groups did not improve the activity, 
whereas a 4-phenyl residue enhanced both the 
activity and the toxicity. 

Some of the other important sulfonamides 
introduced in clinical practice during this pe- 
riod were sulfacetamide, the corresponding 
N4-pthallyl and succinyl derivatives, sulfadia- 
zine, sulfamerazine, sulfamethazine, sulfiso- 
midine, sulfamethizole, and sulfisoxazole (Ta- 
ble 13.2). These compounds differed widely in 
their pharmacokinetic profile and helped in 
enlarging the scope of therapeutic use of sul- 
fonamides. This work was described in 1948 in 
a very exhaustive monograph by Northey, 
which may be consulted for research work of 
this period (238). 

Later Sulfonarnides. This wides~read inter- 
& 

est in new sulfonamides continued until about 
1945, when interest gradually shifted to anti- 
biotics after the introduction of penicillin. 
However, after about a decade of the use of 
penicillins, problems encountered with antibi- 
otics, such as emergence of resistant strains, 
superinfection, and allergic reactions, brought 
about a revival of interest in sulfonamides. 
The knowledge gained during this period 
about the selectivity of action of sulfonamides 
on the pathogens, the relationship between 
their solubility and toxicity, and their phar- 
macokinetics gave a new direction to further 

developments and a second generation of sul- 
fonamides began to appear with improved 
characteristics. 

A major advance in sulfonamide therapy 
came with the proper appreciation of the role 
of pharmacokinetic studies in determining the 
dosage schedule of these drugs. It was realized 
that some of the "earlier" sulfonamides such 
as sulfadiazine (55) and sulfamerazine (56) 

had a long half-life (17 and 24 h, respectively) 
and required less frequent administration 
than was normally prescribed. The era of 
newer, long-acting sulfonamides started in 
1956 with the introduction of sulfamethoq- 
pyridazine (57) (239) having a half-life of 
around 37 h, the longest known at that time, 
which needed to be administered only once a 
day (240). In 1959 sulfadimethoxine was in- 
troduced with a half-life of approximately 40 h 
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(241-243). A related 4-sulfonamidopyrimi- 
dine, sulfomethoxine (58) (244, 245), having 
the two methoxyl radicals in the 5,6-positions, 

was soon introduced. It has by far the longest 
half-life, about 150 h, and needs administra- 
tion only once a week. 

Some of the other sulfonamides introduced 
in clinical practice in this period were sulfa- - - 
methyldiazine, sulfaphenazole, sulfamoxol, 
and sulfamethoxazole (59)(246) (Table 13.2). 

Sulfamethoxazole is a particularly important 
sulfonamide of this period in view of its well- 
matched half-life (-11 h) with that of tri- 
methoprim, and a fixed-dose combination of 
the two, co-trimoxazole is widely used in clin- 
ical practice. 

Sulfones. The demonstration that experi- 
mental tuberculosis could be controlled by 4,4'- 
diaminodiphenylsulfone (dapsone, 60)(247) and 
disodium 4,4'-diaminodiphenylsulfone-N,N1- 
didextrose sulfonate (promin, 61)(248) was a 
major advance in the chemotherapy of myco- 
bacterial infections. Although dapsone and 
promin proved disappointing in the therapy of 
human tuberculosis, the interest aroused in 

the possibility of treatment of mycobacterial 
infections with sulfones led to the demonstra- 
tion of the favorable effect of promin in rat 
leprosy (249). This was soon followed by the 
successful treatment of leprosy patients,.first 
with promin and later with dapsone itself. 
Since then dapsone has remained the main- 
stay for the treatment of all forms of human 
leprosy (250). It has now been shown that My- 
cobacterium leprae is unusually sensitive to 
dapsone (251) and that its growth can be in- 
hibited by very low concentration of the latter. 

An important advance in the use of dap- 
sone took place with the demonstration that 
N,N'-diacyl derivatives and certain Schiff 
bases of dapsone are prodrugs and have a re- 
pository effect and release dapsone slowly; 
N,N1-diacetamidodiphenylsulfone (acedap- 
sone, 62) and the Schiff base DSBA (63) are 
particularly useful as repository forms (252). 
After a single intramuscular injection of 225 
mg of acedapsone, a therapeutic level of DDS 
(20-25 pg/mL) is maintained in the blood for 
as long as 60-68 days, and it is useful in the 
prophylaxis and treatment of leprosy. 

To improve on the antimycobacterial and 
antiprotozoal (especially antimalarial) activi- 
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ties of dapsone a variety of substituted sul- 
fones have been prepared. 

Overall, none of the substituted diaminodi- 
phenylsulfones was significantly more active 
in vivo than DDS to offer much advantage 
(253). Even after almost 50 years of use in 
clinical practice, DDS alone or in combination 
with other drugs (as in multidrug therapy) 
continues to be the mainstay of chemotherapy 
of leprosy. 

3.1.6 Structure-Activity Relationship 
3.1.6.1 Structure and Biological Activity. 

Although the story of sulfonamides started 
with the discovery of their antimicrobial ac- 
tion, susequent studies established their use- 

' fulness as carbonic anhydrase inhibitors, 
diuretics (saluretics). and antidiabetics (insu- 
lin-releasers), and more recently also as endo- 
thelin antagonists. Compounds with each type 
of action possess certain specific common 
structural features. The present discussion, 
however, is restricted only to the antimicro- 
bial sulfonamides and sulfones, characterized 
by their ability to inhibit the de novo biosyn- 
thesis of folic acid by competing with PABA for 
7,8-dihydro-6-hydrorrymethylpterin pyro- 
phosphate at the active site of dihydropteroate 
synthase (254-256). 

3.1.6.1. I Sulfonamides. Because sulfanil- 
amide (45) is a rather small molecule and 
there are not too many variations that can be 
carried out without changing the basic nu- 
cleus, the following generalizations regarding 
structure-activity relationships were arrived 
at quite early in the development of sulfon- 
amides, which guided the subsequent work on 
molecular modification, and these generaliza- 
tions still hold: 

1. The amino and sulfonyl radicals on the 
benzene ring should be in 1,6disposition 
fix activity; the amino group should be un- 
substituted or have a substituent that is 
removed readily in vivo. 

2. Replacement of the benzene ring by other 
ring systems, or the introduction of addi- 
tional substituents on it, decreases or abol- 
ishes the activity. 

3. Exchange of the SO,NH, by SO,C,H,-p- 
NH, retains the activity, whereas exchange 
by CONH, by COC6H,-p-NH, markedly re- 
duces the activity. 

4. N1-Monosubstitution results in more ac- 
tive compounds with greatly modified 
pharmacokinetic properties. N1-Disubsti- 
tution in general leads to inactive . 
compounds. 

5. The N1-substitution should be such that its 
pK, value would approximate the physio- 
logical pH. 

The presence of a p-arninobenzensulfony1 
radical thus seems inviolate for maintaining 
good activity and practically all the attention 
was focused on N1-substituents. These sub- 
stituents seem to affect mainly the physico- 
chemical and the pharmacokinetic character- 
istics of the drugs. 

3.1.6.1.2 Sulfones. The following broad 
generalizations hold for the SAR of sulfones: 

1. One p-aminophenylsulfonyl residue is es- 
sential for activity; the amino group in this 
moiety should be unsubstituted or have a 
substituent that is removed readily in vivo. 

2. The second benzene ring should preferably 
have small substituents that will make this 
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ring electron rich (such as CH,, OCH,, OH, 
NH,, NHC,H,); p-substitution is most fa- 
vorable for activity. 

3. Replacement of the second phenyl ring by 
heterocycles does not improve the activity. 

Diaminodiphenyl sulfone (DDS) has re- 
tained its preeminent position, even after 50 
years of use. 

3.1.6.2 Quantitative Sar. Studies to find a 
correlation between physicochemical proper- 
ties and bacteriostatic activity of sulfonamides 
have been pursued almost since their discov- 
ery. The substituents that attracted the atten- 
tion of investigators quite early were the 
amino and the sulfonamido groups in the mol- 
ecule, and several groups of investigators al- 
most simultaneously noted a correlation be- 
tween the bacteriostalic activity and degree 
of ionization of sulfonamides. The primary 
amino group in sulfonamides apparently plays 
a vital part in producing bacteriostasis, given 
that any substituent on it causes complete loss 
of activity. Seydel et al. (257, 2581, from a 
study of infrared (IR) spectra and activity of a 
number of sulfonamides, concluded that the 
amount of negative charge on the aromatic 
amino group is important for the activity. 
However, variation in activity within a series 
of compounds could not be related to a change 
in base strength, given that all the active sul- 
fonamides (and sulfones) have a basic dissoci- 
ation constant of about 2, which is close to that 
of PABA. Foernzler and Martin (259) com- 
puted the electronic characteristics of a series 
of 50 sulfonamides by the combination of lin- 
ear atomic and molecular orbital methods 
(LCAO-MO methods) and found that the elec- 
tronic charge on the p-amino group did not 
vary significantly with a change in the 
N1-substituent. 

Thus attention was focused mainly on the 
N1-acidic dissociation values, which vary 
widely from about 3 to 11. Fox and Rose (260) 
noted that sulfathiazole and sulfadiazine were 
about 600 times as active as sulfanilamide 
against a variety of microorganisms, and that 
approximately 600 times as much PABA was 
required to antagonize their action as to an- 
tagonize the action of sulfanilamide; however, 
the same amount of PABA was required to 

antagonize the MIC of each drug. This sug- 
gested that the active species in both cases 
were similar, and that the increase in bacteri- 
ostatic activity was ascribed to the presence of 
a larger proportion of the drug in an active 
(ionized) form. They found that the concentra- 
tion of the ionized form of each drug at the 
minimum effective concentration was of the 
same order. Thus if only the ionized fraction at 
pH 7 was considered instead of the total con- 
centration, the PAl3Ndrug ratio was reduced 
to 1:1.6-6.4. They also observed that with a 
10-fold increase in ionization of sulfanilamide 
on altering the pH from 6.8 to 7.8, there was 
an eightfold increase in bacteriostatic activity. 
On the basis of these observations, Fox and 
Rose suggested that only the ionized fraction 
of the MIC is responsible for the antibacterial 
action. Schmelkes et al. (261) also noted the 
effect of pH of the culture medium on the MIC 
of sulfonamides and suggested that the active 
species in a sulfonamide solution is anionic. 

Bell and Roblin (262), in an extensive study 
of the relationship between the pKa of a series 
of sulfonamides and their in vitro antibacte- 
rial activity against E. coli, found that the plot 
of log 1MIC against pK, was a parabolic 
curve, and that the highest point of the curve 
lay between pKa values of 6 and 7.4; the max- 
imal activity was thus observed in compounds 
whose pKa approximated the physiological 
pH. Because the pK, values are related to the 
nature of the N1-substituent, the investiga- 
tors emphasized the value of this relationship 
for predicting the MIC of new sulfonamides. 
The pKa of most of the active sulfonamides 
discovered since then, and particularly of the 
long-acting ones, falls in this range (Table 
13.2). Bell and Roblin correlated Woods and 
Fildes's hypothesis regarding the structural 
similarity of a metabolite and its antagonist 
with the observed facts of ionization. They em- 
phasized the need of polarization of the sulfo- 
nyl group of active sulfonamides, so as to re- 
semble as closely as possible the geometric and 
electronic characteristics of the p-aminoben- 
zoate ion, and postulated the "the more nega- 
tive the SO, group of N1-substituted sulfon- 
amides, the more bacteriostatic the compound 
will be." The acid dissociation constants were 
considered to be an indirect measure of the 
negative character of the SO, group. The hy- 
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pothesis of Bell and Roblin stated that the un- 
ionized molecules had a bacteriostatic activity, 
too, although weaker than that of the ionized 
form. Furthermore, it was supposed that in- 
creasing the acidity of a compound decreased 
the negativity of the SO, group, thus reducing 
the bacteriostatic activity of the charged and 
uncharged molecules. 

Cowles (263) and Brueckner (264), in a 
study of the effect of pH of the medium on the 
antibacterial activity of sulfonamides, found 
that the activity increased with increase in pH 
of the medium only up to the point at which 
the ionization of the drug was about 50%, and 
then it decreased. Brueckner assumed differ- 
ent intra- and extracellular pH values to ex- 
plain the observed effects. Cowles suggested 
that the sulfonamides penetrate the bacterial 
cell in the un-ionized form, but once inside the 
cell, the bacteriostatic action is attributed to 
the ionized form. Hence for maximum activ- 
ity, the compounds should have a pK, value 
that gives the proper balance between the in- 
trinsic activity and penetration; the half-dis- 
sociated state appeared to present the best 
compromise between transport and activity. 
This provided an alternative explanation for 
the parabolic relationship observed by Bell 
and Roblin between pK, and MIC. 

Seydel et al. (257, 265, 266) and Camma- 
rata and Allen (267) have cited examples of 
active sulfonamides whose pKa values lie out- 
side the optimal limits given by Bell and Rob- 
lin, and showed that if a small homologous 
series is used, a linear relationship of the pKa 
to the MIC is obtained. 

Seydel and associates in a study of sulfani- 
lides and N1-(3-pyridy1)-sulfanilamides ex- 
trapolated the electron density on the 1-NH 
group from the study of IR and NMR data and 
Hammett sigma values of the parent anilines 
and have correlated the data with the MIC 
against E. coli. Anilines were used for study- 
ing the IR spectra because they could be dis- 
solved in nonpolar solvents, thus giving more 
valid data; this was not possible with sulfanil- 
amides because of low solubility in such sol- 
vents. Seydel (268) and Garrett et al. (269) 
found an approximately linear relationship 
between bacteriostatic activity, Hammett 
sigma value, and electron density of the N1- 
nitrogen of a group of m- and p-substituted 

sulfanilides and emphasized the possibility of 
predicting the in vitro antibacterial activity of 
sulfanilamides by use of this relationship. 
Later, Seydel (270) included in this study 
3-sulfapyridines, carried out regression analy- 
ses of the data, and obtained a very acceptable 
correlation coefficient. 

The functional relationship between acid 
dissociation constant and the activity of sul- 
fonamides has not been questioned since the 
investigations just cited were published. This, 
however, does not imply that the ions of differ- 
ent sulfonamides are equally active; other fac- 
tors also have an influence and account for the 
observed differences in activity of different 
sulfonamides, such as affhity for the con- 
cerned enzyme. The pKa value is related to 
solubility, distribution and partition coeffi- 
cients, permeability across membranes, pro- 
tein binding, tubular secretion, and reabsorp- 
tion in the kidneys. 

Fujita and Hansch (271), in a multiparam- 
eter linear free-energy approach, correlated 
the pKa, hydrophobicity constant, and Ham- 
mett sigma values of a series of sulfanilides 
and N1-benzoyl and N1-heterocyclic sulfanil- 
amides with their MIC data against Gram- 
positive and Gram-negative organisms and 
their protein-binding capacity. They devised 

,I 

suitable equations by regression analyses for . .r 
the meta- and para-substituted compounds; $5 Q 
the correlation for the para-substituted com- I 

pounds was rather poor. The hydrophobicity 
of the compounds was found to play a definite 
role in the activity. It was shown that keeping 
the lipophilicity of the substituents un- k' 
changed, the logarithmic plot of activity 
against the dissociation constant gives two 
straight lines with opposite slopes, the point of 
intersection of which corres~onds to the max- - 
imal activity for a series of sulfanilamides. 
They suggested the optimal values of the dis- 
sociation constant and hydrophobicity for 
maximum activity against the organisms 
studied. 

Yamazaki et al. (272), in their study of the 
relationship between antibacterial activity 
and pK, of 14 N1-heterocyclic sulfanilamides, 
considered separately the activities of the 
compounds in terms of the concentrations of 
their ionized and un-ionized forms and their 
total concentrations in the culture medium. 
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They found that, when the relationship be- 
tween pK, and ions is considered, it is linear 
for ionized and un-ionized states, giving two 
lines having opposite slopes and intersecting 
each other. The point of intersection corre- 
sponds to the pH of the culture medium. They 
found the pK, for optimal activity to be be- 
tween 6.6 and 7.4. 

In these studies it was noticed that some of 
the sulfonamides had lower antibacterial ac- 
tivity than expected, possibly because of their 
poor permeation. To define the role of perme- 
ability in the antibacterial activity of sulfon- 
amides, Seydel et al. (273) extended these in- 
vestigations to cell-free folate synthesizing 
systems and correlated the inhibitory activity 
of these compounds on this enzyme system 
and on the intact organisms to their pK,, 
Hammett sigma, chemical shift, and .rr values. 
The rate-determining steps for sulfonamide 
action in the cell-free system and a whole-cell 
system were found to have similar substituent 
dependencies. From a comparison of the linear 
free-energy relationships obtained in the two 
systems, they suggested that the observed par- 
abolic dependency of the antibacterial activity 
indicates that it is not the extracellular ionic 
concentration, which, in turn, is limited by the 
permeation of un-ionized compounds, thus 
supporting Cowles and Brueckner's postu- 
lates (loc. cit.). They concluded that the li- 
pophilic factors are not important in the cell- 
free system or for in vitro antibacterial 
activity when permeability is not limited by 
ionization. 

Intensive subsequent work in this field 
over the last four decades has fully supported 
the views expressed quite early in the develop- 
ment of sulfonamides of the predominant role 
of ionization for their antibacterial activity, 
and that the degree of ionization determines 
the antibacterial activity, given that the ion- 
ized form is more potent than the un-ionized 
form. 

3.1.6.2.1 Sulfones. Ever since the discov- 
ery of the antimycobacterial activity of sul- 
fones in the 1940s and that they share a 
common biological mode of action with sulfon- 
amides (competitive antagonism of PABA), 
the question of their structural similarity with 
sulfonamides, which enables them to inhibit 
dihydropteroate synthase, has attracted much 

Figure 13.5. Proposed active conformation of 
4-aminodiphenylsulfones. 

attention. It was realized quite early in these 
studies that as with sulfonamides, 4-NH2- 
C,H4-SO, was inviolate for optimal activity 
and the substituents in the second phenyl 
could modulate the activity. A number of 
QSAR studies have been reported (274-282) 
on 4-aminodiphenylsulfones to analyze the 
contribution of these substituents to the bio- 
logical activity using linear free-energy, mo- 
lecular fmodeling, and conformational analysis 
methods. It has been shown that electronic 
and steric effects have the decisive role both 
on binding to the enzyme and the overall bio- 
logical activity. The electronic effects were ra- 
tionalized in terms of electronic charge per- 
turbations that are transmitted from the 
multisubstituted aryl ring to the essential 
structural moiety, 4-NH2-C6H,-SO,, through 
the SO, group mainly through hyperconjuga- 
tion (279). In conformational analysis using 
the MIND0 semiemperical molecular orbital 
method, it was found that 4-aminodiphenyl- 
sulfones show multiple conformational energy 
minima, mainly attributed to the torsional 
freedom of the sulfur-carbon bond of the sub- 
stituted aryl ring with the 4-NH2-C6H4-SO,. 
The highly active derivatives were in general 
shown to be less flexible and inhibition po- 
tency increased as entropy decreased (280, 
281); a butterfly-type structure (Fig. 13.5) was 
considered to best represent the active confor- 
mations. 

3.1.6.3 WatedLipid Solubility. The clini- 
cally used sulfonamides being weak acids are, 
in general, soluble in basic aqueous solutions. 
As the pH is lowered, the solubility of their 
N1-substituted sulfonamides decreases, usu- 
ally reaching a minimum in the pH range of 3 
to 5. This minimum corresponds to the solu- 
bility of the molecular species in water (Table 
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13.2). With a further decrease in pH corre- 
sponding to that of a moderately strong acid, 
the sulfa drugs dissolve as cations. 

The solubility of sulfonamides is of clinical 
and toxicological significance because damage 
to kidneys is caused by crystallization of sul- 
fonamides or their N4-acetyl derivatives. 
Their solubility in the pH range of urine (i.e., 
pH 5.5-6.5) is thus of practical interest. One of 
the significant advances in the first phase of 
sulfonamide research was the development of 
compounds with greater water solubility, such 
as sulfisoxazole, which helped to overcome the 
problem of crystallization in the kidney of ear- 
lier sulfonamides. However, apart from the 
solubility of the parent compounds, the solu- 
bility of their N4-acetyl derivatives, which are 
the main metabolic products, is of great im- 
portance because these are generally less sol- 
uble than the parent compounds. For exam- 
ple, sulfathiazole, which itself is unlikely to be 
precipitated, is metabolized to its N1-acetyl 
derivative, which has a poor solubility that is 
likely to lead to its crystallization in the kid- 
ney. The solubility of sulfonamides and their 
principal metabolites in aqueous media, par- 
ticularly in buffered solutions and body fluids, 
therefore, has been the subject of many stud- 
ies aimed at enhancing our understanding of 
their behavior in clinical situations (284,285). 

An important factor affecting the chemo- 
therapeutic activity of sulfonamides and their 
in vivo transport is lipophilicity of the undis- 
sociated molecule. The partition coefficients 
measured in solvents of different dielectric 
constants have been used to determine the 
lipid solubility and hydrophobicity constant 
(269-284). Chromatographic Rl values in a 
number of thin-layer chromatography sys- 
tems have also been used as an expression of 
the lipophilic character of sulfonamides and 
found to correspond well with the Hansch val- 
ues in an isobutyl alcohol-water system (286). 

Table 13.2 gives the percentage of various 
sulfonamides passing from aqueous phase into 
ethylene chloride as determined by Rieder 
(284). Lipid solubility of different sulfon- 
amides varies over a considerable range. 
These differences unquestionably influence 
their pharmacokinetics and antibacterial ac- 
tivity. It has been noted by Rieder (284) that 
long-acting sulfonamides with a high tubular 

reabsorption are generally distinguished by a 
high degree of lipid solubility. The antibacte- 
rial activity and the half-life are also related to 
lipid solubility. Although a precise relation- 
ship between these factors has not been estab- 
lished, it has been shown in general, that as 
the lipid solubility increases, so does the half- 
life and in vitro activity against E. coli. 

3.1.6.4 Protein Binding. A particularly im- 
portant role in the action of sulfonamides is 
played by their binding to proteins. Protein 
binding, in general, blocks the availability of 
sulfonamides as of many other drugs (the 
bound drug is chemotherapeutically inactive), 
and reduces their metabolism by the liver. The 
binding is reversible; thus the active free form 
is liberated as its level in the blood is gradually 
lowered. The sulfonamide concentration in 
other body fluids is also dependent on its pro- 
tein binding. Thus the unbound fraction of the 
drug in the plasma seems to be significant for 
activity, toxicity, and metabolism, whereas 
protein binding appears to modulate the avail- 
ability of the drug and its half-life. The man- 
ner and extent of binding of sulfonamides has 
been the subject of many studies (284, 287- 
289), and the important characteristics of the 
binding are now reasonably clear. The binding 
affinity of different sulfonamides varies widely 
with their structure (Table 13.2) as also with. 
the animal species and the physiological sta- 
tus of the animal (284, 290). In plasma the 
drug binds predominantly to the albumin frac- 
tion. The binding is weak (4-5 kcal) and is 
easily reversed by dilution. It appears to be 
predominantly hydrophobic, with ionic bind- 
ing being relatively less significant (271,289). 
Thus the structural features that favor bind- 
ing are the same as those that increase lipophi- 
licity, such as the presence of alkyl, alkoxy, or 
arly groups (261, 287, 291). N4-Acetyl deriva- 
tives are more strongly bound than the parent 
drugs. Introduction of hydroxyl or amino 
groups decreases protein binding, and glucu- 
ronidation almost abolishes it. Seydel(2921, in 
a study of the effect of the nature and position 
of substituents on protein binding and lipid 
solubility, has shown that among isomers, or- 
tho-substituted compounds have the lowest 
protein binding. This would indicate that 
steric factors have a role in protein binding 
and that N1-nitrogen atom of the sulfonamide 
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is involved. The binding seems to take place 
with the basic centers of arginine, lysine, and 
histidine in the proteins (284). The locus of 
binding of several sulfonamides to serum al- 
bumin has been shown by high resolution 
NMR spectral studies to involve the benzene 
ring more than the heterocycle (293). 

There have been attempts to establish cor- 
relations between physicochemical properties 
of sulfonamides, their protein binding, and 
their biological activity. Martin (294) estab- 
lished a functional relationship between ex- 
cretion and distribution and binding to albu- 
min, and Kruger-Thiemer et al. (288) derived 
a mathematical relationship. Moriguchi et al. 
(295) observed a parabolic relationship be- 
tween protein binding and in vitro bacterio- 
static activity in a series of sulfonamides, and 
suggested that too strong an affinity between 
sulfonamides and proteins would prevent 
them from reaching their site of action in bac- 
teria; with too low an affinity, they would not 
be able to bind effectively with enzyme pro- 
teins to cause bacteriostasis, assuming that 
affinity for enzyme proteins is paralleled by 
affinity to bacterial proteins. In a multiparam- 
eter study of a series of N1-heterocyclic sulfon- 
amides, Fujita and Hansch (271) considered 
that in the free state, sulfonamides exist as 
two different species, neutral and ionized, 
whereas in the bound state they exist in only 
one form. They developed suitable equations 
by regression analysis and showed that for the 
series of sulfonamides of closely related struc- 
ture, whose pK, value does not vary apprecia- 
bly, the binding is governed mainly by the N1- 
substituent, which supported the earlier 
results (287). 

The implications of protein binding for che- 
motherapeutic activity are not fully under- 
stood. The factors favoring protein binding 
are also those that would favor t rans~or t  
across membrances, tubular reabsoption, and 
increased binding to enzyme protein. N1- 
Acetyl derivatives are more strongly bound to 
proteins and yet are better excreted. No uni- 
versally applicable relationship has been 
found between half-life of sulfonamides and 
protein binding, although it has been estab- 
lished in general that protein binding modu- 
lates bioavailability and prolongs the half-life 
of sulfonamides, as of other drugs. 

3.2 Quinolones 

The 6quinolones have a number of advan- 
tages over other classes of antibacterial 
agents. They are effective against many or- 
ganisms, well-absorbed orally, well-distrib- 
uted in tissues, and they have relatively long 
serum half-lives and minimal toxicity. Be- 
cause of deep-tissue and cell penetration, they 
are useful for urinary tract infections, pros- 
tatitis, infections of the skin and bones, and 
penicillan-resistant sexually transmitted dis- 
eases. 

3.2.1 introduction. The first quinolone of 
commercial importance, nalidixic acid (64), 
was prepared in 1962 by Lesher (298). Nor- 
floxacin, a fluoroquinolone with a broad spec- 
trum of antibacterial activity, was patented in 
1978 by Irikura (299). Chemical modifications 
based on their structures have since led to 
thousands of new analogs, some of which have 
significantly improved effectiveness. The 
quinolone antibacterial group contains 
4-quinoline-3-carboxylic acids such as cipro- 
floxacin (651, lomefloxacin (66), norfloxacin 

(67), pefloxacin (68), sparfloxacin (691, gati- 
floxacin (701, and moxifloxacin (71); and the 
tricyclic analog ofloxacin (72), for which the 
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(8)-enantiomer (levofloxacin) is marketed sep- 
arately. It also contains 1,B-naphthyridine-4- 
one-3-carboxylic acids such as nalidixic acid 
(enoxacin, 731, and trovafloxacin/alatrofloxa- 
cin (741, as well as cinnolin-4-one-3-carboxylic 
acid (cinoxacin, 75). 

3.2.2 Antibacterial Activity. Fluoroquino- 
lones are important broad-spectrum antibac- 
terial agents. All of them are active against 
species such as Enterobacter cloacea, Proteus 

H-N N 
W" C2H5 I 

mirabilis, Morganella morganii, and Staphy- 
lococcus epidermis. Furthermore, most of 



them are active against Hemophilus influen- 
zae, Providencia rettgeri, Pseudomonas 
aeruginosa, Serratia marcesans, Staphylococ- 
cus aureus, Enterococcus fecalis, Mycoplasma 
pneumonia, Chlamidia pneumonia, and Nis- 
seria gonorrhoea. When anthrax infections re- 
sulting from terrorist activities in the United 
States emerged in October of 2001, ciprofloxa- 
cin became the principal drug for treating this 
bacterium. Although other antibacterial agents 
such as penicillin and doxycycline are active 
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against anthrax infections, ciprofloxacin is ef- 
fective against more strains of anthrax. Clini- 
cal indications for the quinolones and fluoro- 
quinolones are given in Table 13.4. 

3.2.3 Structure-Activity Relationship. The 
minimum pharmacophore required for signif- 
icant antibacterial activity consists of the 
4-pyridone ring with a 3-carboxylic acid group 
(Fig. 13.6). Reduction of the 2,3-double bond 
eliminates activity. Most of the highly active 
quinolones have a fluorine atom at C6 (fluoro- 
quinolones) because it increases lipophilicity, 
which facilitates penetration into cells. Many 
analogs have piperazino groups on C7 because 
they broaden the spectrum, especially to in- 
clude Gram-negative organisms such as 
Pseudomonas aeruginosa; however, they also 
increase aMinity for the GABA receptor, which 
contributes to CNS side effects. This receptor 
binding affinity can be reduced by adding a 
methyl or ethyl group to the piperazine or by 
placing a bulky substituent on N1 (300). Sub- 
stitutents on the piperazine ring can shift ex- 
cretion of the compound from kidney to liver 
and they extend its half-life. Quinolones with 
greater amounts of liver metabolism and bili- 
ary excretion are useful in patients with im- 
paired renal function (301). Replacement of 
C8 by nitrogen, to give a naphthyridine (e,g., 
enoxacin and trovafloxacin) increases bioakl- 
ability (3021, whereas a methoxy group in 
place of hydrogen or fluorine on C8 provides 
greater stability to ultraviolet light and less 
phototoxicity in mice (303). Compounds such 

Table 13.4 Therapeutic Indications for Quinolones 

Compound Indications 
- - 

Nalidixic acid 
Cinoxacin 
Ciprofloxacin 

Enoxacin 
Gatifloxacin 

Levofloxacin 

Norfloxacin 
Ofloxacin 
Sparfloxacin 
Trovofloxacin/alatrofloxacin 

- - - - - - - - 

Urinary tract infections 
Urinary tract infections 
Acute sinusitis, lower respiratory tract infections, nosocomial 

pneumonia, skin infections, bonetjoint infections, urinary tract 
infections, gonorrhea, anthrax 

Gonorrhea, urinary tract infections 
Chronic bronchitis, acute sinusitis, urinary tract infections, 

pyelonephritis 
Chronic bronchitis, acute sinusitis, urinary tract infections, pneumonia, 

skin infections 
Urinary tract infections, gonorrhoea, chronic bacterial prostatitis 
Liver cirrhosis, epididmytis, gonorrhea, chlamydia 
Pneumonia, chronic bronchitis 
Gynecological and pelvic infections 
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Required 
pharmacophore 

Figure 13.6. Quinolone pharmacophore and sub- 
stituents. 

as sparfloxacin (69), with an amino group at 
C5, also have reduced phototoxicity. 

Isosteric replacement of nitrogen for C2 
provides cinnolines, such as cinoxacin (75), 
which have good antibacterial activity and 
pharmacokinetic properties. Isomeric naph- 
thyridines including the 1,5 and 1,6 isomers 
retain antibacterial activity. Compounds with 
ring fusions at 1,8 (ofloxacin, 72); 5,6; and 7,8 
also are effective antibacterials. 

The stereochemistry of the methyl group in 
the third ring of ofloxacin is important to an- 
tibacterial activity. The (S)-enantiomer (mar- 
keted separately as levofloxacin) is 10-fold 
more potent than the (R)-enantiomer and it is 
less selective for topoisomerase I1 (304, 305). 
Interestingly, the corresponding methylene 
analog (which flattens the ring to allow stron- 
ger intercalation between base pairs) has 20- 
fold greater topoisomerase activity than that 
of either of the methyl enantiomers (306). 

Fluorine at C6 enhances inhibition of DNA 
gyrase and provides activity against Staphylo- 
cocci, whereas a piperazine substituent at C7 
affords the best activity against Gram-nega- 
tive bacteria. Addition of a second fluorine at 
C8 increases absorption and half-life. Ring al- 
kylation improves gram-posotive potency and 
half-life. A number of newer quinolones such 
as ciprofloxacin, gatifloxacin (307), and moxi- 
floxacin (308) have cyclopropyl sunstituents at 
N1. This substituent, or the combination of an 
mine at C5 and fluorine at C8 (sparfloxacin), 
increases potency against mycoplasma and 
chlamydia species. 

Earlier antibacterial quinolones such as nali- 
dixic acid and cinoxacin have only the 3-carbox- 

ylic acid as an ionizable group. Its relatively high 
pKa in the range of 5.4 to 6.4 is thought to result 
from an acid-weakening hydrogen bond with the 
4-carbonyl group (309). More recent quinolones 
with a piperazine or other substituent with a 
basic nitrogen at C7 have a second pKa in the 
range of 8.1 to 9.3. Consequently, significant 
fractions of these compounds exist as zwitteri- 
ons at physiological pH values. Decreased solu- 
bility in urine of higher pH presents a potential 
problem for these compounds. 

The 4-carbonyl group and 3-carboxylic acid 
functionalities of quinolones provide an excel- 
lent site for chelation with divalent of triva- 
lent metals. Quinolones can form 1:1, 2:1, or 
3:l chelates, depending on the particular 
metal ion, relative concentration of the quina- 
lone, and the pH. The relative insolubility of 
these chelates causes incompatibilities with 
antacids (Ca2+, Mg2+, and Bi3+), hematinics 
(Fe2+), and mineral supplements (Zn2+). 

It has been noted that, if just 20 different 
substituents are taken two at a time for the 
seven available positions on quinolones, there 
would be 84,000 possible compounds to syn- 
thesize and test (310). The use of computer- 
assisted quantitative structure-activity rela- 
tionships has helped narrow the search for 
new compounds of this type. Koga and co- 
workers developed an equation that related 
the potency of compounds against E. coli 
(MIC) to the length of the substituent on N1, 
the size of substituents on C8, an enhance- 
ment factor for C7 substituents, and a factor 
for the detrimental effect of attachment of C7 
substituents by an NCO function (311). 

3.2.4 Mechanism of Action. The mecha- 
nism of action of quinolones is prevention of 
the detachment of gyrase from DNA. This en- 
zyme is the bacterial form of topoisomerase, 
which allows the relaxation of supercoiled 
DNA that is required for normal transcrip- 
tion. Bacterial gyrase is different enough from 
mammalian topoisomerase so that 78 of 90 
quinolones tested were selective only to bacte- 
ria. Those compounds with poorer selectivity 
had a propyl group at N1 and two fluorines at 
C6 and C8 (312). The antibacterial activity of 
quinolones is antagonized by chloramphenicol 
and rifampin, which suggests that protein 
synthesis is required for killing (313). This 
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Table 13.5 Pharmacokinetic Properties of ~uinolones~ 

Compound 

Protein Urinary 
Single Oral Peak Serum Half-Life Binding Recovery 
Dose (mg) Concentration, (pg/mL) (h) (%) (% unchanged) 

Nalidixic acid 
Ciprofloxacin 
Enoxacin 
Lomefloxacin 
Norfloxacin 
Gatifloxacin 
Ofloxacin 
Sparfloxacin 
Trovafloxacidalatrofloxacin 

a~bstracted from Drug Facts and Comparisons. 

mechanism is consistent with apoptosis rather 
than necrosis. Fluoroquinolines also inhibit 
topoisomerase IV, an enzyme that functions in 
partitioning of the chromosomal DNA during 
bacterial cell division. 

3.2.5 Microbial Resistance. Drug resis- 
tance was observed in the early clinical trials 
with nalidixic acid (314). One mechanism of 
resistance is by mutation at various locations 
on the gyrase gene. These mutations confer 
cross-resistance to all other quinlones. An- 
other mechanism is by mutation in the genes 
that code for porins, which are membrane pro- 
teins by which quinolones enter Gram-nega- 
tive cells. These mutations raise tolerance 
fourfold. Other mutations of serious concern 
are those that reduce membrane lipopolysac- 
charides to afford cross-resistance with anti- 
bacterial agents of other chemical classes 
(315). Considering the problem of resistance 
to quinolones, Moellering has concluded that, 
"The future viability of the quinolones will in 
large part depend on the ability of the medical 
community to use them wisely" (314). In par- 
ticular, the increasing use of quinolones for 
oral periodental treatment could bring about 
an expansion of resistance to quinolones that 
would limit their value in treating deep-tissue 
infections. 

3.2.6 Pharmacokinetic Properties. Some 
phamacokinetic properties of quinolones are 
listed in Table 13.5. Bioavalibility after oral 
administration is good, but it is substantially 
reduced by magnesium or aluminum antacids. 
Distribution to tissues is superior to that of 

most other drugs because there is little bind- 
ing to plasma proteins. Quinolones achieve tis- 
sue-to-serum ratios of over 2 to 1, in contrast 
to less than one-half for p-lactams and amino- 
glycosides (316). Clearance is by kidneys 
(ofloxacin), or by liver (pefloxacin and difloxa- 
cin), or by both (norfloxacin, ciprofloxacin, 
enoxacin, and fleroxacin). Renal clearance cor- 
relates with creatinine clearance; conse- 
quently, reduced drug dosage is appropriate 
for patients having creatinine clearance under 
30 mL/min. The renal clearance rates of cipro- 
floxacin and norfloxacin exceed the glomeru- 
lar filtration rates, indicating net renal tubu- 
lar secretion. Lomafloxacin has the advantage 
of a relatively long halfilife and so can be ad- 
ministered once daily. 

Metabolism of quinolones is primarily by 
glucuronide conjugation at the 3-carboxyl 
group and is inactivating. The piperazine ring 
is readily metabolized in the compounds that 
have this functionality, and this metabolism 
reduces antimicrobial activity (316). Approxi- 
mately one-eighth of enoxacin is cleared as the 
0x0 metabolite. Six metabolites with modifica- 
tions in the piperazine ring were found for 
norfloxacin (301). 

3.2.7 Adverse Reactions. Adverse reac- 
tions, which are mostly mild and reversible, 
include headache, dizziness, joint swelling, 
and leukopenia. Lomefloxacin, sparfloxacin, 
ofloxacin, and trovafloxacin/alatrofloxacin 
cause photosensitization. Quinolones can af- 
fect the central nervous system by two mech- 
anisms: (1) accumulation of ingested xan- 
thines, including caffeine and theophylline 
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(317); and (2) blockade of GABA receptors, 
which can cause convulsions (318). A study on 
proconvulsant effects of quinolones in a strain 
of DBA/2 mice susceptible to sound-induced 
seizures showed an incidence in the order pe- 
floxacin > enoxacin > rufloxacin > norfloxa- 
cin > cinoxacin > ciprofloxacin > nalidixic 
acid (319). Another study based on the induc- 
tion of fatal convulsions by a combination of 
nonsteroidal anti-inflammatory drugs and 
quinolones gave the following order of potency 
when fenbufen was the anti-inflammatory 
agent: enoxacin > lomefloxacin > norfloxacin, 
with ofloxacin and ciprofloxacin causing no 
deaths (320). 

3.3 Oxazolidinones 

3.3.1 Introduction. The oxazolidinones are 
a new class of synthetic antibacterial agents 
with activity against a broad spectrum of 
Gram-positive pathogens, including those re- 
sistant to currently used antibacterials (321). 
Following the lead of activity discovered in a 
series of 5-(halomethyl)-3-aryl-2-oxazolidino- 
nes against plant pathogens described in a 
patent issued to them in 1978, scientists at 
E. I. DuPout de Nemours (Wilmington, DE) 
observed antibacterial activity in (R)-5-hy- 
droxymethyl-3-aryl-2-oxazolidinone (S-6123) 
against human pathogens (322). Further opti- 
mization led to the emergence of two highly 
active antibacterial drug candidates (322): 
(S)-[(3-(4-methylsulfinylphenyl)-2-oxo-5-ox- 
azolidinyl)methyl]acetamide (DUP-105, 76) 

(76) DUP 105, R = CH3S0 
(77) DUP 721, R = CHBCO 

and (S)-[(3-(4-acetylphenyl)-2-oxo-5-oxazo- 
lidinyl)methyl]acetamide (DUP-721,77) (323, 
3241, with a number of special features, in- 
cluding: 

0 activity against a number of therapeutically 
important multidrug resistant Grarn-posi- 
tive organisms (322-326) 
equally active when administered by oral or 
parenteral routes, showing good oral ab- 
sorption (323, 327) 

0 a novel mechanism of action, and conse- 
quently less likely to have cross-resistance 
with existing antimicrobials (322, 324,.328, 
329). 

Furthermore, the prototype structure con- 
sisting of distinct structural units offered 
much scope for molecular modification. 

Although the development of these two 
agents was subsequently discontinued conse- 
quent upon DUP-721 exhibiting toxicity in ro- 
dents (3301, the special features of their anti- 
bacterial activity attracted much attention 
and prompted studies on oxazolidinones in a 
number of laboratories. Pharmacia-Upjohn 
(Piscataway, NJ) scientists were able to iden- 
tify two drug candidates for human studies, 
eperezolid (PNU-100592, 78) and linezolid 

(78) PNU 100592, X = NCOCH20H 
(79) PNU 10076, X = 0 

(PNU-100766, 79) (330-332). Both com- 
pounds were active in vitro and in vivo (exper- 
imental mouse models) against methicillin-re- 
sistant S. aureus (MRSA) and S. epidermidis 
(MRSE), against penicillin and cephalosporin- 
resistant S. pneumoniae, comparing favorably 
with vancomycin activity, and against vanco- 
mycin-sensitive and -resistant Enterococcus 
spp. (VSE and VRE). Both eperezolid and lin- 
ezolid went successfully through phase I hu- 
man trials without any significant safety con- 
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cerns. Linezolid has undergone more 
extensive phase I1 and I11 clinical evaluation 
(333). 

3.3.2 Linezolid. Linezolid (Zyvox, Zyvoxam, 
79) is the first of this new class of oxazolidi- 
none antibacterials to be approved in the 
United States, the United Kingdom, and Can- 
ada for the treatment of Gram-positive infec- 
tions. Specific indications include complicated 
and uncomplicated skin and soft-tissue infec- 
tions (SSTIs), community and clinically ac- 
quired pneumonia, and vancomycin-resistant 
enterococcal infections (334-337). 

Synthesis. Linezolid and related oxazolidi- 
nones have been prepared through a novel 
asymmetric synthesis involving the reactions 
of N-lithiocarbamates of the appropriate ani- 
line with (R)-glycidylbutyrate as the key step, 
and the resultant (R)-5-(hydroxyrnethy1)ox- 
azolidinone converted to linezolid in a few 
steps in excellent yield and high enantiomeric 
purity (330, 334). 

3.3.2.1 Antibacterial Activity. Linezolid has 
inhibitory activity against a~broad range of 
Gram-positive bacteria, including methicillin- 
resistant Staphylococcus aureus (MRSA), gly- 
copeptide-intermediate S. aureus (GISA), 
vancomycin-resistant enterococci (VRE), and 
penicillin/cephalosporin-sensitive, -interme- 
diate, and -resistant streptococci and pneumo- 
cocci (332). Linezolid is in general bacteriosta- 
tic and displays bactericidal activity only 
against some strains, which include some 
pneumococci Bacteroides fragilis and Clos- 
tridium perfringens (332, 333). Initial break- 
point criteria established for MICs of linezolid 
are 5 4  pg/mL for susceptibility and 216 
pg/mL for resistance (334,335, 338). 

3.3.2.7.1 Gram-Negative Bacteria. Linezolid 
is significantly less active against most Gram- 
negative organisms. It has only moderate ac- 
tivity against Moraxella catarrhalis, Hae- 
mophilus influenzae, Legionella spp., and 
Bordatella pertussis and practically no activ- 
ity against enterobacteriaceae, Klebsiella, 
Proteus, and Pseudomonas aeruginosa. The 
few Gram-negative organisms against which 
linezolid has good activity are Flavobacterium 
meningosepticum and Pasteurella multicida 
with MIC values of 2 and 4 CLglmL, respec- 
tively (332,336, 337). 

3.3.2.7.2 Activity Against Anaerobes. Lin- 
ezolid demonstrated activity comparable to 
that of vancomycin (MIC: 1-2 pg/mL) against 
Clostridium difficile and C. perfringens. It 
also showed good activity against Gram-nega- 
tive anaerobes including Bacteroids spp. 
(MIC: 4 pg/mL), Fusobacterium nucleatum 
(MIC: 0.5 pg/mL), F. meningosepticum (MIC: 
2-4 pg/mL), and Prevotella spp. (MIC: 1-2 CLg/ 
mL) (336, 338, 339). 

3.3.2.1.3 In Vivo Antibacterial Activity. In 
murine bacteremia models linezolid was more 
active than vancomycin against methicillin- 
sensitive Staphylococcus aureus (MSSA), and 
displayed comparable activity against MRSA, 
though less active for MRSE. In addition lin- 
ezolid displayed consistent in vivo activity 
against pneumococci, including against multi- 
drug-resistant strains and vancomycin-resis- 
tant E. faecium but was less active than van- 
comycin against arninoglycoside-resistant E. 
faecalis (340). 

Of particular interest is the report by Cyna- 
mon et al. (341) that oral linezolid (25,50, and 
100 mglkg) demonstrated efficacy against M 
tuberculosis in a murine model, though it was 
somewhat less active than isoniazid. Subse- 
quently, PNU-100480, the thiomorpholine an- 
alog of linezolid, has been reported to be as 
active as INH against M. tuberculosis. This 
provides a new lead for the design of antimy- 
cobacterial agents. Linezolid also showed 
promising activity in a rat experimental endo- 
carditis model (342) and in an experimental 
model of acute otitis media (343) produced by 
a multidrug-resistant pneumococcal isolate. 

3.3.2.2 Mechanism of Action. It has been 
established that linezolid (and related oxazo- 
lidininones) act through inhibition of the ini- 
tiation phase of bacterial protein synthesis. 
Although the exact mode of action at the mo- 
lecular level is not fully elucidated, linezolid 
has been reported to bind directly to a site on 
23s ribosomal RNA of the bacterial 50s ribo- 
somal subunit, thereby preventing the forma- 
tion of the functional 70s-initiation complex 
(344, 345), formed with 30s ribosomal sub- 
unit, mRNA, initiation factors, met-tRNA, 
and 50s ribosome, which is an essential step of 
the bacterial translation process (Fig. 13.7). In 
a subsequent study it has been reported that 
mutations in the central loop of domain V of 
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23s rRNA, a component of the ribosomal pep- 
tidy1 transferase center, conferred resistance 
to linezolid (346). It would thus appear that 
linezolid and other oxazolidinones disrupt the 
interaction of met-tRNA with the 50s sub- 
unit during formation of the preinitiation 
complex, and affect the translocation step. 

The mechanism for the poor activity 
against Gram-negative bacteria is not clear. 
One possible reason is the operation of the se- 
lective efflux mechanism of Gram-negative 
bacteria. 

This inhibition of the protein synthesis at 
3n early stage is a new sitelmechanism of ac- 
tion, and therefore there is little chance of de- 
velo~ment of cross-resistance between lin- * 

:zolid and other existing antibacterial agents; 
in fact, none has been reported so far (347). 

3.3.2.2. I Effect On Virulence Factors. Lin- 
?zolid inhibited the expression of virulence - 
'actors from S. aureus and Streptococcus pyo- 
renes in vitro at concentrations ranging from 
12.5 to 50% of the MIC for the organism; pro- 
hction of a-hemolysin and coagulase by S. 
weus and of streptolysin 0 and DNAase by 
3. pyogenes was markedly inhibited at these 
:oncentrations (348). 

3.3.2.3 Pharmacokinefics and Metabo- 
'ism. Linezolid follows a similar pharmacoki- 
letic (PK) profile by both oral and intravenous 

proposed mechanism of action. 

routes of administration. It is rapidly and com- 
pletely absorbed in humans after oral admin- 
istration, with a mean absolute availability of 
almost 100%; the peak plasma concentration 
was reached in 1-2 h, with elimination half- 
life of 5.5 h and volume of distribution of 45 L 
(349,350). The circulating drug is moderately 
(31%) bound to plasma proteins (351). At 
steady state after 15 days of twice-daily ad- 
ministration of 375 and 625 mg of linezolid in 
24 volunteers, C,, values were 12 and 18 pgl 
mL, respectively, whereas the MIC,, for sus- 
ceptible pathogens were 2 4  pg/mL (349). 
With intravenous linezolid (500 or 625 mg 
b.i.d. for 16 doses) the minimum plasma con- 
centrations were 3.5 and 3.8 pg!mL, with 
plasma concentration exceeding 4 pg/mL for 
275% of the dosage interval, above the MIC of 
most of the pathogens targeted (350). 

The pharmacokinetic properties of lin- 
ezolid do not seem to be influenced by age. The 
clearance was somewhat lower in females, 
both young and old, but this was not of much 
significance and dose adjustments are not 
warranted on the grounds of age or gender 
(351). 

3.3.2.3. I Metabolism. Linezolid appears to 
be metabolized by oxidation of the morpholine 
ring to form two inactive carboxylic acid me- 
tabolites (352). In volunteers, unchanged lin- 
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ezolid accounted for 90% of the circulating 
dose, with the major metabolite accounting for 
<6%. After a single 500 mg oral dose, 80-85% 
of linezolid was recovered in urine and 7-12% 
in feces over a 7-day period. In elimination, 
35% of the drug appeared unchanged in the 
urine and 50% appeared as one of the two ma- 
jor inactive metabolites (352, 353). 

3.3.2.4 Therapeutic Uses. The impressive 
antimicrobial activity against organisms that 
are resistant to other antimicrobial agents, 
high bioavailability after oral administration, 
favorable metabolic stability, lowlno incidence 
of cross-resistance with other antimicrobials, 
low propensity to developing microbial resis- 
tance, and favorable safety profile make lin- 
ezolid an attractive antimicrobial agent for 
the treatment of problem Gram-positive infec- 
tions. Oral and intravenous linezolid have 
been reported to be equally effective in the 
treatment of plain or complicated SSTIs (354, 
3551, urinary tract infections (UTIs) caused by 
methicillin-sensitive or -resistant Stephylo- 
coccus spp., and pneumonia, including nosoco- 
mial and community-acquired pneumonia, 
which require hospitalization (356). The clin- 
ical response had a parallel favorable microbi- 
ological response. In these studies, linezolid 
was as effective as established treatments, in- 
cluding third-generation cephalosphorins, ox- 
acillin, flucloxacillin, and clarithromycin. 

3.3.2.4.7 Other Serious Gram-Positive Bac- 
terial infections. Linezolid has also been eval- 
uated in a variety of other infections (e.g., 
bacteremia, intra-abdominal abscesses, osteo- 
myelitis, lower and upper respiratory tract in- 
fections) caused by vancomycin-resistant E. 
faeciumlfaecalis, MRSA or MRSE, with clini- 
cal and microbiological cures ranging from 
70% to 90% (357,358). Linezolid thus appears 
an effective treatment option for a variety of 
serious, multidrug-resistant Gram-positive 
bacterial infections. 

3.3.2.5 Microbial Resistance. There are as 
yet very few definitive reports of the develop- 
ment of resistance to linezolid, but these are 
bound to appear as the use increases. Develop- 
ment of resistance to linezolid was reported 
first in two patients who had E. faecium bac- 
teremia with long-standing indwelling devices 
that could not be removed and had more than 
4 weeks of i.v. linezolid; the MIC, which was 

initially 2 ~ g / m L  dose, rose to 16 and 32 
~ g / m L  (347), respectively, after treatment. 
Five more cases of linezolid resistance have 
been reported more recently out of 45 patients 
under treatment, one of which developed re- 
sistance during treatment out of 45 linezolid- 
treated patients (348). 

3.3.2.6 Toxicity and Adverse Effects 
3.3.2.6.1 Preclinical Toxicology. In dogs, 

the "no observed adverse effect. level" 
(NOAEL) of linezolid was 20 mg/kg for both 
sexes when administered orally for 28 days. 
Doses of 40 and 50 mg/kg/day were well toler- 
ated with only mild effects. At toxic levels hy- 
pocellularity of the bone marrow (reversible 
decrease in white blood cells and platelets) and 
atrophy of the lymphoid tissue were observed. 

3.3.2.6.2 Human Safety. Linezolid was well 
tolerated in human volunteers after oral or i.v. 
administration of daily doses up to 625 mg 
b.i.d. (349, 350, 360, 361). The most common 
adverse effects were nausea (5.4%), diarrhea 
(5.2%), or oral cavity symptoms (tongue dis- 
coloration, 2.5%; oral monilia, 2.2%). Serious 
drug-related adverse events (e.g., elevated 
liver enzymes, atrial fibrillation, or worsening 
renal failure) occurred in <1% of cases. In the 
linezolid compassionate-use trial of patients 
with significant, resistant Gram-positive in- 
fections, the overall adverse event rate was 
about 33%, of which approximately 6% were 
considered serious events (360). The most fre- 
quent adverse events reported were thrombo- 
cytopenia (2.6%) and dermatological reaction 
(2.5%) (361). Overall, at the end of therapy, 
linezolid was well tolerated by about 78% of 
patients (361). - 

Myelosuppression (including anemia, leu- 
kopenia, pancytopenia, and thrombocytope- 
nia) has been reported in three patients re- 
ceiving linezolid for 2 and 6 weeks, and 4 
months, respectively. With discontinuation of 
linezolid treatment, the affected hematologi- 
cal parameters rose toward pretreatment lev- 
els (362). The U.S. FDA has recommended 
that complete blood counts should be moni- 
tored weekly, particularly in patients who re- 
ceive linezolid for longer than 2 weeks. 

3.3.3 New Oxazolidinones. The special 
features of the antibacterial activity of oxazo- 
lidinones highlighted earlier attracted much 
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Figure 13.8. Oxazolidinones as antibacteri- 
als: important structural features. 

attention. A number of reports have appeared 
describing new oxazolodinones with improved 
antibacterial activities. On the basis of the 
early structure-activity studies (321, 3301, 
some structural features that appeared impor- 
tant for good antibacterial activity in oxazo- 
lidinones could be identified and are presented 
in Fig. 13.8 (363). The diagrammatic represen- 
tation in Fig. 13.8 acted as a useful guide for 
subsequent studies and broadly still holds. 
The structure-activity relationship of the re- 
ported oxazolidinones (364) is presented in 
the context of this picture of the pharmaco- 
phore. 

A-Ring Modification. The oxazolidinone 
ring structure seems essential for good anti- 
bacterial activity and relatively few successful 
modification of the A-ring have been reported 
(364). The tricyclic analogs having a methyl- 
ene bridge between rings A and B have been 
reported, with the transfused trans homolog 
(80) having good activity (365,366), although 

the exact linezolid analog (81) was only 
weakly active. The 3-pyridyl analog (82) is the 
most active compound in this series (365). 

B-Ring Modification. The replacement of 
the B-aromatic residue by heteroaromatic 
rings as in (83-87) gave compounds that had 

N 

NHAc 

modest to good activity by subcutaneous ad- 
ministration (367); only the benzofuran ana- 
log (87) had good Gram-positive antibacterial 
activity (368). Thus the replacement of ring B 
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did not seem to result in any significant im- 
provement in the antibacterial profile. 

Analogs that incorporate a fused hetero ring 
on aromatic ring B with a ladam residue, as in 
(88-92), have been reported to exhibit good an- 

tibacterial activity. The benzoxazinone (88) has 
in vitro activity comparable to that of linezolid, 
with better i.v. PK parameters (369, 370). The 
benzoxazolone (89) and benzothiazolone (91) 
exhibit greater potency than that of linezolid 
(MIC range 0.25-2 pg/mL) (371). Other active 
compounds reported in this group include the 
oxazolopyridine analog (15) and the quinolone 
analog (92) (372,373). 

C-Ring Modification. A great deal of flexi- 
bility exists around the site C. A series of ox- 
azolidinones in which the distal nitrogen on 
the aromatic ring is replaced by a five-mem- 
bered heteroaromatic residue were reported 

to have good activity. This included the pyr- 
role analog PNU-107922 (93), the cyanopyr- 
role analog (94), and the cyanopyrazole analog 
PNU-172576 (95) (374). These analogs, apart 
from being more active than linezolid against 
Gram-positive pathogens, are also active 
against fastidious Gram-negative organisms; 
(94) and (95) showed significant activity 
against H. influenzae and M. catarrahalsis 
and represent the first oxazolidinones with po- 
tentially useful activity against Gram-nega- 
tive pathogens; MIC values of <0.125-0.5 
pg/mL against Gram-positive organisms and 
of 1-4 pg/mL against Gram-negative bacteria 
have been reported. These compounds are also 
orally active in mice. The cyanothiazole (96) 
and 5-cyanothiophene (97) analogs were even 
more potent against both Gram-positive and 
fastidious Gram-negative organisms (MIC > 
0.125 pg/mL) and were orally active (375). 
Similar activity is reported for cyanoethylthia- 
diazole (98) (376). The pyrazoles (99) and 
(100) were also active but were less potent 
than other members of this group (375). 

B- and C-Ring Fused Analogs. A number of 
analogs have been reported wherein the B and 
C rings are bridged by one or two atoms to 
form a rigid tricyclic system (377-379). The 
bridged pyrido-benzofuran (101), the imida- 
zobenzoxazinyl (102), the pyrazinoin4olyI 
(1031, and pyrazinobenzoxazinyl analogs 
(104) have been reported and shown to have 
potent in vitro activity against both Gram-pos- 
itive and Gram-negative bacteria, but have 
poor oral activity attributed to unfavorable 
pharmacokinetics. 

D-Ring Analogs. These oxazolidinones are 
quite flexible for substitution around ring C 
and can tolerate a ring on the distal nitrogen 
of the piperazinyl ring. The analogs (105-111) 
have been reported to have good in vitro activ- 
ity against Gram-positive organisms and are 
also orally active in vivo mouse model (380). 
The isooxazolylpiperazines (110) have even 
better activity (381). A QSAR analysis of these 
compounds has been carried out and suggests 
that steric factors are the most important de- 
terminants of activity in this class (382). 

Acetamide Side-Chain Modification. The 
tolerance limits for change around the acet- 
amide side chain are rather limited. A study 
with the benzthiazolones (112) and the 
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features; their unique mode of action provides 
low likelihood of developing cross-resistance 
with existing antibacterials; excellent oral bio- 
availability offers good flexibility in patient 

piperazinoindoles (113) showed that good an- 
timicrobial activity was retained when R was 
small alkyl or alkoxy, or corresponding thio- 
amide or thiourea derivatives; the thioamides 
in some cases resulted in improvement of ac- 
tivity. The thioamide (113) is fourfold more 
active than the corresponding carboxamide, 
with MIC values against staphylococci, strep- 
tococci, and enterecocci ranging from 0.12 to 
0.5 pg/mL and with good activity against H. 
influenzae with MIC of 0.5-1 pglmL (370, 
383). Tokuyama et al., in a recent SAR study 
on Bsubstituted oxazolidinones, have also 
shown that elongation of the methylene chain 
and conversion of the acetamido moiety into a 
guanidino group decreased the antibacterial 
activity (384). However, replacement of car- 
bony1 by thiocarbonyl or thiocarbamate 
groups greatly enhanced the in vitro antibac- 
terial activity, and some of the compounds 
have stronger activity than that of linezolid 
(384). 

3.3.4 Perspective. Oxazolidinones as a new 
class of antibacterial agents offer some special 

N-N 
(98) R = 

management from hospital to ambulatory set- 
ting; their chemical structure offers good 
scope for molecular modification to improve 
their therapeutic profile, reduce toxicity, and 
improve safety. The structure-activity studies 
carried out so far indicate the promise that 
this class holds. 

Linezolid is the first of this new class of anti- 
bacterial drugs. Its broad spectrum of activity 
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against many problem Gram-positive infections 
makes it a useful addition to therapeutics. It 
may also fmd use in combination therapy with 
other antibacterials, including in mycobacterial 
infections. However, there have been some re- 
ports of myelosuppression in persons treated for 
longer than 2 weeks, which calls for continuous 
monitoring during treatment. 

3.4 Other Systemic Synthetic Antibacterials 

3.4.1 Nitrofurans. Thousands of nitrofuram 
have been synthesized and tested for antibac- " 

terial activity, but only nitrofurazone, nitro- 
furazolidone, and nitrofurantoin have been 
approved for human use in the United States. 
Nitrofurazone was described by Dodd and 
Stillman in 1944 (385) and nitrofurantoin was 
patented in 1952. Nihydrazone and furalta- 
done are used in animal feeds. 

Nitrofurazone (114) is the semicarbazone 
of 5-nitro-2-furaldehyde (386). It has a broad 
spectrum of antibacterial activity in the range 
of 1:100,000 to 1:200,000, although it is not 
effective against Pseudomonas aeruginosa or 
fungi. It is used topically in the treatment of 
burns and in prevention of bacterial infection 
in skin graft procedures. 

Furazolidone (115) is the hydrazone 
formed from 5-nitro-2-furaldehyde and 3-ami- 
no-2-oxazolidinone (387). It has a broad spec- 
trum of bactericidal activity against intestinal 
pathogens, including various species of Sal- 
monella, Shigella, Proteus, and Enterobacter, 
as well as E. coli and Vibrio cholerae. It is use- 
ful for the treatment of bacterial or motozoal 
diarrhea because it is effective and only a 
small fraction of an oral dose is absorbed. 

The hydrazone prepared from 5-nitro-2- 
furaldehyde and 1-aminohydantoin is known 
as nitrofurantoin (116). It is active against 

many Gram-positive and Gram-negative bac- 
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teria at concentrations of 5-10 kg/mL. Upon 
oral administration, it is rapidly absorbed, but 
cleared so rapidly that concentrations ade- 
quate for an antibacterial effect in plasma can- 
not be obtained; however, it accumulates in 
urine in sufficient concentration for treat- 
ment of urinary tract infections. 

Structure-activity relationships for nitro- 
furan derivatives indicate that a 5-nitro group 

0 
R 

(112) 

is required for antibacterial activity. Substi- 
tutents at position 2 can be varied widely, with 
the most potent compounds having azome- 
thine (C=N), vinyl, or heterocyclic groups. 
Few compounds with 3 or 4 substituents have 
been prepared (388). 

Products found in the urine of rats fed 
nitrofurazone included 4-cyano-2-oxobutyral- 
dehyde semicarbazone (117) and other compo- 

NCCH2CH2CCH=NNHCNH2 

(117) 

nents thought to include amino or hydroxyl- 
amino-substituted furaldehyde semicarbazone 
(389). 4-Cyano-2-oxobutyraldehyde semicar- 
bazone also was found when nitrofurazone 
was incubated with small intestinal mucosa or 
liver homogenates from rats (390). Chickens 
and rats fed nitrofurantoin produced metabo- 
lites in urine from which a small amount of the 
corresponding 4-hydroxy derivative (1 18) was 

It has been suggested that nucleic acids, 
especially tRNA, are the primary target in ni- 
trofuran mutagenesis and carcinogenesis 
(392). Thus, incubation of labeled 2-amino-4- 
(5-nitro-2-fury1)-thiazole with rodent liver 

preparations led to covalent attachment of 
metabolites to added yeast tRNA. Enzymatic 
hydrolysis of the product gave two covalent 
adducts (393). Another factor in mutagenesis 
is thought to be protein binding. When nitro- 
furazone-sensitive strains if E. coli were ex- 
posed to labeled nitrofurazone, radioactive 
species were tightly bound to proteins in the 
trichloroacetic acid-insoluble fraction, whereas 
very little radioactivity was found in proteins 
from resistant mutants (394). A similar result 
was obtained when labeled nitrofurylthiazole 
derivatives were incubated with mammalian 
tissues. Addition of thiols to the incubation 
mixtures substantially decreased protein 
binding (395). The structure of the carcino- 
gen-protein adducts is not known; however, 
the reactive form of nitrofurazone is thought 
to be a N-hydroxylamine based on an experi- 
ment in which albumen binding was observed 
when nitrofurazone was reduced electrochem- 
ically at -0.8 V. This potential reduces nitro 
groups, but not hydroxylamines (394). 

3.4.2 Methenamine. Methenamine (hexa- 
methylenetetramine, 119) is prepared by 
evaporating a mixture of formaldehyde and 
strong ammonia water. It was patented by 
Missner and Schwiedessen in 1956 (396). The 
free base has almost no antibacterial activity, 
but acidification results in the liberation of 
formaldehyde, which is strongly bactericidal 
(see Section 2.7.2). Acidification is provided by 
formulating methenamine as a mandelate or 
hippurate salt, or by administering ammo- 
nium chloride or sodium biphosphate to acid- 
ify the urine. Methenamine is sometimes used 
in long-term suppression of bacterial urinary 
tract infections, although it is not a treatment 
of choice for corresponding acute infections 
(397). Certain bacteria are resistant to methe- 
namine because they liberate urease, an en- 
zyme that hydrolyzes urea to ammonia and 
thereby raises urinary pH. This problem can 
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be overcome by giving acetohydroxamic acid 
(1201, which inhibits urease. 

3.4.3 Cotrimoxazole. Reduced folates are 
carriers of one-carbon fragments in the bio- 

synthesis of purines and pyrimidines. Agents 
that inhibit dihydrofolate reductase prevent 
the formation of important tetrahydrofolates, 
which results in decreased nucleotide synthe- 
sis and cell death. The use of dihydrofolate 
reductase inhibitors in chemotherapy of can- 
cer and malaria is discussed in the appropriate 
chapters. There are species differences in 
dihydrofolate reductases (398), and these dif- 
ferences have been used to discover com- 
pounds that are lethal to bacteria but rela- 
tively innocuous to mammals (399). The 
selective inhibitor of bacterial dihydrofolate 
reductase used clinically is trimethoprim 
[5-(3,4,5-trimethoxybenzy1)-2,4-diaminopyri- 
midine, (52)](400). It is potent against a broad 
spectrum of Gram-positive and Gram-nega- 
tive bacteria, although P. aeruginosa is resis- 
tant and resistant strains of E. coli have been 
isolated from patients (401). Trimethoprim in 
not usually used alone, but in combination 
with sulfamethoxazole, a sulfonamide with a 
similar half-life. This combination, called co- 
trimazole, has a synergistic effect that pre- 
vents the development of bacterial resistance 
(402). Cotrimazole is used mainly in the treat- 
ment of urinary tract infections, but it has 
been effective against gonorrhea, chest infec- 
tions caused by pneumococci and Hemophilis 
influenzae, and enteric Salmonella infections. 
Side effects occur mainly in patients with im- 
paired folate metabolism and include megalo- 
blastosis, leukopenia, and thrombocytopenia 
(403). 

3.5 The Challenge of Antibacterial 
Chemotherapy 

There is a dramatic increase in the incidence 
of bacterial infections resistant to most com- 
monly used antibacterials. In a few reports, 
infections in some patients were not suscepti- 
ble to any known antibacterial, and the pa- 
tients eventually died. These tragedies sound 
an alarm bell for antibacterial chemotherapy. 

A certain propensity to resistance develop- 
ment could be expected in bacteria exposed to 
antibiotics because of their rapid rate of mul- 
tiplication, which would promote the selection 
of less susceptible (resistant) mutants contin- 
uously from a population with mixed sensitiv- 
ities. This effect, coupled with overprescrip- 
tion and indiscriminate use of antibacterial 
agents, is to a large measure responsible for 
the emergence of this alarming situation. 

This situation was aggravated further by a 
decline in antibacterial research, which re- 
sulted in very few new classes of antibacterial 
agents being discovered over the last few de- 
cades. The big successes achieved in antibac- 
terial chemotherapy by sulfonamides and an- 
tibiotics created the feeling that bacterial 
infections were conquered. Complacency set 
in, and for many years little attention was paid 
to new agents for antibacterial chemotherapy, 
despite the inherent nature of infectious 
agents to develop resistance, and the fact that 
the developing world still had significant mor- 
bidity and mortality from bacterial infections. 
The serious challenge to public health caused 
by the emergence of bacterial resistance has 
highlighted the need for a continuous effort to 
develop new antibacterial agents. Recent ad- 
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vances in molecular biology, genomics, and 
drug design approaches offer many new op- 
portunities to discover antibacterial agents. 
The recent introduction of linezolid, a syn- 

! 

thetic antibacterial with a new mechanism 
: i and activity against multidrug-resistant 

Gram-positive organisms, demonstrates that 
this can be achieved. Folate antagonists, fluo- 
roquinolines and related prototypes, and ox- 

! azolidinones offer good prospects for develop- 
ment of further new analogs, as discussed 
above, and they need to be fully explored more 
fully. Even more important is the discovery of 
new classes of antibacterial agents with novel 
modes of action, which would be less likely to 
have cross-resistance to known antibacterials. 
There is a need to maintain constant pressure 
in the effort to develop new antibacterial 
agents. 

The activity of linezolid has aroused world- 
wide interest, and many research laboratories 
around the world have been working in this 
class of compounds. The compounds that de- 
serve special mention are AZD 2563 and RBx 
7644. Clinical trials of AZD 2563, developed by 
AstraZeneca, have started; whereas RBx 7644, 
developed by Ranbaxy Laboratories, India, is 
awaiting clinical trial permission. AZD 2563 
has a novel heterocyclic replacement for the 
C5 N-acetate group. Worldwide data pre- 
sented (404) show that it is active against 
Gram-positive bacteria, including multidrug- 
resistant strains, and may have the added con- 
venience of potential once-daily administra- 
tion. RBx 7644 (405) is a novel compound that 
retains linezolid's excellent activity against 
both sensitive and resistant Gram-positive 
pathogens; moreover, it is distinctly more ac- 
tive against all anaerobes (Gram-positive or 
Gram-negative) and has significant, improved 
inhibitory activity on slime-producing and 
glass-adherent bacteria, thus extending the 
indications for its use and decreasing the 
chances of resistance development. 
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1 INTRODUCTION 

The history of p-lactam antibiotics is generally 
considered to begin with Alexander Fleming 
and his observation in 1928 that a strain of the 
mould Penicillium produced an antibacterial 
agent that was named penicillin (1). 

P-Lactam antibiotics have been in clinical 
use for over 50 years. These pharmaceuticals 
remain to the present the most commonly 
used antibiotics, and their introduction for the 
clinical use is one of the most important, if not 
the most important, medical developments of 
the century. 
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The success of penicillin G had an unex- 
pected effect: an increasing number of Staph- 
ylococcus aureus isolates resistant to penicil- 
lin G in London hospitals spread progressively 
all around the world. It was discovered that 
certain bacterial enzymes, the p-lactamases, 
had the ability to hydrolyze the p-lactam ring 
of these antibiotics, thus diminishing their ef- 
fectiveness as antibacterial agents (2). Based 
on the rapidity of the widespread resistance to 
penicillins, it became obvious that the hydro- 
lytic enzymes could potentially destroy the 
utility of this potent class of antibiotics. The 
pharmaceutical industry has invested to iden- 
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Evolution of the B-lactam class 

chrysogenum Cephalosporium Bacteria 

tify novel p-lactams over the past 40 years in 
an attempt to keep ahead of the continuous 
evolution of new p-lactamases with altered hy- 
drolytic properties. 

Two approaches were undertaken: develop- 
ment of agents stable to hydrolysis by the major 
@xtamases, and identification of potent inhib- 
itors for these enzymes. The number of com- 
pounds, even when limited to therapeutically 
important compounds, based on the p-lactam 
ring is now huge. As new compounds have been 
discovered and developed they have been de- 
scribed by their trivial names, penicillins, ceph- 
alosporins, clavulanic acid, and so on, although 
the situation has become so complicated that it 
has become necessary to group them according 
to their chemical structures. 

The agents having current or potential 
therapeutic use can be represented by seven 
principal chemical skeletons: 

cPenams. Penicillins are bicyclic structures 
where the p-lactam ring is fused with a five- 
membered thiazolidine ring. 

r Penems. These differ from penams by the 
presence of a double bond between the C2 
and C3 positions. No natural penems have 
so far been described, but many have been 

synthesized in the expectation that they 
would combine desirable properties of peni- 
cillins and carbapenems. 

a Carbapenams and carbapenems. These com- 
pounds differ from penams and penems by 
the presence of a carbon atom at position 1. 
Many natural and synthetic members of the 
group have been described, and some of 
them are currently used in the clinics. 

a Cephems, oxacephems, and carbacephems. 
These compounds are characterized by the 
presence of a P-lactam ring fused with a six- 
membered unsaturated ring, having at posi- 
tion 1 a sulfur, an oxygen, or a carbon atom, 
respectively. In particular, the Cephem class 
has been very prolific in generating good anti- 
biotics, which have found extensive applica- 
tion in the treatment of bacterial infections. 

a Oxapenams. This class is generally charac- 
terized by a very weak antibacterial activity 
but has found therapeutic applications as in- 
hibitors of bacterial p-lactamases. Its skele- 
ton differs from that of penams by the pres- 
ence of an oxygen atom at position 1. 

a Monobactams. The monocyclic p-lactam is 
the simplest structure still retaining anti- 
bacterial activity. 
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P-Lactam skeletons 

Penam Cephem Carbapenem 

Penem Oxacephem Oxapenam 

Monobactam Carbacephem Carbapenam 

Scheme 14.1. 

2 MECHANISM OF ACTION 

2.1 Bacterial Cell Wall of Cram-Positive and 
Cram-Negative Strains 

p-Lactams inhibit the synthesis of peptidogly- 
can (3, 4), which is the major polymer of the 
bacterial cell wall. Peptidoglycan maintains 
the cell shape and protects against osmotic 
forces. That capability depends on its netlike 
structure, composed of long sugar chains 
crosslinked by peptides. 

In Gram-positive organisms, the pepti- 
doglycan typically forms a thick layer external 
to the cytoplasmic membrane and accounts for 
50% of the dry weight of the bacterium, 
whereas in Gram-negative bacteria and myco- 
bacteria, peptidoglycan is a thinner layer (5), 
or hydrated gel (6), sandwiched between the 
outer and cytoplasmic membranes (Fig. 14.1). 
To manufacture peptidoglycan, bacteria first 
synthesize precursor molecules of uridine 
diphosphate (UDP) linked to N-acetylmu- 
ramic acid pentapeptide (7). The sequence of 
the pentapeptide varies among species, but 
the two terminal residues are D-alanine, and 
the third amino acid, usually L-lysine or m-di- 
aminopimelic acid, bears a free amino group, 
which may be substituted with a "bridge" of 
additional amino acids (Table 14.1). 

These precursors that are produced in the 
cytoplasm, are then transferred from UDP to 
an isopropenoid carrier located in the cyto- 
plasmic membrane. An N-acetylglucosamine 
residue is added to give "disaccharide pen- 
tapeptide," which is transported across the 
membrane and inserted into the existing sac- 
culus by transglycosylation and transpeptida- 
tion. Transglycosylation extends sugar chains 
by attaching the muramyl residue of a new 
precursor to a free N-acetylglucosamine resi- 
due on the existing peptidoglycan. Transpep- 
tidation crosslinks adjacent sugar chains 
through their pentapeptides (Fig. 14.1). Pep- 
tidoglycan transglycosylase and D-alanyl-D- 
alanine transpeptidase activities often reside 
at separate sites on the same proteins, and 
most bacteria possess multiple peptidoglycan 
transglycosylases/transpeptidases, each with 
a different role (9,101. These enzymes contain 
lipophilic sequences, which anchor them to 
the cytoplasmic membrane and allow partic- 
ular activities to be localized. Their inter- 
play ensures the maintenance of cell shape 
(10 , l l )  and their relative amounts may vary 
with the growth rate (12). Additional en- 
zymes hydrolyze crosslinked peptidoglycan 
and are collectively called autolysins or pep- 
tidoglycan hydrolases (13). D-Alanyl-~~ala- 
nine carboxypeptidases hydrolyze D-alanine 
groups from pentapeptides that have served 
as amino donors (Fig. 14.2) and probably 
have a regulatory role in peptidoglycan syn- 
thesis. 

More drastic hydrolysis of peptidogly- 
can are undertaken by (1) D,D-endopepti- 
dases, which cleave the crosslink synthe- 
sized by D-alanyl-D-alanine transpeptidases; 
(2) N-acetylmuramyl-L-alanine amidase, which 
cleaves peptides from muramyl residue; and 
(3) lytic glycosylase, p-N-acetylglucosamini- 
dases, and p-N-acetylmuraminidases, all of 
which hydrolyze the sugar backbone of the 
peptidoglycan (Fig. 14.2). 

Many species have multiple autolysins (14, 
15); for example, Escherichia coli has at least 
11 different enzymes (16), catalyzing five 
modes of cleavage. The transglycosylases, 
transpeptidases, and autolysins are often (but 
not always) membrane bound, allowing their 
activities to be localized. Their main role is to 
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Figure 14.1. Bacterial cell wall of Gram-positive and Gram-negative strains. 

provide sites for insertion of new peptidogly- 2.2 Action of P-Lactams 
cans (17), but they may also assist in daughter - 
cell cleavage, autolysis, and flagellar extru- P-Lactams inhibit D-alanyl-D-alanine transpep- 
sion. Degraded peptidoglycan fragments are tidase activity by acylation, forming stable es- 
absorbed and recycled. ters with the opened lactarn ring attached to 
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Table 14.1 Bridge in the Peptidoglycans of Bacteriaa 

Organism Amino Acid 3, Chain 1' Bridgeb Amino Acid 4, Chain 2b 

Staphylococcus aureus L-Lys (Gly), 
Staphylococcus epidermidis L-Lys (Gly),,-L-Ala 
Streptococcus agalacticae L-Lys L-Ala (or L-Ser)-L-Ala 
Streptococcus group G L-Lys L-Ala (or L-Ser)-L-Ala 
Streptococcus salivarius L-Lys Gly-L-Thr 
Streptococcus bovis L-Lys L-Ser-L-Ala-L-Thr 
Enterococcus faecium L-Lys A s n  
Enterococcus faecalis L-Lys (L-Ala),-, 
Streptococcus spp. L-Lys Gly-L-Ala 
Gram-negative bacilli m-Dapc Direct; no bridge 

"See Ref. 8. 
bPositions of amino acids 3 and 4 and of the bridge are indicated in Fig 14.1. 
'm-DAP, m-diaminopimelic acid 

the hydroxyl group of the enzyme's active site paring the bond angles of these structures and 
(Fig. 14.3). These esters mostly have hydroly- showing how they resembled one another. 
sis half-lives of several hours, so inactivation is However, D-alanyl-D-alanine transpeptidases 
effectively permanent (18). p-Lactams have no are more versatile than was once thought, and 
effect on transglycosylation. They do inhibit attempts to find conformational identity now 
the D-alanyl-D-alanine carboxypeptidases and seem misplaced. In particular, many D-alanyl 
some peptidoglycan endopeptidases, but these esters, as well D-alanyl-D-alanine, are sub- 
are regulatory enzymes whose inactivation is strates, despite the fact that these have very 
of little consequence. different molecular shapes (20). Inhibition of 

The ability of p-lactams to inhibit the D- transpeptidases alone theoretically may cause 
alanyl-D-alanine trans- and carboxypeptidase bacteriolysis, by yielding a wall that cannot 
depends on conformational similarity between withstand osmotic forces (21, 22). In practice, 
the amide (O=G--N) bond of the p-lactam however, autolysins accelerate lysis by de- 
ring and the peptide link of D-alanyl-D-alanine stroying the existing wall (13, 17, 23). Evi- 
(3, 19). Considerable effort was put into com- dence for this view comes from the occurrence 

1 2 

Figure 14.2. Action of autalysins. 1, L-Ala 
P-N-acetylglucosaminidase; 2, lytic 
transglycosylase and P-N-acetylmu- 
raminidase (lysozyme); 3, qr-endo- 
pepticlase; 4, N-acetyhuramyl-L-ala- 
nine amidase; 5, L,~-carboxypeptidase; 
6, D,D-carboxypeptidase. Although 
lytic transglycosylase and EN-aoetyl- 
murarninidase (lysozyme) cleave the 
same target bond, the former en- D-ala D-glu 
zyme additionally catalyzes transfer 
of the glycosyl bond to the 6'-hy- 
droxyl group of the same murarnic L-ala 

acid, yielding 1,6-anhydromuramic 
acid. NacGlc, N-acetylglucosamine; 
NacMur, N-acetylmuramic acid; m- 
DAP, m-diaminopimelic acid. 

- 
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Figure 14.3. Mechanism of action of 0-lactams. 

of "tolerant" mutants, particularly of Gram- 
positive cocci that are inhibited but not killed 
by p-lactarns (24-28). These organisms lack 
various autolysins (29), although no single 
loss is consistently associated with the pheno- 
type (13); a few tolerant isolates have minor 
penicillin-binding protein (PBP) changes (30) 
(SeeTables 14.2 and 14.3). p-Lactams, or com- 
pounds accumulating through their action, 
may "trigger" deregulation of autolysins, thus 
initiating lysis. Tomasz (13) suggested that 
lipoteichoic acid was the trigger in pneumo- 
cocci, but the general relevance of this obser- 
vation is uncertain. Insight into the complex- 
ity of the relationships that arise is provided 
by the realization that mutational loss of cyto- 
plasmic N-acetylmuramyl-L-alanine amidase 
autolysins is the cause of p-lactamase de-re- 
pression in C. freundii (31). 

3 MECHANISM OF RESISTANCE 
TO P-LACTAMS 

Among the various mechanisms of acquired 
resistance to p-lactam antibiotics, resistance 
attributed to production of p-lactamases by 
the cell is the most prevalent. Alteration in the 
preexisting PBPs; acquisition of a novel PBP 

insensitive to p-lactams; changes in 1 the outer 
membrane proteins of Gram-negative organ- 
isms; and active efflux, which prevent these 
compounds from reaching their targets, can 
also confer resistance. 

3.1 Acquisition and Spread of Resistance 
to P-Lactams 

Bacteria can become resistant to some antibi- 
otics mutating existing genes, but in many 
cases a new gene must be acquired. 

Although bacteria can acquire new genes 
by bacteriophage transduction or by transfor- 
mation (uptake of DNA from the external en- 
vironment), these types of transfer tend to oc- 
cur mainly between members of the same 
species. Such narrow host range resistance 
transfer can be important clinically. For ex- 
ample, transformation is probably spreading 
PBP-type resistance genes between clinical 
isolates of Streptococcus pneumoniae, a com- 
mon cause of bacterial pneumonia. A major 
clinical problem is the transfer of resistance 
genes across genus and species lines. Such 
broad host range transfer is most likely to be 
mediated by conjugation (transfer of DNA 
through a pore formed in the fused mem- 
branes of two bacteria). There are two type of 
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Table 14.2 PBPs of Gram-Negative Bacteria 

PBP 
Molecular 

Mass (kDa)" Activityb Essentiality Reference(s) 

Gram-negative rods 
la 
lb 
2 
3 
4 
5 
6 

Neisseria spp. 
1 
2 
3 

Haemophilus influenzae 
Id = lae 

2d = lbe 
3d z 2 e  

4d = 3ae 

sd = 3be 

Gd = 4e 
7d = 5e 
8d = 6e 

Acinetobacter baumannii 
1 
2 
3 
4 
5 

Yes 
Yes 
Yes 
Yes 
No 
No 
No 

Yes 
Yes 
No 

- 
- 
- 

Yes 
Yes 
- 
- 
- 

- 
- 
- 
- 
- 

"Ranges indicate values found by different workers and for different species within the group. 
bActivity: TgITp, transglycosylase/~-alanyl-D-alanine transpeptidase, with these activities residing at different sites 01; 

the protein; D,D-Cp, D-danyl-~-alanine carboxypeptidase. Catalytic activities of these enzymes are shown in Figs. 14.2 and 
14.3. 

'-, Not determined. 
dNomenclature of Ref. 32. 
'Nomenclature of Ref. 33. 

conjugative elements, plasmids and chromo- 
somal elements known as conjugative trans- 
posons. 

Plasrnids. The best-studied type of conjuga- 
tive element is the plasmid. Plasmids that 
transfer themselves by conjugation must 
carry a number of genes encoding proteins 
needed for the conjugation process itself (tra 
genes). Thus, self-transmissible plasmids are 
usually at least 25 kb (kilobases). Some plas- 
mids that cannot transfer themselves can still 
be transferred by conjugation because they 
are mobilized by self-transmissible plasmids. 
Such plasmids are called mobilizable plasmids 
and can be much smaller than self-transmissi- 
ble plasmids because they need only one or 

two genes (mob genes) that allow to them to 
take advantage of the transfer machinery pro- 
vided by the other plasmids. Self-transmissi- 
ble or mobilizable plasmids can acquire and 
transmit multiple antibiotic resistance genes. 
There are two ways plasmids can acquire mul- 
tiple resistance genes. One way is to acquire 
sequential transposon insertions. However, 
most multiresistance plasmids apparently did 
not arise in this way. A newly discovered type 
of integrating element, called integron, is 
probably responsible for evolution of many of 
the plasmids that carry multiple resistance 
genes (Fig. 14.4). 

Integrons, like transposons, are linear 
DNA segments that insert into DNA. Unlike 



Overproduction 50-53 
causes 
resistance to  
penicillins in 
clinical 
isolates 

92.5 - 
90 TdTp Yes 
86 - - 

79-81' T ~ T P  Yesd 

40 - 
54 

59 - - Replaced by 3' 54 
in imipenem 
mutants 

Table 14.3 PBPs of Gram-Positive Bacteria 

Molecular 
Mass (kDa) Activity" Essentiality Notes Reference(s) 

115 - b - Overproduced 
in resistant 
mutants 

- - - 
- - - 
- - - 
74 - - 
43 D,D-CP - 

Enterococcus faeciumlEnterococcus 

126 - 

56 - - 
43 - - 
26 - - 

55-57 
85 Debated 57 

56,57 81 TdTp Yes Resolves 
into two 
components 

75 TdTp Yes 56 
45 D,D-Cp No 58-60 

2' = 2a (MRS only) 76.4 T O P  - Not related to 61-63 d 

PBPS 
Streptococcus pneumoniae 47,64-66 

98" - Yes PBP-1C is low 
affinity form 
of PBP-1A 

95 - Yes 
81' - Yes 
79' - Yes 
85' - Yes 
43 D,D-Cp No 

Streptococcus pyogenes 
95 - - 
83 - - 
76 - - 
48 - - 

"Activity: TgPIP, transglycosylase/~-alanyl-~alanine transpeptidase, with these a

cti

vities residing at different sites on the 
protein, D,D-Cp, ~alanyl-D-alanine carboxypeptidase. Catalytic activities of these enzymes are shown in Figs. 14.2 and 14.3. 

*-, Not determined. 
W g e  of values reported by different authors. 
dPBP-2' of MRS and PBP8 of E. fwczum can h c t i o n d y  replace all other PBPs in these species. 
WIolecular weights vary in resistant isolates where the PBPs are encoded by mosaic genes. 
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X Y 

lntegrons 

i lntegrase (Int) 

Figure 14.4. Integration of two integrons, carry- 
ing promoterless resistance genes X and Y, into a 
plasmid. The plasmid supplies the promoter (P) and 
integrase (Int). 0, 8-bp consensus site; U, 59- to 
60-bp shared sequence. 

transposons, however, integrons integrate at a 
single site and do not encode a transposase. 
The first integron inserted into a plasmid is 
inserted at an 8-bp consensus site on the plas- 
mid. Integration is mediated by an integrase 
encoded on plasmid that receives the integron. 
The plasmid must also provide a promoter be- 
cause most integrons contain promoterless 
antibiotic resistance genes. 

Conjugative Transposons. A second type of 
conjugative element has been discovered and 
characterized only within the past decade: the 
conjugative transposon. Conjugative trans- 
posons are usually located in the bacterial 
chromosome and can transfer themselves 
from the chromosome of the donor to the chro- 
mosome of the recipient. They can also inte- 
grate into plasmids. Their mechanism of 
transfer is different from that of other known 
gene transfer elements. They excise them- 
selves from the donor genome to form a co- 
valently closed circle that does not replicate. 
This circular intermediate transfers with a 
mechanism similar to that of plasmids. In the 
recipient, the circular intermediate integrates 

in the chromosome by a mechanism that doc 
not duplicate the target site. Conjugativ 
transposons are probably responsible for E 

least as much resistance gene transfer as plar 
mids, especially among Gram-positive bactt 
ria, and they have a very broad host rangc 
Conjugative transposons can transfer not on1 
among species within the Gram-positiv 
group or within the Gram-negative group b~ 
also between Gram-positive and Gram-negz 
tive bacteria. Conjugative transposons wer 
overlooked for a long time because they ar 
located in the chromosome and thus cannot b 
detected as easily as plasmids. Moreover, on 
of the few groups of bacteria in which conjugz 
tive transposons have not been found is th 
group of species closely related to E. coli. Lik 
self-transmissible plasmids, conjugative tram 
posons can mediate the transfer of the othe 
DNA. They can mobilize coresident plasmid! 
and some can also mediate the transfer of ur 
linked segments of chromosomal DNA. 

3.2 Modification of Native PBPs: 
Mosaic Gene Formation 

Modification of the normal PBPs is the sol 
cause of resistance to p-lactams in pneumc 
cocci (71-73) and other a-hemolytic streptc 
cocci (74) and, together with impermeabilitj 
is a major component of non-p-lactamase-mc 
diated "intrinsic" resistance in Neisseria s p ~  
(44, 45, 47) and Haemophilus influenzae (32 
75). Target modification may contribute t 
p-lactam resistance in some Acinetobacter isc 
lates (76, 77), but its general importance i 
uncertain in this genus, where p-lactamase 
and impermeability are also involved (78). A] 
though modifications of normal PBPs are ver 
rare, in some instances they have bee] 
thought to cause resistance in Staphylococc 
enterococci, enterobacteria, and pseudomona 
(79, 80). Critically, the organisms in whicl 
PBP modification has proved important ( i t  
a-hemolitic streptococci, hemophili, and Neis 
seria spp.) are transformable with naked DNf 
(47). They can acquire fragments of PBI 
genes from other organisms with inherent o 
acquired p-lactam resistance and insert thi 
into their own PBP genes. The resulting "ma 
saic" gene encodes p-lactam-resistant PBPE 
The transformation can occur when sequenci 
divergence between the incoming DNA anc 
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native material is less than 25-305 bp, permit- 
ting interspecies recombination (47). Restric- 
tion and mismatch repair systems do not limit 
exchange as much as might be anticipated and 
may even serve to correct errors during repli- 
cation. Mosaic gene formation is understood 
for Neisseria meningitidis, where penicillin- 
insensitive strains have alteration only in 
PBP-2. In particular, the PBP-2 gene has re- 
gions of normal meningococcal sequence in- 
terspersed with inserts with 14 to 23% diver- 
gences (81,821. These inserts closely resemble 
the corresponding section of the PBP-2 genes 
of Neisseria flavescens and Neisseria cinerea, 
which are throat commensals that are inher- 
ently unsusceptible to penicillin. 

Penicillin-resistant gonococci have mosaic 
PBP-2 genes with inserts identical to those in 
resistant meningococci (46, 82). In addition, 
however, gonococci with high level penicillin 
resistance commonly have modifications of 
PBP-1 and reduced permeability (44, 45, 83, 
84). Mosaic gene formation has also been ex- 
tensively studied in pneumococci (47). High 
level benzylpenicillin resistance [minimum in- 
hibitory concentration (MIC) values of more 
than 1 &mL, compared to MIC values of 
10.06 pg/mL for "normal" isolates] requires 
modification, through mosaic gene formation, 
of each PBP-la, -2x, -2a, and -2b, although low 
level resistance (MIC values of 0.12 to 1 CLg/ 
mL) arise when only three of these are altered 
(47). Mosaic PBP-la, -2x, and -2b genes of dif- 
ferent resistant isolates have diverse inserts, 
whereas corresponding PBP gene sequences 
from susceptible isolates are highly conserved 
(65,67,68,85). It is concluded that resistance 
has evolved on many separate occasions. The 
source of the foreign DNA is uncertain. Re- 
combination events between penicillin-resis- 
tant Streptococcus pneumaniae and Strepto- 
coccus mitis are implicated, but their direction 
is uncertain (71). Mosaic gene formation has 
not yet been proved in H. influenzae isolates 
with non-P-lactamase-mediated ampicillin re- 
sistance but seems likely, inasmuch as the re- 
sistance is associated with reduced PBP affin- 
ity (32,75,86,87) and is readily transformable 
in the laboratory (88). The PBPs affected are 
68- and 63-kDa proteins, numbered 3a and 3b 
or 4 and 5, respectively. 

Alternative routes of peptidoglycan synthe- 
sis allow a different form of target-mediated 
resistance, compared with that described 
above, and are important in Staphylococci and 
E. faecium. 

3.2.1 Methicillin-Resistant Staphylococci 
(MRS): Mechanism and Genetics. Staphylo- 
cocci normally have two essential PBPs, 2 and 
3 (55). These components are inhibited by 
many p-lactams, including methicillin. MRS 
retain p-lactam-sensitive PBP-1 to PBP-3 but 
manufacture an additional transglycosylasel 
transpeptidase, PBP-2' (PBP-2a), encoded by 
the mecA gene (61, 62, 89). PBP-2' continues 
to function when PBP-1, -2, and -3 have been 
inactivated and, by itself, can yield a stable 
peptidoglycan, albeit with many fewer 
crosslinks than that of the normal wall (90). 
mecA bv a chromosomal insert called the rnec " - 

determinant (91, 92) is probably originated 
outside Staphylococci, perhaps through fusion 
between a p-lactam gene and a PBP gene (93). 
The rnec determinant is not readily self-trans- 
missible but has spread within S. aureus and 
several coagulase-negative species, indicating 
that some horizontal transfer is possible 
(94-96). 

Expression of mecA and, consequently, of 
resistance varies among and within staphylo- 
coccal strains (63). 

Many strains show "hetero-resistance," 
with only a small proportion of the cell being 
obviously resistant, whereas the huge major- 
ity remain apparently susceptible (97-99). 
This behavior reflects the genic background of 
the host staphylococcus, not genes on the rnec 
determinant itself (100). Several chromo- 
somal genes have been implicated in the con- 
trol of mecA, including those in the fem clus- 
ter, particularly femA (101) as well as a 
recently described determinant, chr* (102). 
Curiously, loss of 0-lactamase from MRS 
causes mecA to be homogeneously expressed; 
the relation is unclear but implies a linkage in 
the control of the two-resistance determinant 
(103). Expression of mecA and of resistance is 
induced by p-lactarns and is also influenced by 
the environmental conditions, being pro- 
moted by high osmolality, low temperature, 
and neutral to alkaline pH (104-106). The lat- 
ter points bear on laboratory detection, which 
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HMW = High molecular weight 
LMW = Low molecular weight 
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is best achieved by testing with methicillin or 
oxacillin at 30°C on Mueller-Hinton or IsoSen- 
sitest agar supplemented with 5-7% NaC1. 
Tests with other p-lactams, at 37"C, or media 
with normal osmolality often fail to detect re- 
sistance, especially in coagulase-negative spe- 
cies. 

PBP-5 in Enterococcus Faeciurn. Bypass re- 
sistance is also important in E. faecium, al- 
though rare in E. faecalis. E. faecium has six 
PBPs, with PBP-3 serving as the main D-ala- 
nyl-D-alanine transpeptidase. This protein is 
inhibited by penicillins and carbapenems, not 
by cephalosporins and monobactams. At low 
temperature (32"C), or following mutation, E. 
faecium can switch to using PBP5, a transpep- 
tidase that has minimal affinity for any p-lac- 
tam. Acting alone, PBP-5 can manufacture a 
stable peptidoglycan (51, 107). Unlike PBP-2' 
of MRS, PBP-5 is universal in E. faecium and 
its permanent expression requires only a reg- 
ulatory mutation, not aquisition of foreign 
DNA. Many isolates of E. faecium have under- 
gone this mutation and are consequently (and 
obviously) resistant to all p-lactams (52, 108). 

3.3 P-Lactamase Enzymes: Biological 
Evolution of PBP and P-Lactamases 

Primordial PBPs - 

Study (109) of the evolution of p-lactamases 
and PBPs based on the multiple amino acid 
sequence alignment resulted in a scheme that 
revealed the relationship among these en- 
zymes. The diagram "Evolution of PBP and 
p-lactamases" shows that, among various 

PBPs, the low molecular weight enzymes are 
the most related to p-lactamases. 

The diverse classes of p-lactamases are 
more closely akin to the different PBP classes 
from which they arose than they are to each 
other. This is a further clear indication that 
p-lactamases originated from different groups 
of PBPs rather than from an immediate 
shared common ancestor. Class A p-lactam- 
ases clustered together with the class C low 
molecular weight PBPs and the class C P-lac- 
tamases group with the class B low molecular 
weight PBPs. It would appear that the PBW 
with the simpler domain structure (low molec- 
ular weight) were used as templates for p-lac- 
tamase evolution. On the other hand, class D 
for p-lactamases represents an exception to 
this observation. They cluster together with 
the high molecular weight class C PBPs. The 
unique role of these PBPs in bacteria is in sig- 
nal transduction, to initiate the synthesis of 
PBPs with low affinity for p-lactams and class 
A p-lactamases. Therefore, the functional and 
structural relationships of these PBPs to the 
other classes of PBPs are quite distant, as was 
also demonstrated by multiple-sequence anal- 
ysis (109). 

HMW class A PBPs 

3.4 Classification and Relevance 
of P-Lactamases in Clinics 

- 

From a clinical perspective, the most impor- 
tant p-lactamases are those that threaten the 
use of the most beneficial p-lactam-contain- 
ing antimicrobial agents. These agents argu- 

HMW class B PBPs 
- Class A p-lactamases 
- 

LMW class C PBPs 

I Class C p-lactamases 
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Clinical j?-lactamase enzymes 

ably include the oral cephalosporins and the 
p-lactamase inhibitor combination, amoxicil- 
lin-clavulanic acid, that are used frequently 
for community infections such as otitis media, 
and the more potent agents such as the ex- 
panded-spectrum cephalosporins and carbap- 
enems that are used extensively for nosoco- 
mid infections. Most of the p-lactam agents 
introduced after 1980 were selected for phar- 
maceutical development, in part, because they 
were stable to hydrolysis by the major p-lac- 
tarnases. However, enzymes that hydrolyzed 
these agents emerged shortly after introduc- 
tion of new members of these classes of agents. 
Among the more relevant groups of enzymes 
recently identified are the ESBLs (extended- 
spectrum p-lactamases) group 1, plasmid-me- 
diated cephalosporines group 2, the inhibitor- 
resistant TEM (IRT) and SHV variants, and 
the group 3 (class B) metallo-p-lactamases. 
The frequency with which they have appeared 
is shown in Fig. 14.5, again emphasizing the 
almost exponential growth of ESBLs. 

3.4.1 Hydrolysis of Different Classes of 
P-Lactams. Many attempts have been made to 
classify p-lactamases. Most have been based 
on phenotypic properties, with great weight 
being placed on whether cephaloridine is hy- 
drolyzed more rapidly than benzylpenicillin or 
vice versa; whether enzyme inhibition is 
achieved by cloxacillin, clavulanate, aztreonam, 
or p-chloro-mercuribenzoate; and whether the 
enzyme is chromosomally encoded or plasmid- 
mediated. Phenotypic features are useful and 
convenient, in that they can be related to an- 

Figure 14.5. Frequency of 
occurrence of p-lactamases in 
clinical isolates. 

tibiogram data from clinical laboratories, be- 
cause they permit all p-lactamases to be clas- 
sified, and because they allow "weighting" of 
minor structural changes that critically alter 
the hydrolytic spectrum. The first phenotypic 
classification that achieved wide acceptance 
was proposed by Richmond and Sykes in 1973 
(110) (Table 14.4). 

Superimposed on this there grew to be a 
convention whereby plasmid-mediated p-lac- 
tamases (which fell into classes I11 and V of the 
Richmond-Sykes scheme) were given a three- 
letters and one-number code (111). By 1984, 
these plasmid-mediated types could be clus- 
tered into three groups, according to whether 
they were most active against benzylpenicil- 
lin, oxacillin, or carbenicillin (112). Broad- 
spectrum enzymes corresponded to Rich- 
mond-Sykes class 111, but the oxacillinases and 
carbenicillinases, although very different 
from each other, both fell into class V. Other 
problems also emerged in the Richmond- 
Sykes scheme (113). Class I, it was realized, 
included two different classes of cephalospori- 
nases: (1) the clavulanate-insensitive, molecu- 
lar weight 40-kDa, chromosomally encoded 
enzymes from most enterobacteria; and (2) 
the 30-kDa cefuroxime, hydrolyzing p-lacta- 
mases from Proteus vulgaris (114, 115). Fi- 
nally, many enzymes placed in class I1 were 
proved to be transposon-mediated and accord- 
ingly were transferred to classes I11 and V. 
These deficiencies prompted Bush to propose a 
major organization in 1989 (113), with a revi- 
sion in 1995 (116). 
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a 

The Bush numbering classifies p-ladam- bility or resistance of the cell, given that per- 
ases based on their relative hydrolysis of pen- meability barriers alone rarely produce 
icillin, oxacillin, carbenicillin, cephaloridine, significant levels of resistance. In E. coli and 

! 
F 

- 
expanded-spectrum cephalosporins, and imi- 
penem and on their susceptibility to inhibition 
by clavulanate, aztreonam, and ethylenedi- 
aminetetraacetic acid (EDTA) (Table 14.4). 
Four "functional groups" are recognized, with 
group 2 enzymes (clavulanate-sensitive, az- 
treonam-resistant penicillinases) being di- 
vided into six subgroups and with the enzymes 
in group 4 only partially characterized. This 
scheme is now to be preferred over the Rich- 
mond8ykes classification. Increasingly, how- 
ever, p-lactamases are classified by primary 
structure and sequence homology, as first pro- 
posed by Ambler (1171, rather than by their 
phenotypic properties (Table 14.4). 

Sequence-based classifications reflect fun- 
damental relationships, unlike phenotypic 
classification, and cannot be distorted by mu- 
tations that alter substrate specificity and in- 
hibitor susceptibility. Only four molecular 
classes, A to D, are recognized, each with dis- 
tinct sequence motifs (118). Classes A, C, and 
D constitute serine active-site enzymes, and 
class B has the zinc types. The distinction in 
chromosomally encoded and plasmid-medi- 
ated p-lactamases is dubious to biochemists 
because each molecular class and functional 
group contains plasmidic enzymes as well as 
those normally encoded by chromosomes 
(116). Nevertheless, the distinction between 
chromosomal p-lactamases and those coded by 
plasmids (or other inserts) remains funda- 
mental to the clinical microbiologist; chromo- 
somal p-lactamases are ubiquitous in species, 
whereas plasmid-mediated types are less uni- 
versal but cross interspecies lines. In Fig. 14.6 
is reported a schematic representation of the 
mechanism of catalysis of serine p-lactamases. 

3.5 f3-Lactam Resistance Attributed to 
Decreased Outer Membrane Permeability 
and Active Efflux 

In contrast to Gram-positive organisms, in 
which p-lactams have unhindered access to 
their PBP targets, in Gram-negative bacteria 
the outer membrane acts as a barrier to these 
compounds. The balance between antibiotic 
influx and clearance, whether ascribed to hy- 
drolysis or trapping, determines the suscepti- 

ocher Gram-negative bacteria, p-lactams dif- 
fuse across the outer membrane primarily 
through water channels consisting of a specific 
class of proteins, termed porins. E. coli pro- 
duces at least two porin types, OmpF and 
OmpC. Mutations that cause reduced expres- 
sion or alternation of OmpF and/or OmpC re- 
sult in decreased susceptibility to many p-lac- 
tams (119). 

3.5.1 Porin Loss in Enterobacteria. Perme- 
ability mutants of enterobacteria can easily be 
isolated in the laboratory and are found to lack 
one or more porins (120-124). For E. coli, 
MICs of penicillins, cefoxitin as well as nar- 
row- and extended-spectrum cephalosporins, 
increase in a stepwise manner as first OmpC 
and OmpF are lost (125). Loss of OmpF has 
the greater effect because it forms larger pores 
than OmpC (126). MICs of carbapenems ami- 
nothiazolyl cephalosporins are only scarcely 
affected by these losses, probably because dis- 
ruption in the periplasm is minimal. Despite 
this ease of selection, porin-deficient enter- 
obacteria are rarely found in clinical settings, 
probably because they are nutritionally disad- 
vantaged (122). Nevertheless, such mutants ' 

have been selected during cefoxitin therapy of 
infections caused by Klebsiella pneumoniae, 
producing ESBLs (127, 128) and during imi- 
penem therapy of an infection caused by a 

L< il 
p-lactamase-depressed Enterobacter cloacae 4 
strain (129). 

In some cases, the combination of imper- 
meability with weak p-lactamase production 
confers clinical resistance, whereas the p-lac- 
tamase alone fails to do so (128, 130, 131). 
Porin-deficient mutants of Serratia marces- 
cens, lacking a 40-kDa protein, seem to be se- 
lected more often than analogous mutants of 
other enterobacteria (122). 

3.5.2 Intrinsic Resistance to P-Lactams in 
Pseudomonas aeruginosa. Impermeability-me- 
diated resistance is widely perceived as a greater 
problem in P. aeruginosa than in enterobacteria 
but is not completely understood. Most P. 
aeruginosa isolates are 32- to 48-fold less suscep- 
tible to penicillins and cephalosporins than hy- 



/3-Lactam Antibiotics 

Enzyme + 
penicilin 

RCONH 
Enz-OH p% 

0 < 

COOH 

Non covalent 
Michaelis complex 

I 

K 1  

Acyl enzyme 

K+1 

I 

OH - 
COOH 

Enzyme + 
penicilloate 

K1, k2, are the rate costants; K+3 is extremely slow. 
Figure 14.6. Mechanism of action Release of the B-lactam, is often in a fragmented form, as shown. 
of serine p-ladamases. Enz-OH = serine-enzyme. 

persusceptible laboratory mutants, which are 
inferred, from their lack of other mechanisms, 
to be hyperpermeable (132,133). 

P. aeruginosa is characterized by an intrin- 
sic resistance to a wide variety of antimicrobial 
agents, including P-Iadams, p-ladam inhibitors 
(134), tetracyclines, quinolones, and chloram- 
phenicol. Although this resistance has most of- 
ten been caused by a highly impermeable outer 
membrane, it is now recognized to result from 
the synergy between a unique tripartite energy- 
driven efflux system (MexAB-OprM) with wide 
substrate specificity (135-137) and low outer 
membrane permeability. Recently, it has been 
shown that MexAB-OprM directly contributes 

to p-lactam resistance through efllux of this 
class of antibiotics (138). The emergence in P. 
aeruginosa of resistance specific to imipenem is 
associated with the loss of the specific channel 
OprD (139). It appears that imipenem preferen- 
tially uses this channel to cross the outer mem- 
brane, which under normal circumstances prob- 
ably transports basic amino acids (140). 

The carbapenem uptake is reduced irre- 
spective of whether OprD porin of P. aerugi- 
nosa is lost. This causes an increase of the MIC 
values of imipenem from 1-2 to 8-32 pglmL 
and those of meropenem from 0.25-0.5 to 2-4 
pg/mL (141). This loss has no effect on resis- 
tance to p-lactam classes (142). The greater 
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effect on imipenem than on meropenem re- 
flects the slight liability of imipenem to the 
class C p-lactamase of P. aeruginosa. This en- 
zyme gives greater protection when perme- 
ability is reduced by porin loss (143). Mero- 
penem has the capacity to escape the 
/3-lactamase (141, 144) and so is less affected 
by the porin loss. Selection of OprD-deficient 
mutants is a problem in imipenem therapy, 
occurring in 15 to 20% of patients treated for 
Pseudomonas infections (145, 146). 

4 CLINICAL APPLICATION (HOSPITAL 
AND COMMUNITY) 

4.1 Pharmacokinetic Properties 

Penicillins. For most penicillins, renal ex- 
cretion is the major route of elimination. With 
few exceptions, renal clearance tends to ex- 
ceed the glomerular filtration rate. In all cases 
studied, there is evidence of active renal tubu- 
lar secretion, in that the coadministration of 
probenecid invariably causes a decrease in re- 
nal clearance, an increase in serum concentra- 
tions, and/or a prolongation in serum-life. By 
the same token, renal dysfunction has a pro- 
found effect on elimination rate, serum levels, 
and drug accumulation. Although homodialy- 
sis or peritoneal dialysis can be effective in 
some patients with end-stage renal failure, the 
rate of drug removal is not simply related to 
serum protein binding. Even though antimi- 
crobial activity in bile is usually high com- 
pared to that in serum, biliary excretion con- 
tributes only insignificantly to the elimination 
of most penicillins. Notable exceptions are 
metampicillin, nafcillin, and the ureidopenicil- 
lins. P-Lactam cleavage appears to be a com- 
mon metabolic pathway among penicillins. 
Penicilloic acid formations, although variable, 
may represent as much as 50% of total clear- 
ance of a given agent. Part of this may occur in 
the gastrointestinal lumen or during initial 
transit through the gut wall and liver after 
oral administration. Although there is evi- 
dence of N-deacylation for some penicillins, 
only traces of 6-aminopenicillanic acid or pen- 
icilloic acid are found in human urine. 

Cephalosporins. In general, the cephalo- 
sporin and cephamycin antibiotics are a family 

of parenterally administered antimicrobial 
agents. Notable orally absorbed cephalospo- 
rins include cephaloglycine, cephalexin, ceph- 
radine, cefadroxil, cefaclor, and cefratrizine. 
Urinary excretion is the primary route of elim- 
ination for all cephalosporins, although biliary 
excretion and metabolism contribute to the 
elimination of several. For most, urinary ex- 
cretion involves both glomerular filtration and - 
renal tubular secretion. As might be expected, 
kidney dysfunction or the coadministration of 
probenecid causes dramatic changes in drug 
elimination. Cephalosporin antibiotics are re- 
markably stable in vivo, with few exceptions. 
The metabolism of cephalosporins has gener- 
ally not been studied with discriminating as- 
say technique. Those that have been studied 
in this fashion have shown insignificant me- 
tabolism. 

The pharmacological properties of the par- 
enteral penicillins and cephalosporins are 
summarized in Table 14.5 (147-149). In gen- 
eral, p-lactam antibiotics penetrate most ar- 
eas of the body except the eye, prostate (except 
aztreonam), and uninflamed meninges. Al- 
though entry into the cerebrospinal fluid 
(CSF) is satisfactory with most of the penicil- 
lins and carbapenems, only certain cephalo- 
sporins reach therapeutic levels in the CSF. 
Protein binding varies from 2% to 98%. The - 
serum half-life of penicillins is short, ranging 
from 0.5 to 1.5 h. The half-life of cephalospo- 
rins, and especially the third-generation ceph- 
alosporins, tends to be longer. The half-life of 
ceftriaxone, the longest of all these agents, is 
8 h. Most penicillins, cephalosporins, and az- 
treonam are removed intact by renal excre- 
tion, and those require dose modification in 
patients with renal impairment. However, the 
isoxazolyl penicillins (nafcillin and oxacillin), 
the ureidopenicillins, and a few cephalospo- 
rins (ceftriaxone and cefoperazone) have par- 
tial biliary excretion. Dose modification is 
needed less often for the ureidopenicillins and - 
these cephalosporins, and is not needed at all 
for the isoxazolyl penicillins. 

Carbapenems. Imipenem is hydrolyzed in 
the renal tubules, producing nephrotoxic me- 
tabolites, and requires coadministration of 
cilastain, an inhibitor of the dehydropeptidase 
enzyme (DHP-1). This prolongs its half-life 
and preserves renal function. Meropenem is 
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Table 14.5 Pharmacokinetic Properties of the /%Lactams 

/3-Lactam Antibiotics 

Protein Cerebrospinal Fluid 
Antimicrobial Binding tm (h) Penetration Route of Excretion 

Penicillin G 
Nafcillin 
Oxacillin 
Ampicillin 
Carbenicillin 
Ticarcillin 
Piperacillin 
Mezlocillin 
Azlocillin 
Aztreonam 
Imipenedcilastatin 
Meropenem 
Cephalothin 
Cefazolin 
Cephradine 
Cefamandole 
Ce fonicid 
Cefuroxime 
Cefoxitin 
Cefotetan 
Cefotaxime 
Ceftizoxime 
Ceftriaxone 
Cefoperazone 
Ceftazidime 
Cefepime 

Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 

Yes 

Yes 
Yes 
Yes 

Yes 
Yesa 

Renal 
Biliary and renal 
Biliary and renal 
Renal 
Renal 
Renal 
Renal and biliary 
Renal and biliary 
Renal and biliary 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal 
Renal and biliary 
Renal and biliary 
Renal 
Renal 

"Animal studies only. 

not susceptible to renal hydrolysis and there- 
fore does not require coadministration of an 
inhibitor of hydrolysis (150). Both carbapen- 
ems require dose reductions in patients with 
renal impairment. 

4.2 Side Effects and Drug Interactions 

A remarkably favorable chemotherapeutic in- 
dex has been one of the most important qual- 
ities of the animal and human pharmacology 
of the first penicillins. Aside from problems of 
local irritation and of neurotoxicity with ex- 
tremely large doses, these antibiotics have 
minimal direct toxicity. For nearly 20 years, 
allergic or immune-mediated reactions repre- 
sented the only common complications of the 
use of penicillins. However, the development 
of newer penicillins and cephalosporins, al- 
though providing some of the safest and most 
important antibiotics currently used, has in- 
troduced new direct toxicity problems. 

Pain and sterile inflammatory reactions at 
the site of intramuscular injection are among 
the most common local effects of therapy with 
the penicillins and cephalosporins. With ben- 
zylpenicillin these reactions appear to be re- 
lated to the concentration of the antibiotic, 
and this also may be the case for the other 
penicillins (15 1). 

Phlebitis develops in many patients receiving 
intravenous penicillins or cephalosporins (152). 
The relative risk ofphlebitis among the different 
cephalosporins is unsettled (153-155). 

Gastrointestinal side effects are among the 
most common adverse reactions to oral treat- 
ment with the p-lactam antibiotics. Some de- 
gree of gastric irritation is reported in 2-7% of 
patients (156). The discomfort occasionally re- 
sults in discontinuation of the drug, although 
serious consequences are rare. Diarrhea is 
also a relatively common problem, which may 
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be of mild or life-threatening severity. At least 
three types are distinguishable: ( 1 )  nonspe- 
cific diarrhea, (2) pseudomembranous colitis, 
and (3) presumed ischemic colitis. 

Some of the most important reactions to 
B-lactam antibiotics result from the involve- 
ment of humoral or cellular immunity. Almost 
all patients receiving benzylpenicillin develop 
antibodies to it (151, 157). The frequency of 
allergic reactions to penicillins has been re- 
ported as 0.7-lo%, and that to cephalosporins 
has been estimated to be 0.8-7.5% (151, 158, 
159). Humoral hypersensivity produces some 
of the most serious adverse effects, including 
urticaria, angioedema, bronchospasm, and 
anaphylaxis. The frequency of anaphylactic 
reactions to penicillin has been estimated to be 
0.045-0.15% (151, 160). A history of previous 
exposure to penicillin is common but not in- 
variable (151). Skin testing may be helpful in 
distinguishing those patients at risk for ana- 
phylaxis, especially if testing is conducted 
with both major and minor antigenic determi- 
nants of the penicillin (158, 161). 

Skin rashes during the administration of a 

- - - 

- 
penicillin or cephalosporin are relatively com- 
mon, occurring in approximately 2% of cases 
(156,162, 163). 

Aztreonam, however, is felt to be safe for 
administration to penicillin-allergic patients. 
Imipenem produces seizures in 0.4-1.5% of 
patients, predominantly affected by renal in- 
sdliciency with underlying central nervous 
system (CNS) disease. Meropenem, however, 
appears to have a much lower potential to 
cause seizures (164-167). 

4.3 indications for Use 

Table 14.6 summarizes some of the more im- 
portant reasons for using p-lactam agents. In 
addition to being the drugs of choice for treat- 
ment of a variety of infections caused by spe- 
cific bacteria, the p-lactam drugs are the stal- 
wart agents for empirical treatment of febrile 
neutropenic patients (168). Unfortunately, 
the choice of empirical therapy today is less 
straightforward than in the past, and no obvi- 
ously best regime exists. Important factors in- 
fluencing the choice of empirical therapy for 
febrile neutropenia include the type of cancer 

chemotherapy being used, expected severity 
and duration of neurotropenia, the presence of 
an indwelling long-term catheter, previous 
use of prophylactic antibiotics or gut decon- 
tamination, the patients' symptoms, and the 
bacterial resistance pattern of the hospital. 

Although there has been a striking increase 
in Gram-positive infections, the morbidity and 
mortality caused by Gram-negative infections 
(especially Pseudomonas) suggest that empir- 
ical therapy continues to cover these organ- 
isms. Supportive evidence exists for the em- 
piric use of p-lactam drugs in combination 
with an aminoglycoside. Piperacillin, mezlocil- 
lin, azlocillin, ticarcillin, and ceftazidine have 
shown similar efficacy, with response rates of 
55-88% (169-177). Also, a convenient regi- 
men of once-daily dosing of ceftriaxone and 
amikacin proved as effective as multiple daily- 
dosing regimens (178). Toxicity for aminogly- 
coside use led to trials with combinations 
of two p-lactam agents. Good results were 
achieved with multiple regimens, including 
carbenicillin plus cephalotin, cefoperazone 
plus aztreonam, cefoperazone plus mezlocil- 
lin, ceftazidime plus piperacillin, and ceftazi- 
dime plus ticarcillin/clavulanate (169 -1 7 1). 
However, double p-lactam therapy remains 
controversial because of the possibilities of in- 
creased selection of resistant organisms, drug 
antagonism, prolongation of neutropenia, and 
potentiation of bleeding disorders. 

P-Lactam monotherapy has also been in- 
vestigated. Supportive data exist for the use of 
ceftazidime and imipenem (170-172,179-183). 
However, the increase in frequency of resis- 
tant Gram-negative infections, and the find- 
ing by some workers that ceftazidime treat- 
ment is inadequate, suggest cautions in using 
ceftazidime monotherapy (170-174). Aztreo- 
nam in combination with an agent covering 
Gram-positive organisms (e.g., vancomycin) is 
of great utility in patients with penicillin al- 
lergy (184, 185). p-Lactam antibiotics have 
played a key role in improving the care of both 
immunocompromised and nonirnmunocompro- 
rnised patients. These agents are bactericidal, 
well tolerated, widely distributed through- 
out the body, and, most important, clinically 
effective. 



Table 14.6 Recommendations for the Use of /3-Lactams 

P-Lactam Recommendation Organism or Condition Notes 

Penicillin G 

Penicillinase- 
resistant 
penicillins 

Arninopenicillins 

Combination drugs 

Timentin (ticarcillin 
and clavulanic 
acid) 

Unasyn (ampicillin 
and sulbactam) 

Zosyn (Piperacillin 
and Tazobactam) 

Monobactams 
Aztreonam 
Carbapenems 
Imipenem 

Meropenem 

Primary indication 

Drug of choice 
Can be used 

Can be used 

Recommended 
Can be used 

Primary indication 
Can be used 

Can be used 

Can be used 

Can be used 

Can be used 

Can be used 
Drug of choice 

Can be used 

Streptococcus pyogenes, Streptococcus pneumoniae, and enterococcal 
infections 

Treponemal infection, prevention of rheumatic fever. 
Puerperal infection: anaerobic streptococci, Streptomyces agalactiae, 

clostridial infection, and infection attributed to mouth flora: Gram- 
positive cocci, Gram-negative cocci, and Actiornyces 

Susceptible Staphylococcus aureus infection 

Prevention of endocarditis 
Infection of respiratory tract in areas with low prevalence of P-lactamase 

and Haemophilus influenzae. 
Urinary tract infection 
Pseudomonas spp. 
Infection of urinary tract, respiratory tract, and bone with Gram- 

negative bacilli and mixed aerobiclanaerobic infections - 
Mixed bacterial infection: community and hospital acquired pneumonia, 

especially if aspiration, intra-abdominal and gynecological infections, 
osteomyelitis, and skin-structure infection 

Mixed bacterial infection: intra-abdominal: obstetric, gynecologic, soft- 
tissue, bone infection 

Mixed bacterial infection: lower respiratory tract, intra-abdominal, skin, 
and soft tissue infection 

Urinary tract, lower respiratory tract, skin-structure, and intra- 
abdominal infections, patients with penicillin allergy 

Resistant Gram-negative bacilli infection with ESBL. 
Nosocomial infection, when multiresistant Gram-negative bacilli or 

mixed infections are suspected 
Nosocomial infection when multiresistant Gram-negative bacilli or 

mixed infections are suspected. 
Meningitis in pediatric population older than 3 months 



First-generation Drug of choice 
cephalosporins Can be used 

Second-generation Can be used 
cefuroxime 

Cefoxitin Drug of choice 
Recommended 
Can be used 

Cefotetan 

Third-generation Drug of choice 
Ceftriaxone 

Recommended 

Can be used 

Ceftazidime Should be used 
Can be used 
Drug of choice 

Cefoperazone Can be used 

Cefepime Can be used 

Prophylaxis of surgical procedures 
Infection attributed to S. aureus or nonenterococcal streptococci (e.g, 

skin and soft tissue infections, pharyngitis) 
Respiratory tract infections: pneumonia epiglottis, complicated sinusitis, 

soft-tissue infections, bacteremia 
Pelvic inflammatory disease ( + doxycicline) 
Prophylaxis of colorectal surgery 
Mixed aerobiclanaerobic infections: intra-abdominal infections, skin and 

soft-tissue infections, including diabetic foot infections and decubitus 
ulcers 

Mixed aerobictanaerobic infections: intra-abdominal infections, skin and 
soft-tissue infections, including diabetic foot infections and decubitus 
ulcers 

Neisseria gonhorroea chancroid, Lyme disease if neurological 
involvement, carditis, arthritis, or refractory late constitutional 
symptoms 

Meningitis attributed to H. influenme, Neisseria meningitis, and 
penicillin-resistant S. pneumoniae 

Nosocomial infection caused by a sensitive Gram-negative baccilli: 
pneumoniae, wound, and complicated urinary tract infections 

Home treatment of chronic infections 
Infections that are likely attributable to Pseudomonas aeruginosa 

Empiric treatment of febrile neutropenia 
Meningitis attributed to P. aeruginosa 
Empiric treatment of febrile neutropenia 

Infections of lower respiratory tract, urinary tract, skin and soft tissue, 
and in female reproductive tract 

Good H inf2uenzae coverage 

Slightly less anaerobic 
coverage but better 
Gram-negative coverage 
than cefoxitin 

Once-daily dosing, good 
CSF penetration 

Moderate antipseudomonal 
activity 



5 HISTORY AND DISCOVERY 
OF P-LACTAMS 

One of the fundamental milestones in medici- 
nal chemistry is represented by the knowledge 
acquired during the studies carried out on a 
small and only apparently simple four-mem- 
bered ring, the p-lactam. The history of p-lac- 
tam can be compared to a sky full of stars and 
the following paragraphs describe the discov- 
ery of the most important p-lactam classes 
that have had a remarkable impact in the an- 
tibacterial field, either as antibacterials or as 
p-lactamase inhibitors. 

5.1 Penicillin 

The antibiotic era began in 1940 with the dem- 
onstration made by Florey and his colleagues 
(186) that penicillin, the substance discovered 
by Fleming in 1929, was a chemotherapeutic 
agent of unprecedented potency (187). This 
story has been recounted many times (188- 
191) and is here presented only as a brief over- 
view. The observation by Alexander Fleming 
that partial lysis of Staphylococci colonies oc- 
curred on plates contaminated with Penicil- 
lium notatum was made in 1928 (192). 

Although Fleming cultured the mould and 
named the active "mould broth filtrate" peni- 
cillin, its therapeutic potential was not recog- 
nized at that time. 

The life-saving capacity of penicillin was 
first demonstrated in animals (1861, and in 
humans the following year, when the small 
quantities of penicillin available necessitated 
the recovery of the antibiotic from the urine of 
the patient for reuse (193). Once penicillin had 
been shown effective in humans, the search 
for improved production was initiated. War- 
torn Britain was thought unsuitable for such 
research, so key scientists moved to the 
United States to continue the effort alongside 
their American colleagues. Here, replacement 
of the surface cultures of the low yielding P. 
notatum with an aerated deep fermentation of 
a high yielding strain of Penicillium chrysoge- 
nus, and the use of corn-steep liquor as growth 
promoter, led to greatly improved penicillin 
production. This provided sufficient material 
for the treatment of infections associated with 
serious battle casualties during the end of 
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World War I1 and so confirmed the important 
role of penicillin in the saving of life. 

Soon after the demonstration of the ex- 
traordinary efficacy in treating infections, 
penicillin was the subject of in-depth studies 
by groups on both sides of the Atlantic to solve 
the structure of penicillin. The correct struc- 
ture of benzylpenicillin (Pen-G) was eventu- 
ally identified as the fused p-lactam-thiazoli- 
dine bicyclic structure (I), as opposed to an 

(1) Penicillin G (1929-1940) 

oxazolone alternative, by an X-ray crystallo- 
graphic analysis in 1945 (194). 

Isolation of reasonably pure samples of 
penicillin revealed differences in chemical be- 
havior and biological properties between the 
materials studied by different groups. This 
arose as a consequence of the different acyl 
side-chains (RCO) attached to the C6-amino 
group. 

The source of the acyl side chains is the 
carboxylic acids present in the culture media 
producing that penicillin; thus, the phenyl- 
acetic acid in corn-steep liquor resulted in the 
phenylacetamido group (RCO = PhCH,CO) of 
penicillin G (1). From among the many peni- 
cillins that have been isolated from Penicil- 
lium spp. fermentations, either unaided or re- 
sulting from the incorporation of added 
precursor acids (RCO,H), several of the bet- 
ter-known examples are shown (Table 14.7) 
with their British and U.S. designations. 

The next major advance was the isolation 
and characterization of the penicillin nucleus, 
6-amino-penicillanic acid (6-APA) (21, in 1957 
by the Beecham group at Brockham Park 
(203). This major breakthrough provided a 
source of chiral material for the preparation of 
semisynthetic penicillins. 

Concurrently with identification of 6-APA 
(2) from biochemical investigations, Sheehan 
and Henerey-Logan concluded their total syn- 
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Table 14.7 Biosynthetic Penicillins 

H 
R 

?rNPC O - - 
~ O O H  

British U.S. 
Name Name R Ref. 

a 2-Pentenyl penicillin I F CH3CH2CH=CHCH2- 195,196 
b Pentyl penicillin Dihydro I Dihydro F CH3(CH2),- 196,197 
c Heptyl penicillin N K CH,(CH,)e- 196 
d Benzyl penicillin I1 G PhCH2- 198 
e p-Hydroxybenzyl penicillin I11 X 4-HO-PhCH2- 198 

(D)-4-Amino-4- N (D)-HO,C-CH(NH,)(CH,),- 199 
carboxybutyl penicillin 

g (L)-4-Amino-4- iso-N (L)-H0,C-CH(NH2)(CH2),- 200 
carboxybutyl penicillin 

h Phenoxymethyl penicillin V PhOCH2- 197 
Butylthiomethyl penicillin BT C,H,SCH2- 201 
Allylthiomethyl penicillin AT 0 CHdHCH2SCH2- 201 

k p-Aminobenzyl penicillin T 4-H2N-PhCH2- 202 
1 p-Nitrobenzyl penicillin 4-0,N-PhCH2- 202 

very low yield of the penicilloic methyl ester 
(3) with dicyclohexylcarbodiimide (DCCI) 
(204,205). 

In the Bose approach, formation of the 
p-lactam ring through cycloaddition of the di- 
hydro-thiazoline (4) and the ketene derived 

(2) 6-amino-penicillanic acid (6-APA) 

thesis of penicillin (1) (204, 205) (see Section 
5.1.1) and 6-APA (206, 207). However, this 

U 0 ~ O  \ 

synthesis gave a low overall yield and lacked 
stereospecificity, so it could not compete with 

"?LC> 0 OH r, + 

the biochemical route as a practical source of %OOCH~ 
material for chemical modifications. Today, 
6-APA (2), obtained from penicillin G by enzy- (3) 

matic cleavage of the phenylacetyl side chain, 
is a readly available bulk chemical that is used 
for the preparation of semisynthetic penicil- 
lins and related antibiotics. N r k  

5. 5 
5.1.1 Synthesis of Penicillin. From the con- COOCH3 

siderable synthetic effort of many groups that 
began in the 1940s, three major synthetic ap- (4) 
proaches to penicillin have been reported. The 
first one resulted from the already mentioned from azidoacetyl chloride gave the thermody- 
pioneering work of Sheehan, in which the namically favored, unnatural trans p-lactam 
p-lactam ring was formed by cyclization in penicillin structure (5) (208). 



Subsequently, however, a method was re- 
ported for equilibration of the C6-stereochem- 
istry, to give some of the cis p-lactam possess- 
ing the natural stereochemistry, by kinetic 
quenching of the anion generated from the de- 
rived Schiff base (6) (209). 

Ph. 
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It was not until 1976 that the only stereo- 
selective synthesis of penicillin was described 
by Baldwin (210). Thus, the peptide precursor 
(7), derived from cysteine and D-isodehydrova- 

line methyl ester, was cyclized through the 
chloride (8) to the p-lactam (9). 

Conversion of the latter by a multistep pro- 
cess then generated the sulfenic acid (101, 
which cyclized to provide the sulfoxide (11). 

Finally, deoxygentation gave the penicillin es- 
ter (12). 

5.1.2 Derivatives of 6-Amino-Penicillanic 
Acid (6-APA): Biological Activity and Structure- 
Activity Relationship (SAR). The availability of 
6-APA (2) led to the preparation of many thou- 
sands of semisynthetic penicillins, through N- 
acylation of the C6-amino group. Most, if not 
all, of the methods used in peptide chemistry 
have been employed for this process (211). 
This increase in the scope of side-chain varia- 
tion allowed significant improvements in the 
biological properties of the derived analogs, in- 
cluding greater stability to penicillinase (P-  
lactamase) and an expanded spectrum of anti- 
bacterial activity. Some early examples of 
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semisynthetic penicillins to be studied in hu- 
mans were substituted derivatives of the acid- 
stable penicillin V (131, such as phenethicillin 
(14) and propicillin (151, which, despite being 

ing strains of S. aureus. By 1960 this was be- 
coming a worldwide clinical problem (213). Of- 
ten these strains of S. aureus were virulent 
and resistant to most other antibiotics, thus 
making them difficult to eradicate. Much early 
research was therefore directed at identifying 
new penicillins resistant to inactivation by 
these penicillinases. Methicillin (16) was in- 

(13) Penicillin V 

(14) Phenethicillin 

(15) Propicillin 

mixtures of diastereoisomers. offered in- , ~~~~ 

creased oral absorption, thus giving hig 
and more prolonged blood levels than thos 
penicillin V (2 12). - 

The fast widespread use of penicillin G and 
probably the misuse or abuse of this drug had 
already resulted in an increase in the occur- 
rence of penicillinase (P-1actamases)-produc- 

(18b). (217), dicloxacillin (18~) (218), and flu- 
cloxacillin (18d) (219). In all these cases, the 
steric bulk of the side-chain group adjacent to 

\ 

OEt 

troduced into clinical usage in 1960 (214), fol- 
lowed by nafcillin (17) (215) and the isoxazole 
penicillins, oxacillin (18a) (2161, cloxacillin 
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the amide carbonyl group is believed to protect 
the p-lactam ring from unwanted hydrolysis 
by the bacterial enzyme penicillinase. 

The aminopenicillins such as ampicillin 
(19) (220), epicillin (20) (221), amoxycillin 

(21) (222), and cyclacillin (22) (223) intro- 
duced into the clinic between 1961 and 1972, 
are characterized by their broad spectrum of 
antibacterial activity against both Gram-posi- 
tive and Gram-negative bacteria and good oral 
absorption. 

Subsequently the prodrug esters talampi- 
cillin (23) (224), bacampicillin (24) (2251, piv- 
ampicillin (25) (2261, and lenampicillin (26) 
(227), which all release ampicillin (19) once 
absorbed, have been developed as agents that 
improve the oral absorption of ampicillin (19). 
With these esters, the oral absorption of ampi- 
cillin approaches the excellent level achieved by 
amoxycillin (2 1). 

One of the next challenges to be addressed 
by researchers was to extend the spectrum of 
antibacterial acitivity to cover the opportunis- 
tic pathogen Pseudomonas aeruginosa. Car- 

benicillin (27) (228), ticarcillin (28) (230), and 
sulbenicillin (29) (229), all derivatives with an 
acidic group in the acylamino side chain, are 
parented agents with adequate antipseudo- 
monas potency combined with good safety tol- 
erance that have found clinical use. 

A second generation of penicillins active 
against Pseudomonas species was obtained by 
acylation of the side-chain amino group of am- 
picillin (19) or amoxycillin (21). A selection 
from the many N-acylated aminopenicillin an- 
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dogs (30-35) that have been considered for 
development as antipseudomonas agents is 
shown in Table 14.8 (30-35). Of these the 
most successful has been piperacillin (34), 
which together with ticarcillin (28), remains 
the penicillin of choice for treating infections 
caused by this organism. 

(29) In the 1970s the amidino penicillin, mecil- 
linam (361, which is unusual in that it has a 
nonacyl side chain and antibacterial activity 

Table 14.8 N-Acylated Aminopenicillins with Activity Against Pseudomonas aeruginosa 

Name R rence 

Apalcillin H OH 231 

Timoxicillin 

Azlocillin 

Mezlocillin 
u 

' N  a N - S02CH3 

(34) Piperacillin H 
u 
O w "  

235 

-N 

(D)-Asparagine OH NH2 236 
uN-Et 

derivative 

T' NHCH3 
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limited to Gram-negative organisms, was re- 
ported (237). Also, the oral pivaloyloxymethyl 
(238) and carbonate prodrug esters have been 
described (239). 

A recent publication describes a further 
range of C6-acylamino p-lactamase stable 
penicillins from which BRL-44154 (39) was 

identified as exhibiting high activity against 
Gram-positive organisms including methicil- 
lin-resistant Staphylococci (MRSA) (240). 

Table 14.9 shows a comparison of the in 
vitro antibacterial activities of representative 
penicillins, including C6-a-substituted deriva- 
tives described below (see Section 5.1.2.1). 
Further information on the penicillin de- 
scribed above (and many more that have not 
been included) is available from the references 
in the data review of p-lactam antibiotics by 
Rolinson and more recently by Wright (241, 
242). 

5.1.2.1 C6-Substituted Penicillins. Early 
interest in C6-substituted penicillins arose 
from the idea that the presence of a C6-a- 
methyl group in a penicillin molecule would 
provide a closer mimic of the D-alanyl-D-ala- 

nine component of the cell wall (244, 245). 
Although this was not shown to be the case 
(246,247), the discovery of the naturally occur- 
ring C7-a-methoxy cephalosporin derivatives 
(cephamycin, Section 6.2), turned attention to 
the synthesis of penicillins having this and 
other substituents in the C6-position. 

In many cases the methodology for the in- 
troduction of the methoxy substituent paral- 
lels that developed for the cephalosporins 
(248). A method for direct methoxylation of a 
C6-acylaminopenicillin relies on the addition 
of methoxide to an acylimine (40) (249, 250), 

whereas an indirect procedure involves the ad- 
dition of methanol to the putative acylamine 
formed from the C6-a-methylthiopenicillin 
(41) in the presence of a mercuric salt (251). 

The C6-a-methylthio substituent, as well 
as alkyl and substituted alkyl, is available 
from the anion of the C6-Schiff base (42) with 
a suitable reagent (247, 251, 252). The C6-a- 
stereochemistry of the new substituents is en- 



Table 14.9 In Vitro Antibacterial Activity of 

Organism Pen G Meth Clox Amox 

E. coli 50->lo0 > 100 >lo0 %>lo0 
K. pneumoniae 0.5-100 >lo0 > 100 16-100 
Enterobacter sp. 50->lo0 >lo0 >lo0 12.5-100 
Citrobacter sp. >lo0 >lo0 > 100 5-> 100 
S. marcescens >lo0 > 100 >lo0 >lo0 
P. mirabilis 16-32 >lo0 >lo0 0.8->lo0 
Proteus sp (In. +) 0.4->I00 6.3->lo0 50->lo0 0.4->lo0 
P. aeruginosa >lo0 >lo0 >lo0 >64 
H. influenzae 0.08->lo0 - %>lo0 0.05->64 
B. fragilis 0.08->25 >lo0 >lo0 0.12->32 
S. aureus <0.005->lo0 0.4-2.5 0.12-2 0.05->lo0 
S. pyogenes 0.005-50 0.1-0.8 <0.03-0.06 <0.03-0.12 
S. pneumoniae 0.006-2 0.1-0.2 0.12 <0.03-4 
N. gonorrhoeae 0.003->lo0 0.05-2 0.12->64 0.01->16 

BRL- 
Ticar Pip Mecill 44154 

0.8->lo0 0.06->64 <0.4-50 1->64 
25->lo0 1->64 <0.4-> 100 &>64 
0.8->lo0 1->64 <0.4->lo0 16->64 
c1.6->lo0 1->64 0.5->I00 8->32 
&>lo0 2->64 0.8->lo0 16->64 
c1.6->lo0 0.06-64 3.2->lo0 2->64 
<1.6-100 0.06->64 1.6->lo0 %>64 
3.2->lo0 1->64 12.5>100 16->64 
0.25->lo0 <0.03-2 16->lo0 0.06-2 
<1.6->lo0 3-100 >lo0 8->64 
0.4-25 0.8-100 1.6->lo0 0.25-1 
0.2-0.8 <0.015-0.12 0.8-6.3 0.03-0.06 
1.25-2 0.015-0.06 0.8-12.5 <0.03-8 
0.02-16 0.015-1 0.03-8 - 

Temo Form 

- 

"Minimum inhibitory concentrations (range mg/L). Refs. 241,265,243, and GSK in house data. 
bAbbreviations: Pen G, benzylpenicillin; Meth, methicillin; Clox, cloxacillin; Amox, amoxicillin; Ticar, ticacillin; Pip, piperacillin, M d ,  mecillinam; Temo, temocillin; Form, 

Formidacillin. 
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sured, given that the incoming group always 
approaches from the less-hindered a-face of 
the p-lactam ring (252). 

Other methods for introduction of methoxy 
and a variety of alkyl or substituted alkyl vari- 
ations make use of diazo-intermediates (253) 
or isonitrile chemistrv (254). " 

Alternative reactive intermediates for the 
insertion of a C6-a-substituent have been gen- 
erated by way of keteneimines (255), sulfen- 
imines (256), and quinolone methide interme- 
diates (257). 

After the methoxy series a wide variety of 
the other C6-a-substituents were investigated 
on the penicillin ring system, and it was found 
that a C6-a-formamidino group with an ap- 
propiate side chain provided a series of highly 
active antibiotics (258). At the time of this dis- 
covery naturally occurring p-lactams possess- 
ing this substituent were not known. Intro- 
duction of the C6-a-formamido substituent 
followed a similar pattern to that of the me- 
thoxy group. Initially, this was obtained by 
displacement of the methylthio group from 
(41) by ammonia in the presence of a mercury 
salt, followed by formylation of the C6-a- 
amino group. Subsequently, a more direct ad- 
dition used N,N-bis trimethylsilylformamide 
(BSF) (258,259). In both the methoxy and for- 
mamido series it is also possible to generate 
the C6-amino nucleus (431, which can be ac- 

(43) X = 0CH3, NHCHO 

ylated with the appropriate side-chain acid as 
required (259). 

Other methods for the introduction of the 
formamido group make use of the N-triflu- 
oromethylsulfonylamino penicillin (44) (260) 
or the C6-a-methylsulfinyl penicillin (45) 
(261) to generate the acylimine, which is then 
trapped with BSF. 

A feature of the 6,6-disubstituted penicil- 
lins is the stability of the p-lactam ring to 
hydrolysis by p-lactamases, but usually the 

antibacterial potency is compromised in com- 
parison to the C6-a-hydrogen analogs. Only 
one derivative, temocillin (46) (2621, has pro- 

gressed to the clinic but, in spite of the pro- 
longed blood levels in humans (t,,, = 4.5-5 h), 
has found limited utility because its spectrum 
of antibacterial activity is restricted to Gram- 
negative organisms only. When the thienyl 
carboxylic acid moiety was replaced by a cat- 
echolic sulfonic acid, to give (47), the spectrum 
of antibacterial activity was expanded to in- 
clude P. aeruginosa but not the Gram-positive 
organisms (263). 

After an extensive research program (264) 
the combination of the N-acylated dihydroxy- 
phenylglycyl C6-a-formamidino group pro- 
duced formidacillin (BRL-36650, 48) (265). 
This derivative was highly potent against 



0 4 this class followed a similar story. In fact, the 
H E antibacterial activity of a metabolite produced - - 

by Cephalosporium acremonium was origi- 
nally detected in 1945 by Brotzu, an Italian 
scientist in Sardinia who isolated a strain from 
sewage outfall (270). Subsequent work by 
Abraham at Oxford resulted in the isolation 
and characterization of the active drug, in par- 
ticular c e ~ h d o s ~ o r i n  C (51) (271, 272). Con- 

- - - 

b rnonas species, and possessed some activity v ' against Streptococci but not against the Staph- 
ylococci. 

f 

5.1.3 Other Modified Penicillins. Chemical COzH 
modification of most of the other positions (Sl, 
C2, C3, and C6) of the penicillin molecule have (51) Cephalosporin C (1948) 

been reported and summarized elsewhere 
(211). More recent reports have described firmation of its structure was later obtained by 
novel 2-carboxypenam analogs T5575 (49) X-ray crystallography (273). 
and T5578 (50), in which both the C2- and Cephalosporin C (51) attracted the atten- 
C3-substituents have been changed from tion of scientists mainly because of its stability 
those of the natural penicillins (266-269). to penicillinases. Cephalosporins (52) are 
These compounds displayedpotent antibacte- characterized by a bicyclic ring system, in 
rial activity against Gram-negative organ- which the p-lactam is fused to a six-membered 
isms, including Pseudomonas aeruginosa, 
with stability to /3-lactamases generally H 1 

greater than that observed for the natural 
penicillin structure. R'"Ny&Rl o 

5.2 Cephalosporins and Synthetic Analogs: N / 

Oxacephems, Carbacephems 
0 4 

COqH 
After penicillins, cephalosporins represent the 
best-known p-lactam class. The discovery of 

- - a  

(52) cephalosporins 
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ring bearing at position 1 a sulfur atom; ox- 
acephalosporins (53), an oxygen atom; and 
carbacephalosporins (54), a carbon atom. 

the a-aminoadipic side chain at C7 (271, 272, 
274,276-280). Some variations have been iso- 
lated that have the side chain derived from 
glutaric acid (281) or 5-hydroxy-5-carboxy-va- 
leric acid (282,283). 

The natural products exhibit a low level of 
antibacterial activity. Cleavage of the amide 
bond of the aminoadipoyl side chain of cepha- 
losporin C (51) is a high yielding process (284) 
that affords 7-amino-cephalosporanic acid (7- 
ACA, 57), ideally suited for the synthesis of a 

(53) oxacephalosporins 

(57) 7-amino-cephalosporanic acid (7-ACA) 

(54) carbacephalosporins 

The isolation of the first cephalosporin was 
followed by the discovery of other natural me- 
tabolites from fungi and actinomycetes, in- 
cluding those with a C7-a-methoxy substitu- 
ent (55) (274) and a C7-a-formamido group 
(56) (275). 

5.2.1 Derivatives of C7-Aminocephalospo- 
ranic Acid. The structure of naturally occur- 
ring members of this series is characterized by 

(55) cephamycins 

(56) cephabacins 

wide range of semisynthetic cephalosporins by 
acylation of the C7 amino group. 

In cephalosporins there are two positions 
available for chemical manipulation, C3 and 
C7. A wide variety of amine acylation methods 
have been used for the production of C7- 
acylamino derivatives by the use of acyl chlo- 
rides, mixed anhydrides, active esters, and 
carbodiimides (285). To improve the chemical 
reactivity of 7-ACA (57), the solubility in or- 
ganic solvents is increased by conversion of 
the carboxylic acid at C4 of 7-ACA (57) into an 
ester such as tert-butyl dimethylsilyl, benzhy- 
dry1,p-nitrobenzyl, orp-methoxybenzyl. How- 
ever, ester derivatives of 7-ACA (57) become 
very sensitive to basic conditions and the A3 

double bond isomerizes to the unwanted A2 

isomer (286). 
Reactions at C3 have mainly involved dis- 

placement of 3'-acetate, to give substitution 
with heteroatoms, especially sulfur and nitro- 
gen (287), whereas elimination followed by 
catalytic hydrogenation (288) or acid-cata- 
lyzed reduction by use of trialkylsilanes leads 
to 3-methyl cephalosporins (285). An alterna- 
tive to the displacement of the 3'-acetoxy for 
the synthesis of 3'-heteroatom cephalosporins 
is through functionalization of a &methyl de- 
rivative of a cephalosporin sulfoxide by allylic 
bromination to the 3'-bromomethyl com- 
pound suitable for displacement reactions 
(286). Hydrolytic deacylation by base or ester- 
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CO2H 

(58) Cevhalothin (first generation) 

(59) Cefazolin (fist generation) 

C02H 

(60) Cephalexin (fwst generation) 

ase gives 3'-hydroxymethyl cephalosporins 
converted into carbamoyl 
cefuroxime (62a) (290). 

Other important intermediates are 3-ex- 
omethylene derivatives that, by ozonolysis of 

! bond, provide an entry to 
.ng a heteroatom attached 
the commercially impor- 

(291). The exomethylene 
compounds are also easily converted to 3'-bro- 
momethyl derivatives with bromine and base 

COzH 

(61) Cefaclor (second generation) 

(62a) Cefuroxime (second generation) R = H 
(62b) Cefuroxime axetil R = CH(CH3)0Ac 

(292). A summary of many of the common re- 
actions and derivatives of 7-ACA (57) is given 
in Fig. 14.7. 

5.2.2 Classification, Biological Activity, and 
Structure-Activity Relationship of Cephalospo- 
rins. Some 50 different cephalosporins are in 
clinical use or at an advanced stage of develop- 
ment (241, 285, 293, 294) and many attempts 
have been made to classify these based on sta- 
bility to p-lactamases, potency, antibacterial 
spectrum, and pharmacological properties. 
The most common approach has been to divide 
the group into various generations primarily 
based on their antibacterial spectrum, with 
both parented and oral agents being covered 
(285,295,2961, and also on their level of chem- 
ical sophistication. First-generation deriva- 
tives such as cephalothin (58) (297), cefazolin 
(59) (298), and the orally absorbed cephalexin 
(60) (299) possess activity against Gram-posi- 
tive bacteria, but a relatively narrow spectrum 
against Gram-negative strains attributed in 
part to their susceptibility to p-lactamases. 

Second-generation compounds such as cef- 
amandole (63) (300) and cefuroxime (62a) 
(301) have a broader spectrum of activity, with 
enhanced activity against H. influenzae and 

(63) Cefamandole (second generation) 
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RNH 

SR1 

RNH esters N-acyl derivatives 
ref. 285 RNH 

co2- 
RNH 

RNH 

R = H or acyl 
ref.291 \ RNH ref.291 C02H 

RNH 

Figure 14.7. Summary of some common reactions and derivatives of 7-ACA. 

the Enterobacteriaceae resulting from an in- 
creased stability to p-lactamases. Oral agents 
in this group are cefaclor (61) (302) and the 
axetil ester of cefuroxime (62b) (303). The 
highly p-lactamase stable cephamycins such 
as cefoxitin (64) and cefotetan (65) are also 

(64) Cefoxitin (second generation) 

included in this group and show excellent ac- 
tivity against Bacteroides fragilis (300,304). 

The third-generation cephalosporin com- 
pounds, which originated with cefotaxime (66) 

(305, 306), have a broader spectrum of activ- 
ity, especially against the Enterobacteriaceae. 
They show several important advantages over 
the first- and second-generation compounds, 
including increased resistance to many plas- 
mid and chromosomally mediated p-lactam- 
ases (296). Ceftriaxone (67) (305, 307) is an 
example that has a very prolonged half-life 
(t,, = 7-8 h in humans), making it suitable 
for once-daily administration. Compounds 
such as cefoperazone (68) (308) and ceftazi- 
dime (69) (309) show improved activity 
against Pseudomonas aeruginosa, which is 
also a predominant feature of cefsulodin (70) 
(305,310). The only oral agent of this group is 
cefixime (71) (311). The third-generation 
cephalosporins show potent anti-Gram-nega- 
tive but modest anti-Gram-positive activity, 
being inferior to the first-generation agents in 
this respect, and like the majority of cephalo- 
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(65) Cefotetan (second generation) 

sporins described so far, show no activity 

0CH3 
against methicillin-resistant Staphylococci 
(MRS) (296). 

Compounds such as cefpirome (72) (312) 
and cefepime (73) (3131, and others undergo- 
ing clinical development (314,315), constitute 

OAc examples of the fourth-generation cephalospo- 
H2N rins (285), which show some slight further ad- 

C02H vantages. However, although recent research 

(66) Cefotaxime (third generation) 
effort in the cephalosporin field has identified 
new derivatives able to treat methicillin-resis- 
tant Staphylococcus aureus strains (see Sec- 

(67) Ceftriaxone (third generation) 

(68) Cefoperazone (third generation) 
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(69) Ceftazidime (third generation) 

tion 6.1.1), problems with extended-spectrum 
p-lactamases (ESBLs) still undermine their 
potential use as broad-spectrum agents. 

Table 14.10 shows a comparison of the in 
vitro antibacterial activities of representative 
cephalosporins of these groups. 

Ultimately, the biological activity of the 
cephalosporins depends on their affinity and 
interaction with the target enzymes (PBPs). 
However, many other factors such as penetra- 
tion to the target site, p-lactamase stability, 
pharmacokinetic parameters, and metabolic 
stability will all influence the final antibacte- 
rial effectiveness of these agents. Most struc- 
ture-activity relationships (SARs) have been 
derived from in vitro activities against whole 
cells by use of MIC values to compare struc- 
tural variations. 

Major factors influencing these properties 
result from changes in the C7-acylamino sub- 
stituent or C3 variations, although virtually 
all positions of the cephalosporin nucleus have 
been modified (2961, as illustrated in Fig. 14.8. 

Several highly active derivatives have re- 
sulted from replacement of the sulfur atom 
with oxygen or carbon or by transposition of 
the heteroatom from position 1 to position 2 
("isocephem" derivatives), whereas substitu- 
tion at C7 strongly affects p-lactamase stabil- 
ity. 

co; - 
(71) Ceffime (third generation) 

A large number of acyl groups have been 
introduced at C7 and showed significant 
changes in both potency and spectrum of ac- 
tivity (285). Introduction of the aminothiazole 
group improves the activity against Grarn- 
negative strains (316), and in combination 
with the syn oximino grouping confers resis- 
tance to p-lactamases (317). The nature of the 
C3-substituent predominantly influences the 
pharmacokinetic and pharmacological proper- 
ties but also the antibacterial activity. Thus 
C3 methyl compounds with a C7 phenylgly- 
cine side chain are orally absorbed, whereas 
C3 vinyl derivatives, even with the C7 oximino 
side chain, also show promise as oral agents 
(285). Some interesting synthetic methodolo- 
gies have been developed for these vinyl coh- 
pounds by use of allenyl azetidinone interme- 
diates and a variety of organometallic 
reagents (318, 319). 

The synthesis of potent antipseudomonal 
p-lactam derivatives can be achieved by intro- 
ducing siderophore-like moieties that allow 
the antibiotic to use the tonB transport sys- 
tem, overcoming in that way the mechanism 
of resistance caused by a reduced permeation 
barrier. In general, siderophores are high af- 
finity iron-binding compounds that the bacte- 

co2 - 
(70) Cefsulodin (third generation) 
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O" "~""'0 COz - 

(72) Cefpirome (fourth generation) 

(73) Cefepime (fourth generation) 

ria release in their surroundings (320, 321). 
These bacterial products, which are capable of 
chelating ferric iron, are actively transported 
into the bacteria. 1 1 1 1 1 1 ~ ~ ~ .  Ry 

Catechol groups have been used to enhance 
the activity, particularly against Pseudomo- 0 
nus aeruginosa, and many examples have 
been described (294). The effect of the catechol 
group seems to be similar irrespective of 
whether it is incorporated in the C7 acylamino 
side chain, as in M-14659 (74) (322), or the C3 )=. 0 
position, as illustrated by (76) (323). Notewor- HzN 

N / 
0 

thily, BRL-57342 (75) has been described 
(324), which not only exhibits antipseudomo- s 4 a y ~  COzH 
nal activity but also retains some anti-Gram- 
positive activity that is an unusual feature for 
cephalosporins bearing a catechol group. Evi- 

N=(c02H 

dence has been presented to show that these 
' N 

compounds penetrate into the cell through use (74) M-1.669 R =  
.' the bacterial tonB-dependent iron-trans- 
)art system (325,326). 

Other examples of cephalosporin deriva- CH3 
tives bearing a catechol moiety are GR69153 
(77) (327) and KP-736 (78) (328). However, it (75) BRL 57342 R = 
is very common that bacteria can very rapidly 
develop resistance to siderophore-like drugs. 



Table 14.10 Antibacterial Activity ( m a )  of Some Representative Cephalo~porins".~ 

CEX CFL CFM 
Organism CET CEZ (0s) CMD CXM (0s) CTX CTR CAZ (0s) CPR CPM 

E. coli 4->64 2->I28 4->I28 1-32 1-8 1->I28 0.03-1 0.12-1 0.12-1 0.4-32 0.03-0.25 0.02-1 
K.pneumoniae 4->I28 .%>I28 4->I28 0.5->I28 2-4 1->I28 0.03-0.12 0.06-0.12 0.06-0.25 0.05-0.4 0.06-NA 0.01-2 
Enterobacter sp. >I28 >I28 >I28 32->I28 16->I28 >I28 0.12->64 0.25-NA 0.25->64 64->lo0 0.124 0.01-32 
Citrobacter sp. 64 >I28 >I28 8 8 > 128 0.25 0.5 0.5 64->lo0 0.12 0.01-0.5 
S. rnarcescens > 128 >I28 >I28 >64 64->I28 >I28 0.12->64 0.25-NA 0.12-2 2-100 0.124 0.03-3.2 
P. mirabilis 2-4 4-8 8 1-2 1-2 1 0.03 0.03-NA 0.06 0.05 0.03-NA 0.02-0.25 
Proteus sp. (In +) >I28 >I28 >I28 8 8 > 128 0.12 0.12 0.12 NA 0.25 NA 
P. aeruginosa >I28 >I28 >I28 > 128 > 128 > 128 32->I28 32-64 2-16 NA 4-16 0.5-16 
H. influenzae 4 8 8 1->81->8 0.5 1-2 0.03-0.06 0.03-0.06 0.12 0.12 0.03 0.02-0.06 
B. fragilis 64 64 64 64 32 >I28 32 64 64 NA 32 %>I25 
S. aureus 0.25-0.5 0.25-1 2 4  0 .51  1 14 2 4 4 4  8->lo0 0.5 1 4  
S. pyogenes 0.12 0.12 0.5 0.06 0.03 0.25 0.03 0.03 0.12 0.2 0.03 <0.01-0.06 
S. pneumoniae 0.12 0.12 2 0.25 0.12 1 0.12 0.25 0.25 0.4 0.12 0.014.25 
N. gonorrhoeae 0.5 0.5-2 2 0.5 0.06 0.12-0.5 <0.01-0.03 <0.01-0.01 0.064.12 NA <0.01 <0.01-0.06 

"Refs. 241, 311,313. 
bAbbreviations: CET, cephalotin; CEZ, cefazolin; CEX, cephalexin; CMD, cefamandole; CXM, cefuroxime; CFL, cefaclor; CTX, cefotaxime; CTR, ceftriaxone; CAZ, ceftazidime; 

CFM, cefmime; CPR, cefpirome; CPM, cefepime. 
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Substituent 
/ 

Sulfur replacement (0,C) 
I 

H .J / Substitution or replacement (O,S,N) 
' J 

,,/R c3 or c r  variations 
Acylamino 0 4 
substituents 

COzH - Esters, pro-drugs, acid isosters 

Figure 14.8. Structural variations of the cephalosporin ring system. 

5.2.3 The Total Synthesis of Cephalosporin 
C. Intermediates such as (79) (329,330) have 
been used to provide the cephalosporin lac- 
tone ring system (80) and deacetylcephalothin 
(331). Later, by use of a [2 + 21 cycloaddition 
reaction between the thiazine (81) and the 
ketene derived from azidoacetyl chloride, the 
total racemic synthesis of cephalothin was 
achieved (332-334). 

To date, however, the only complete syn- 
thesis of cephalosporin C is that described by 

Woodward in his Nobel lecture of 1965 and 
published in 1966 (335, 336) (Figs. 14.9 and 
14.10). Protection of the nitrogen, sulfur, and 
carboxylic acid of L(+) cysteine (82) provided . 
the cyclic intermediate (83). Introduction of 
the hydrazino group gave (84) that, by oxida- 
tion with lead tetracetate and treatment with 
sodium acetate, was converted into the trans- 

\ hydroxy ester (85). Formation of the mesylate, 4 
inversion of the stereochemistry by displace- 
ment with azide, and reduction provided the 
cis-amino ester (86) that gave the key p-lac- 
tam intermediate (87), of which, on cycliza- 
tion, the absolute stereochemistry was con- 
firmed by X-ray crystallography. 

This p-lactam derivative was reacted with 
dialdehyde (88) in a Michael addition manner 
to yield (89). Treatment with trifluoroacetic 
acid removed both nitrogen- and sulfur-pro- 
tecting groups and resulted in cyclization to 
the cephalosporin precursor (go), in which the 
amino group was then acylated with the suit- 
ably protected D-a-aminoadipic acid side 
chain, forming (91). Reduction, acetylation, 
and equilibration provided the cephalosporin 
C ester (92), from which the protecting groups 
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RNH 

H 0 2 ~ &  

0 

RNH 

were removed with zinc and acetic acid to give 
the free acid (93), which was identical to a 
sample of authentic material. 

5.2.3.1 The Penicillin Sulfoxide-Cephalo- 
sporin Conversion. Early work on the chemis- 
try of penicillin sulfoxide by Morin (337) dem- 
onstrated the thermal rearrangement of (94) 
in the presence of acid to the deacetoxycepha- 
losporin ring system (96). Speculation that 
this transformation occurred through the 
sulfenic acid intermediate (95) was later con- 
firmed by its isolation in a crystalline form 
(338). The rearrangement of (94) to (96) af- 
forded an attractive route to cephalosporins 
lacking the C3-acetoxymethyl group of the 
natural derivative, starting from a relatively 
cheap chiral starting material while retaining 
the stereochemical integrity of the p-lactam 
ring. The chemistry of the penicillin sulfoxides 
and their use for the interconversion of p-lac- 
tam antibiotics have been extensively re- 
viewed by Cooper and coworkers (339-341). 
Here is reported only the process leading to 
the commercially available cephalexin (60) 
and cefaclor (61) (Fig. 14.11). 

In the case of cephalexin (62) the trichloro- 
ethyl ester of penicillin V sulfoxide (94) was suc- 
cessfully rearranged to the deacetoxycephalos- 
porin, followed by cleavage of the C7 side chain 
and acylation with a suitably protected D-a- 
phenylglycine. Removal of the amine- and ac- 
id-protecting groups gave a synthesis that 
could be adapted for the production of cepha- 
lexin (62) on a multikilogram scale (342). The 



History and Discovery 

x 
BOCN BOCN x S 

H2NwsH (i), (ii), (iii) )is - (iv) 

H02C CH302C 

x 
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s 

- (vii), (viii), (ix) 

CH302C NH2 
ps 

CH302C b~ 

Reagents: (i) acetone; (ii) BOCCI, pyridine; (iii) CH 2N2; (iv) Me02CN = NC02Me; (v) P ~ ( O A C ) ~ ;  

(vi) NaOAc, MeOH; (vii) MeS02CI, DIPEA; (viii) NaN3; (ix) AIIHg; (x) triisobutylaluminium. 

Figure 14.9. Woodward's synthesis of cephalosporin C. 

(ii) RNHp> (iii) [ 
0 CHO 

(91) R = 

CO2CH2CCI3 0 

Ri 0zC "A vii) c (92) R1 = CH2CCI3, R2 = CO2CH2CCI3 

hl / OAc 
0 (93) R1 = R2 = H 

C02R1 

Reagents: (i) 80°C; (ii) CF3C02H; (iii) acylation; (iv) diborane; (v) Ac20, pyridine; 
(vi) pyridine; (vii) Zn, CH3C02H. 

Figure 14.10. Woodward's synthesis of cephalosporin C. 
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synthesis of cefaclor (59) stems from work 
that showed that penicillin sulfinyl chlorides 
(97) generated from (94) afforded 3-exometh- 
ylene cepham sulfoxides (98) on treatment 
with tin chloride (IV) or other Lewis acids 
(343). Reduction of the sulfoxide and ozonoly- 
sis of the double bond gave the C3-hy- 
droxycephem, which was converted to the cor- 
responding chloride. Side-chain exchange and 
deprotection provided a viable synthesis of ce- 
faclor (59) (291). 4-Arylsulfonylthioazetidin- 
4-ones (99) have been efficiently converted 
(yields of 70-90%) to 3-chloromethyl cephalo- 
sporins (101) through an electrolytic ene-type 
chlorination to (100) and subsequent base- 
catalyzed ring closure (344). This procedure 
has provided the basis for the successful devel- 
opment of a commercially viable process for 
the synthesis of the key cephalosporin inter- 
mediate 7-amino-3-chloromethyl-3-cephem-4- 
carboxylic acid, p-methoxybenzyl ester (ACLE), 
as well as other derivatives, by the Otsuka 
Chemical Company of Japan. Variations of the 
process have also afYorded 3-hydroxy cephalo- 
sporins (345). 

5.2.4 C7-a-Substituted Cephalosporins. In 
1971 two naturally occurring cephalosporins 
possessing a C7-a-methoxy substituent were 
isolated from a Streptomyces strain, and 

shown to be C7-a-methoxycephalosporin C 
(102) and the C3-carbamate (103) (274). 

Subsequently, several further examples of 
this type of natural product were discovered 
and characterized (285, 346). All possess the 

(D)-a-aminoadipic acid side chain but differ in 
the nature of the C3-substituent. Interest in 
this class of compounds arises primarily from 
their intrinsically higher resistance to hydro- 
lysis by p-lactamases. Collectively, they have 
been called the cephamycins and their chem- 
istry and biology have been comprehensively 
reviewed (248). Later, a range of C7-a-me- 
thoxylated cephalosporins (104), of bacterial 
origin possessing oligopeptide side chains at C3 
and known as the cephabacins-M, have been 
reported (347). In addition, a new structural 
class incorporating a C7-a-formylamino sub- 
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(104) Cephabacins-M X = 0CH3 
(105) Cephabacins-F X = NHCHO 

stituent (105) has been isolated (275, 348, 
349). These have been named as the 
cephabacins-F or alternatively as the chitino- 
vorins A-D (275, 349,350). 

5.2.4.1 C7-a-Methoxylated Derivatives. As 
with the cephalosporins, the first area of SAR 
to be investigated was the replacement of the 
a-aminoadipic acid side chain with other 
acylamino variations. Methods involving acyl- 
exchange reactions (351) and removal of the 
side chain using imines and imidoyl chlorides 
(352-354) or through an oxamic acid deriva- 
tive (355) have all been described, together 
with the effect on antibacterial activity (248). 
Numerous approaches have been directed to- 
ward the chemical introduction of the 7a-me- 
thoxy, and other substituents into the cepha- 
losporin ring system (248). Many have also 
found application in the penicillin field (Sec- 
tion 5.1). Of the range of groups introduced, 
however, it is the methoxy and recently the 
formamido group that have been found to pro- 
vide the best combination of stability to @-lac- 
tamases and antimicrobial potency (356,357). 

Although initial approaches to methoxyla- 
tion used C7-diazo cephalosporins (253), as in 
the penicillins, the most widely used methods 
rely on addition of methoxide to acylimine in- 
termediates such as (106) (3581, sulfenimines 

(106) R1 = RCO 
(107) Rl = RS 

(107) (256), or ketenimines (359). Addition to 
the quinone methide derivative (108) is a 
method that has found application in the syn- 
thesis of cefmetazole (109) (360, 3611, a semi- 
synthetic cephamycin. 

(109) Cefmetazole 

Again, in a manner similar to that of the 
penicillins, an alternative approach to acyli- 
mine formation uses carbanion formation a to 
the p-lactam carbonyl followed by reaction 
with an electrophile, to give a substrate suit- 
able for the introduction of the methoxy 
group. Thus, generation of the anion from the 
Schiff base (110) and reaction with methyl 
methanethiosulfate gave the corresponding 
C7-a-thiomethyl cephalosporin (Ill), which 
can be converted to the acylamino derivative 
(112). Solvolysis in methanol in the presence 
of mercury salts then leads to C7-a-methoxy 
cephalosporin (251). 
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H It series. Acylation provides (115), from which 

R3TNF> 

the methylthio group can be displaced with 
ammonia in the presence of a mercury salt 

N / followed by formylation and acid deprotection, 
0 R2 to give the appropriate C7-a-formamido ceph- 

COzR1 alosporin acid (116). Alternatively, the form- 

Factors related to the methylthiolation of 
cephalosporins have been extensively studied, 
particularly by workers at Squibb (362). Ap- 
proaches to the total synthesis of methoxy- 
lated cephalosporins have been described by 
Merck researchers (332-334) and Kishi (363). 
The first member of this group to be used clin- 
ically was cefoxitin (64), which is very stable to 
p-lactamases, whereas the carbamoyl group 
provides stability to esterases (300). Cefoxitin 
(64) has a fairly broad spectrum of activity, 
including anaerobic bacteria such as Bacte- 
roides fragilis, a common pathogen resulting 
from abdominal surgery (364). Examples of 
newer cephamycins having a C3-N-methyltet- 
razolylthiomethyl substituent are cefmetazole 
(109) (361, 365) and cefotetan (65) (304), re- 
ported as showing improved Gram-positive ac- 
tivity or pharmacokinetic properties over 
those of cefoxitin (64). 

5.2.4.2 C7-a-Formamido Derivatives. Be- 
fore the discovery of the natural products, the 
Beecham group had already shown the utility 
of the formamido substituent with the synthe- 

t sis of several highly active, p-lactamase stable 
CGIC7-a-substituted penicillins and cephalo- 

i sporins (258, 259). One of the initial ap- 
f proaches to the conversion of the unsubsti- 

tuted cephalosporin ring system into the 
, formamido nucleus was by way of (114), 
: readily available from work on the methoxy 

amido group can be introduced directly by 
treatment of (115) with N,N-bis(trimethy1si- 
1yl)formamide in the presence of mercuric ac- 
etate (259, 366). 

Other methods for incorporating the form- 
amido substituent have been reported (260, 
261), as well as high yielding "one-pot" large- 
scale preparation of the formamido nucleus by 
use of silyl protection and quinone methide 
methodology (367). 

In a series of structure-activity studies 
varying both the C7-acylamino side chain and 
C3-substituent it was demonstrated that the 
formamido cephalosporins in many cases 
showed advantages over the cephamycins in 
conferring high p-lactamase stability without 
compromising antimicrobial activity (368, 
369). In particular the catecholic derivative 
(118, BRL 41897) was identified as a broad 
spectrum agent active against both Gram-neg- 
ative and Gram-positive bacteria with high po- 
tency against Pseudomonas aeruginosa, and 
which reached the stage of single dose volun- 
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teer studies, before adverse toxicological ef- 
fects caused its withdrawal from development 
(370). 

5.2.5 Oxacephalosporins (1 -0xadethia- 
cephems). The synthesis of l-oxadethiaceph- 
3-em-4-carboxylic acids (1-oxacephems) was 
initially carried out by the Merck group in 
1974 with the synthesis of racemic l-ox- 
acephalothin (119) (371). This showed activity 
comparable to cephalothin (58) itself. 

Subsequent examples also demonstrated 
the potential utility of these nonnatural 1-oxa 
analogs over the natural cephalosporins (372- 
375). Extensive SAR studies by the Shionogi 
group led to the identification and develop- 
ment of moxalactam (latamoxef, 120) as a 
broad-spectrum clinical agent equal to or bet- 
ter than many third generation cephalospo- 
rins (376). However, moxalactam possesses 
poor activity against S. aureus, while the man- 
ifestation of side effects, including problems 
associated with blood clotting due to de- 
creased vitamin K synthesis, have consider- 
ably restricted its clinical use (377, 378). Fur- 

(120) Moxalactam 

R=HO'o, / Rl=CH3 

- - - 
E O ~ H  

(121) Flomoxef R = FzCHSCHz 
R1 = CH2CH20H 

ther studies identified flomoxef (121) with 
improved Gram-positive activity as an agent 
to overcome these problems (379). 

The identification of moxalactam (120) and 
flomoxef (121) as clinical candidates led to an 
intensive effort by Shionogi to establish a ste- 
reocontrolled, commercially viable process for 
the production of the compound, and other 
1-oxacephems. The culmination of this effort 
can be illustrated (Fig. 14.12) by the conver- 
sion of the readily available penicillin nucleus 
(6-APA) to the 1-oxacephem nucleus (129) 
used for the production of both moxalactam 
(120) and flomoxef (121) (378,380). 

Protection, oxidation, and epimerization of 
the benzoyl derivative of 6-APA (122) readily 
gave the epipenicillin P-sulfoxide (1231, which 
was converted to the key epi-oxazolinone aze- 
tidinone intermediate (124). Transformation 
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( (ii) - (iii) 

(vii), (viii) 1 

(xi),(xii),(xiii) 1 
Moxalactarn (120) 

Flomoxef (1 21) 

Reagents: (i) UPh3P; (ii) C12/Base, (iii) I2/CuO/DMSO/H20; (iv) BF3-Et20; (v) C12Ihv; (vi) DBN; 
(vii) t-BuOCI/LiOMe; (viii) H+; (ix) Na2S203; (x) NaS-Tetrazole; (xi) PC15/Pyridine; (xii) MeOH; (xiii) Acylation. 

Figure 14.12. Conversion of penicillin to 1-oxacephems. 

to the allylic alcohol (125) was followed by 
Lewis acid catalyzed cyclization to the ox- 
acepham ring system (126), and then photo- 
chemical halogenation to the chloromethyl 
1-0x0-cephem ester (127). Introduction of the 
methoxy group and appropriate tetrazole sub- 
stituent afforded (128). Deacylation then gave 
in high overall yield the ester (1291, which is a 
suitable substrate for conversion to moxalac- 

tam (120) or flomoxef (121) on a commercially 
viable scale. A range of 2-methyl analogs (e.g., 
130) have been reported but no clinical candi- 
dates were selected (381). 

Subsequent to the discovery of the C7-a- 
formamido-substituted cephalosporins the 
synthesis of a series of analogous 1-oxacephem 
antibiotics was described (370). Many of these 
show a level of antibacterial activity and P-lac- 
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tamase stability comparable to that of moxa- 
lactam or cephalosporins such as ceftazidime 
(23) (382). 

5.2.6 Carbacephalosporins (Carbacephems). 
Another series of nonnatural cephalosporins 
of recent interest are the 1-carbacephems, 
particularly with the discovery of the oral 
compound loracarbef (131), which has a spec- 

(131) Loracarbef 

trum of activity similar to that of cefaclor, but 
with greater chemical stability, a longer half- 
life, and better oral absorption (383,384). The 
additional chemical stability conferred by the 
carbacephem nucleus has been further dem- 
onstrated by the synthesis of directly linked 
quaternary derivatives such as (132), which 
have not been reported in the cephalosporin 

series (385). The Lilly group has also described 
detailed SAR leading to the identification of 
agents, exemplified by (1331, with activity 
against methicillin-resistant Staphylococci 
(386). 

5.3 Penems 

Penems, unlike penams, carbapenems, and 
cephalosporins (Section 5.5), have not been 
found in nature. However, penem develop- 
ment has clearly been influenced by the struc- 
tures of closely related p-lactam natural 
products. In fact, when first described by 
Woodward, penems were viewed as hybrid 
molecules that combined the chemical struc- 
tural features responsible not only for p-lac- 
tam reactivity of penams and cephalosporins 
(387) but also, so they hoped, for their biolog- 
ical properties. 

5.3.1 Synthesis 
5.3.1.1 Woodward's Phosphorane Route. 

The first penem synthesis to be described was 
that of the 6-phenoxyacetamido penem (140) 
(Fig. 14.13) (387, 388). The strategy adopted 
involved a semisynthetic approach based on 
the penicillin derived Kamiya disulfide (134) 
and employed an intramolecular Wittig reac- 
tion as the key step (135 to 139) in the forma- 
tion of the fused thiazoline ring system. The 
demonstration of antibacterial activity for the 
penem (140), despite its limited stability, led 
to a proliferation of studies on this new p-lac- 
tam system. 

5.3.1.2 Extension of the Phosphorane Route. 
Although alternative routes have been devel- 
oped (Section 5.3.1.3), the most versatile 
routes to penems remain those involving the 
phosphorane strategy or closely related meth- 
ods involving 2,3-double bond formation. To- 
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tal synthesis embodying this strategy has been 
used to prepare a range of 2- and Bsubstituted 
racemic penems. Nucleophilic displacement of 
the acetate function of 6acetoxyazetidinone 
(141) (389) provided azetidinones (142-144) 
that were elaborated to give the penems (145) 
(390), (146) (391), and (147) (392). 

Similar treatment of &substituted (or di- 
substituted) acetoxyazetidinones provided ex- 
amples of Zsubstituted 6-alkyl and 6,6-dialkyl- 
penems (393). Acetoxyazetidinone (141) also 

provided the starting point for the preparation 
of the racemic mixture (148) of a penem con- 
taining the l-hydroxyethyl substituent found in 
the naturally occurring carbapenems (394). The 
demonstration that, in common with the car- 
bapenems, maximal antibacterial activity re- 
sided in the racemate with the tmns-6-[l(R)-hy- 
droxyethyll group together with the earlier 
indication that it was also associated with 5(R)- 
stereochemistry (395), provided the impetus for 
the development of routes to c h i d  penerns. 

1 (iii) 

(139) R1 = PNB (p-nitro-benzyl) 
(viii) 

(1 38) 

(140) R1 = H R = PhOCH2CONH 

Reagents: (i)  Ph3P, Ac20, AcOH, Pyridine; (i i )  03 ;  ( i i i )  MeOH; (iv) p-nitro-benzyl glyoxylate ethyl 
hemiacetal; (v) SOCI2, base; (vi) Ph3P, base; (vii) A, Toluene; (viii) H 2, PdlC. 

Figure 14.13. Woodward's synthesis of penems. 
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(141) R = OAc 
(142) R = SCOCH3 
(143) R = SC(=S)SEt 
(144) R = SC(=S)OEt 

(145) R = CH3 
(146) R = SEt 
(147) R = OEt 

A publication describing the stereochemi- 
cal outcome of alcohol condensations of the 
readily available 6,6-dibromopenicillanates 
(149) with acetaldehyde (3961, made them at- 
tractive starting materials for the synthesis of 
chiral6-(1-hydroxyethyl) penems (Fig. 14.14). 

Reductive removal of the halogen atom of the 
major product (150), having the desired 8(R) 
stereochemistry, provided the (5R,6S,8R) pe- 
nam (151). A number of strategies have been 
developed for opening the thiazolidine ring of 
the suitably protected penams (151) to give 
intermediates suitable for elaboration to pen- 
ems. For example, chlorinolysis of (151) pro- 
vided access to the chloro azetidinone (152) 
(397), whereas cleavage using mercuric ace- 
tate gave the acetoxy azetidinone (153) after 
oxidative removal of the nitrogen substituent 
(398). Reaction of either (152) (397) or (153) 
(399) with sodium trithiocarbonate proceeded 
with retention of configuration to give azetidi- 

nones (154), which were converted to the de- 
sired trans-8(R)-penems (155). In these stud- 
ies it was noted that the high temperatures 
required to cyclize the intermediate phos- 
phoranes was also responsible for a novel C5- 
epimerization of the penem, possibly involving 
the intermediacy of a betaine leading to the 
unwanted cis-penems (156) (399). 

Other methods for the cleavage of the thia- 
zolidine ring of penicillanates retaining the 
stereochemistry of the carbon bearing the sul- 
fur atom, to produce suitable intermediates 
for penem synthesis, have been described. Sil- 
ver-assisted cleavage afforded mercaptides 
(400), whereas the sulfenic acids generated by 
the thermolysis of peniciIlanate sulfoxides 
have been trapped by acetylenes (401) and thi- 
01s (402). Most of the more efficient synthesis 
reported use the commerciallv available tert- 
butyldimethylsilyl protected acetoxy azetidi- 
none (153), which is prepared by total synthe- 
sis. 

5.3.1.3 Alternative Methods for the Synthe- 
sis of Penems. Figure 14.15 summarizes the 
more widely applicable alternative strategies, 
which have been used to synthesize penems 
(163). Although demonstrated, syntheses in- 
volving S-C2 and N-C3 ring closures have been 
little used. The diazoketonelcarbene insertion 
route widely used for the synthesis of carba- 
penems has not been demonstrated for pen- 
ems (see Section 5.5) (403). In fact, lack of 
reactivity appears related to the interaction of 
the sulfur atom with the carbenoid derived 
from the diazo species. 

The reactivity of the oxalimide carbonyl 
group provides two useful alternatives to the 
original phosphorane route for the formation 
of the 2,3-double bond. Treatment of thio- 
esters (160a) (404,205) and trithiocarbonates 
(161a) (405, 406) with trialkylphosphites at 
high temperatures gave the corresponding 
carbon- and sulfur-substituted penems (163). 
In a detailed study (407) it was demonstrated 
that for the thioesters, carbene generation 
and interception gave the intermediate tri- 
alkoxyphosphoranes (160b), which under- 
went Wittig-type cyclization. In contrast, it 
has been proposed that cyclization of the tri- 
thiocarbonates proceeds through insertion of 
the carbene into the more reactive thiocar- 
bony1 group, to form a tricyclic episulfide 
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Figure 14.14. Synthesis of c h i d  penems. 

(1621, which is readily desulfurized to give the 
penem (163) (405, 406). The lower tempera- 
tures and shorter reaction times required for 
cyclization of trithiocarbonates, by use of this 
procedure, avoided the C5 epimerization expe- 
rienced with the conventional phosphorane 
route. The high reactivity of the oxalimide car- 
bony1 has also been exploited in the cyclization 
of "inverse phosphoranes" of the type (161b) 
(408). Sulfur-C5 bond formation was em- 
ployed for the synthesis of the first examples 
of 2-aryloxy penems (163, Y = OAryl) (409). 

Stereospecific cyclization of an intermedi- 
ate of the type (158), in which the leaving 

group (Z) was chlorine, proceeded with inver- 
sion of configuration to give the 5 (R)-penem' 
(163). Ring contraction of Pthiacephems of 
the type (157) has been the subject of exten- 
sive studies (410). The unpredictable stereose- 
lectivity of desulfurizations that use phospho- 
rus (111) reagents was overcome by oxidation 
to the 1,l-dioxides, which underwent ste- 
reospecific thermal desulfonylation to give the 
corresponding 5-(R)-penems. Despite this, it 
was concluded that the route offered no prac- 
tical advantage over routes that used 2,3-dou- 
ble bond-forming strategies. Penems possess- 
ing leaving groups at the two positions have 
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7 " C02R3 6~+ (16ob) x = 0, 
R1 = Alkyl, OAryl - 

(1 60b) X = P ( 0 A l k ~ l ) ~  R2, R3 = Protective groups 

Figure 14.15. Alternative methods for the synthesis of penems. 

proved to be useful intermediates for the syn- 
thesis of a large number of analogs. Regiose- 
lective oxidation of the sulfide provided 2-eth- 
ylsulfinylpenems [(159), Z = S(O)Et], which 
underwent displacement reactions with thio- 
lates, to give a range of thiosubstituted pen- 
ems (411). In a conceptually similar approach, 
mines  have been shown to displace phenolic- 
leaving groups from penems of the type (159) 
(Z = OAr) to provide a general route to 2-sub- 
stituted aminopenems (163, Y = NHR,) (412). 

Later, the generality of this approach has 
been realized with the demonstration of dis- 
placement of the triflate group of penems 

(159, Z = OSO,CF,) by thiolates and cu- 
prates, to give both sulfur- and carbon-substi- 
tuted penems (413). 

5.3.2 Biological Properties. Unlike the an- 
tibacterially inactive penicillanic and cepha- 
losporanic acids, the 6-unsubstituted penems 
exhibited good activity against Gram-positive 
bacteria but displayed more modest potency 
against Gram-negative strains (390). Penems 
such as (140), incorporating a 6p-acylamino 
side chain, were of limited stability and 
showed only weak antibacterial properties 
(388). In contrast to methoxylation, 6a-meth- 
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ylation of (140) improved stability, although 
: the compound still exhibited only weak anti- 

bacterial activity (414). Similarly, 6a-meth- 
I ylpenems were also reported to be more stable 

than the methoxy analogs, whereas 6,6-dial- 
kylpenems have been shown to be extremely 
stable but devoid of antibacterial activity 
(415). 

Incorporation of the 1(R)-hydroxyethyl 
moiety found in the naturally occurring car- 
bapenem thienamycin proved crucial for pro- 
viding penems with broad-spectrum of activ- 
ity and stability to p-lactamases. As with the 
carbapenems, activity was markedly affected 
by the relative stereochemistry at the three 
chiral centers. Further evaluation of the com- 
ponents within the racemic mixture of penems 
(148) revealed that the trans-8(R)-isomer was 
20- to 30-fold more potent than the trans-8(S)- 
isomer, with the two cis-isomers being of in- 
termediate potency (416). The same study 
showed that removal or alkylation of the 8-hy- 
droxy group resulted in loss of p-lactamase 
stability and reduced potency against non-p- 
lactamase-producing bacteria. Increased bulk 
resulting from an additional methyl group or 
substitution of the C8-methyl group was not 
tolerated; 6-hydroxy-isopropyl-, 6-(1-hydroxy- 
1-propy1)-, and 6-(1-hydroxy-2-phenylethy1)- 
penems were all devoid of useful antibacterial 
activity (417). With the exception of the 6-(sub- 
stituted) methylenepenems, which showed po- 
tent p-lactamase inhibitory properties (Sec- 
tion 5.71, all the penems that have progressed 
have 5(R),6(S),8(R)-stereochemistry. The rel- 
atively less demanding nature of the 2-sub- 
stituent is amply demonstrated by the wide 
range of 6-(1-hydroxyethyl) penems, which 
have been described as having potent antibac- 
terial activity. Typically, these compounds 
show excellent activity against Gram-positive 
bacteria including p-lactarnase-producing 
strains, whereas activity against Gram-nega- 
tive organisms is more modest and generally 
not as good as that seen with carbapenems. 
Except for compounds possessing a basic 
amino function in the 2-substituent, penems 
are devoid of useful activity against Pseudo- 
monas species (418). Changes in 2-substitu- 
ents are often accompanied by changes in sus- 
ceptibility to p-lactamase and human renal 
dehydropeptidase-1 enzymes as well as phar- 

macokinetics (e.g., oral absorption); these 
properties have proved important in the selec- 
tion of candidates for progression. 

Table 14.11 lists some of the compounds 
that have been selected for development as po- 
tential antibacterial agents. some of these 
penems [e.g., SCH 29482 (164) and faropen- 
ems (169, SUN 5555)l have oral absorption - 
properties as acids, whereas others [e.g., riti- 
penem (166, FCE 22101)l have required the 
use of the prodrug approach to give good blood 
levels by this route. 

However, development of the orally active 
p-lactam antibiotic SCH 29482 (164) has been 
discontinued by Schering-Plough because of 
an odor problem (427). This compound was in - - 
Phase I1 studies for treatment of gonorrhea, 
pneumonia, and UTI in the United States, 
United Kingdom, Ireland, and other Euro- 
pean markets. In humans, it was rapidly ab- 
sorbed when administered orally, with half- 
life of 1.5-2 h. No significant clinical or - 
biochemical changes were seen. It was highly 
active (MIC < 8 pg/mL) against Gram-positive 
and Gram-negative bacteria, including some 
strains resistant to third-generation cephalo- 
sporins, but had no antipseudomonal activity. 

Faropenem (169) is another example of an 
oral and injectable penem antibacterial agent . 
with a unique spectrum of activity against aer- 
obic and anaerobic Gram-positive and Gram- 
negative bacteria, excluding Pseudomonas 
aeruginosa. It is also highly stable against var- 
ious p-lactamases. Faropenem was launched 
in Japan in 1997. 

Ritipenem acoxil (FCE 22891) is the oral 
acetoxymethyl ester of ritipenem (166, FCE 
221011, an injectable penem derivative for the 
treatment of urinary tract and lower respira- 
tory tract infections. 

5.4 Monobactams and Nocardicins 

The isolation of the nocardicins in 1976 (428) 
and the monobactams in 1981 (429, 430) re- 
vealed for the first time the potential for anti- 
microbial activity in simple monocyclic p-lac- 
tam structures as opposed to the fused-ring 
systems of the penicillins and cephalosporins. 
This provided great impetus for new ideas on 
the structural features necessary for p-lactam 
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Table 14.11 Penems Selected for Detailed Investigation 

OH 

COzH 

Compound NarneKode R 

(164) SCH 29482 SCH,CH, 
(165) SCH 34343 S(CH,),OCONH, 
(166) FCE 22101 CH,OCONH, 
(167) FCE 29464 CH20CH, 
(168) HRE 664 

0- 

recognition and activation, together with the cent variation is the chloro-substituted deriv- 
development of a wide range of synthetic ative from a Streptomyces species (435). The 
methods for the construction of both natural structures of the natural nocardicins are 
products and analogs (431). shown in Table 14.12. 

5.4.1.1 Derivatives of 3-Amino Nocardi- 
5.4.1 Nocardicins. The nocardicins were 

detected in a fermentation broth of a strain of cinic Acid (3-ANA) and the Synthesis of Nocardi- 

Nocardia uniformis by a screening procedure cins. As with the penicillins and cephalospo- 

through the use of a mutant strain of E. coli rins initial approaches to improve the potency 

supersensitive to p-lactam antibiotics. The of the natural products revolved around 

first compound to be characterized was no- changing the acylamino side chain by way of 

cardicin A, which shows a modest level of an- the 3-amino norcardicinic acid (3-ANA) nu- 
tibacterial activity in vitro against cleus (180). Initially, this was prepared by 
ative bacteria (428). Structural determination deacylation of nocardicin C by use of microbial 
was from spectroscopic evidence and by degra- amidases or chemical methods (436, 437). A 
dation experiments (432,433). Several related more practical approach made use of the reac- 
compounds (nocardicins B-G) have also been tion of the oxime group of nocardicin A with a 
characterized (432,4341, whereas the most re- large excess of di-t-butyl dicarbonate, to give 
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(181), which on treatment with trifluoroacetic 
acid afforded 3-ANA in excellent yield (438). first examples of NIX4 ring closure to form 

Although semisynthetic approaches to the the p-lactam ring (441). 
Undoubtedly, however, the most widely nocardicins from penicillin-derived p-lactams 

used approach involving cyclizations of this have been (437' 439)' by far the type is the hydmxamate method developed by greatest effort has been directed toward to- 
tally synthetic methods that afford a versatile Miller, which provides the opportunity to use 

readily available amino acids in a high yielding range of structural types. One early approach 
process to afford chiral p-lactams of virtually made use of the cycloaddition reaction of the 
any description without racemization or elim- thioimidate (182) with the ketene generated 
ination taking place (442). Thus, use of the 

from phthalimidoacetyl chloride. This gave 
the cis-substituted p-lactam (183), which was 
readily converted to 3-ANA, and then nocardi- 
cin A and other natural side-chain derivatives 
(440). 

Another synthesis of nocardicin A reported 
by the Lilly group used the L-cysteine-derived 
thiazolidine (184), where intramolecular dis- 
placement of the chlorine provided one of the 

~ ~ 

Mitsunobu procedure or base-catalyzed cy- 
clization of p-halo hydroxamates (185) pro- 
vides good yields of the cyclic product (1861, 

from which the p-lactam (187) is obtained by 
reduction of the free N-hydroxy p-lactam 
(186; R = H) with titanium trichloride (443). 

Miller used this method for the synthesis of 
the nocardicin ring system starting from tBoc- 
L-serine, to give the p-lactam (188). This was 
followed by introduction of the phenylglycine 
residue by alkylation or diazo insertion using 
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(lag), giving an overall yield of 45% of (1901, a 
fully protected version of 3-ANA (444). 

This biomimetic-like ring closure has also 
been used by Townsend (446). Intermediate 
(191) was cyclized in a modified cyclodehydra- 
tion procedure by use of triethylphosphite 
rather than triphenylphosphine, which avoided 
any problems of epimerization at C5. After 
suitable deprotection and acylation with the 
appropriate side chains, nocardicins A-G were 
synthesized in good yields; for example, no- 
cardicin A was produced in an overall yield of 
22% from L-serine and D-(p-hydroxypheny1)- 
glycine. Other approaches to the nocardicin 
skeleton have made use of a-methylene p-lac- 
tams (446) as well as novel P-lactam-forming 

reactions (447), whereas general aspects of the 
synthesis of monocyclic p-lactams and 3-ami- 
no-2-azetidinones have been reviewed (431, 
448,449). 

5.4.1.2 Biological Activity and SAR. No- 
cardicin A shows in vitro activity (3.13-50 pg/ 
mL) against several Gram-negative organ- 
isms, including Pseudomonas aeruginosa, 
Proteus species, Serratia marcescens, and 
strains of Neisseria. No activity of significance 
is seen against Staphylococci or E. coli (450). 
Nocardicins C-E show weak activity, whereas 
nocardicins F and G are inactive, illustrating 
the importance of the syn-oxime function and 
the homoserine residue for activity in these . .L 
natural products (451). Functional group 
modifications of the side chain (oxime, ketone, %. 

arnine) of nocardicins A, C, and D have been 
carried out, but almost all the compounds 
show reduced activity. Acetarnido derivatives 
of 3-ANA show weak activity, but replacement uc 

of the p-hydroxyphenyl residue by other aro- 
matic or heteroaromatic groups generally does 
not reduce potency. After extensive SAR stud- 
ies involving the preparation of several hun- 
dred compounds, it was concluded that the 
only useful antibiotic in the series was no- 
cardicin A and, to maintain an effective level 
of activity, only limited modification of the 
natural product is possible (451). The most 
interesting property of nocardicin A relates to 
its mode of action in uivo, where it was found 
to act synergistically with serum bactericidal 
factors against P. aeruginosa and with poly- 
morphonuclear leukocytes (PMNs) against P. 
aeruginosa, E. coli, and P. vulgaris. Unlike 
most antibiotics the bactericidal activity of no- 
cardicin A increased markedly against these 
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(192) R = D-glucuronic acid; Formadicin A 
(193) R = H; Formadicin C 

organisms in the presence of fresh serum and 
PMNs, an effect that was reflected in a more 
potent in vivo activity than would have been an- 
ticipated from in vitro MIC values (450,451). 

5.4.1.3 Formadicins. The most recently de- 
scribed natural products having the nocardi- 
cin skeleton are the formacidins A-D, isolated 
from a species of Flexibacter (452). 

Structural determination showed that for- 
madicins A (192) and C (193) possessed the 
formamido substituent in the C3-position of 
the p-lactam ring (453). These natural prod- 
ucts show a fairly narrow spectrum of activity 
that is similar to that of nocardicin A, of which 
those with the formamido substituent were 
significantly more stable to hydrolysis by 
p-lactamases. No synthetic analogs have yet 
been reported. 

5.4.2 Monobactams. In 1980 groups at 
Takeda and Squibb reported on the isolation 
of a new class of monocyclic p-lactams from 
bacteria (429, 430). Up to that time, the only 
producers of p-lactam antibiotics were the 
fungi and actinomycetes. Characterized by the 
presence of an N1-sulfonic acid grouping in 
the p-lactam ring, they have collectively be- 
come known as the monobactams (454). The 
simplest member of the family is the acet- 
amido derivative SQ 26180 (194) (455), 
whereas other members of the series are sul- 
fazecin (195) (456), isosulfazecin (196) (457), 
and several related compounds based on struc- 
ture (197) (4581, together with other examples 
having oligopeptide side chains (459-461). 
One natural compound (198) has been re- 
ported to have a C4-methyl group (462). 

(195) R = H; Sulfazecin; * = D 
(196) R = H; Isosulfazecin; * = L 
(197) R = CH3; * = D 
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5.4.2.1 Structure Determination and Syn- 
thesis. The structure of SQ 26180 (194) was 
readily determined from spectroscopic data. 
Confirmation was made by degradation of the 
thiazine ring of an appropriately substituted 
methoxylated cephalosporin to a simple acet- 
arnido 0-lactam. N-Sulfonation then gave ma- 
terial identical with the natural product, thus 
establishing that the stereochemistry at the 
C3 position of SQ 26180 (194) was the same as 
found in the cephalosporins and cephamycins 
(455). The structure and stereochemistry of 
sulfazecin (195) was unambiguously estab- 
lished by X-ray crystallography (4631, whereas 
that of the other natural monobactams was 
obtained by a combination of spectroscopic 
properties and hydrolytic experiments to de- 
termine the nature of the peptide side chains. 
Isolation of the monobactams has led to the 
synthesis of many acylamino derivatives of 
3-amino monobactamic acid (3-AMA) (199) or 

the methoxy nucleus (200). Because deacyla- 
tion of the natural products was not satisfac- 
tory, 0-lactams (199) and (200) were initially 
prepared by degradation of 6-APA (2) followed 
by sulfonation of the derived p-lactam; in the 
case of the methoxy p-lactam (2001, only race- 
mic material was obtainable (454,464). Total 
synthesis has also been extensively used and is 
now almost always the method of choice. This 
was first achieved by direct base-catalyzed cy- 
clization of the acyl sulfamate (201) (465). 

(201) Rl = H, CH3 
R2 = Acyl derivative 

Subsequently, a wide range of methods have 
been developed, starting from p-hydroxy 
amino acids such as swine to intermediate 
(202) (R, = H) or threonine, giving (203) (R, 

= Me), to provide a ready route to the nucleus 
(203) (R, = H or Me), ideally suitable for de- 
rivatization by acylation of the C3 amino 
group (466). 

5.4.2.2 Biological Activity of Natural Prod- 
ucts and Synthetic Derivatives. Like the peni- 
cillins, cephalosporins, and other 0-lactam an- 
tibiotics, the monobactams interfere with the - 
synthesis of bacterial cell walls by binding to 
PBPs. Aztreonam (see below), one of the clin- 
ically efficacious agents, binds specifically to 
PBP-3 (467). All of the natural products ex- 
hibit poor activity, but extensive modification 
of the C3-amido side chain by acylation of 
3-AMA has provided several highly potent 
compounds. In addition, structural modifica- 
tion at C4 and N1 of the 0-lactam ring can 
profoundly affect antibacterial activity and 
0-lactamase stability (468). The importance of 
the C3-stereochemistry was demonstrated by 
the synthesis of the enantiomers of (204). 
Only the S-isomer (MIC < 0.05 pg/mL against 
P. rettgeri; R-isomer > 100 pglmL) corre- 
sponding to that found in the penicillin and 
cephalosporin family of natural products was 
active (466). Compared to benzyl penicillin the 
analogous monobactam (205) shows a similar 
pattern of activity, but with reduced potency. 
With the carbenicillin, side-chain activity was 
reduced, but with ureido derivatives activity 
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was similar to that of the penicillins. A similar 
pattern was apparent with the corresponding 
analogs of the cephalosporins (468). One early 
observation revealed that C4-alkyl substitu- 
ents could considerably influence both antimi- 
crobial potency and p-lactamase stability. 
Extensive SAR studies resulted in the identi- 
fication of the totally synthetic derivative az- 
treonam (206) as a product with a potent and 

(206) Aztreonam 

useful spectrum of clinical activity against 
Gram-negative bacteria, but with virtually no 
activity against Gram-positive pathogens 
(466,469, 470). A second synthetic monobac- 
tam to reach the clinic is carumonam (207), 
which shows some improvement in activity 
over that of aztreonam against the Enterobac- 
teriaceae family of bacteria (471). Table 14.13 

(207) Carumonam 

shows some representative activities of a num- 
ber of monobactams and related analogs. 

5.4.2.3 Alternative N1-Activating Croups. 
The sulfamate residue found in the monobac- 
tams is considered both to activate the p-lac- 
tam ring for interaction with the active site 
serine of a PBP and to provide the anionic 
charge required for binding, as postulated by 
Knox (466, 473). This has stimulated the ef- 
fort to synthesize monocyclic derivatives that 
have new N1-activating substituents, which 
could act in the same way. Several of them 
have been discovered that exhibit the proper- 
ties necessary to afford antibacterial activity, 
and are exemplified by structures (208-2111, 

(208) Tigemonam 

all of which exhibit various levels of antibacte- 
rial activity (Table 14.12) and p-lactamase sta- 
bility (466). Tigemonam (208) is a potent anti- 
Gram-negative agent with good stability to 
p-lactamases. It is also orally absorbed, which 
is unusual among the monobactams, and en- 
couraging results have been obtained in phase 
I and phase I1 clinical studies (466). Another 
example of heteroatom activation is seen in 
the oxamazin series exemplified by oximonam 
(211). The t-butyl glycolate ester prodrug 
(gloximonam) of (211) is also absorbed by the 



Table 14.13 In Vitro Antibacterial Activity of Monobactams and 

AZTR CAR TIG OXIM 

E. coli >lo0 0.4 50-> 100 0.1-0.2 0.1-0.2 0.4-0.8 0.4-0.8 0.4-0.8 0.25-0.5 
K. aerogenes 12.5->lo0 0.1-1.6 50 0.2->lo0 0.44.8 0.40.8 0.4->lo0 
E. CZOUCW 25-> 100 0.2->lo0 >lo0 0.01-50 0.25-16 0.8-50 0.8->lo0 0.8-50 1->64 
P. rettgeri 3.1 <0.05 25 0.05 0.06-0.12 c0.05 0.2 <0.05-0.4 0.12 
P. aeruginosa >lo0 1.6 >lo0 3.1 14  1.64-100 0.3->lo0 0.8-12.5 >64 
S. aureus 0.05-3.1 12.5 3.1-6.3 >lo0 >I28 >64 

"Minimum inhibitory concentrations (range mg/L). Refs. 466,468,471,472. 
bAbbreviations: Pen G, benzyl penicillin; CAZ, ceftazidime; AZTR, aztreonam; CAR, carurnonam; TIG, tigemonam; OXIM, oximonam. 
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\ X 0 2 H  oral route, giving good therapeutic levels of 

I' the parent drug (466). Efforts to improve po- 

0 tency against Pseudomonas aeruginosa led to 
N' the discovery of SQ 83360 (212), having the - 

4 w  3-hydroxy-4-pyridone residue, which acts as a 
,,,,d catechol bioisoter, leading to uptake by the 

' D\ ,O- 

bacterial tonB-dependent iron transport path- 

)=" 0 0 echolic p-lactams (474). A somewhat different 
way in a manner similar to that of the cat- 

oP\/ n series is that in which a tetrazole has redaced " V 

the sulfonate group to give, for example, RU 
(209) 44790 (213), which has been shown to com- 

pare favorably in activity with aztreonam 
(475). 

In contrast, N1-sulfonated monobactams 
havingthe (R)-1-hydroxyethyl ofthe carbapen- 
ems (Section 5.4) at the C3-~osition showed 

s ~~ 

only weak activity (476). The most recent class 
of compounds reported as being active are C3- - - 

alkylidene derivatives (214) with, surpris- 
ingly, a neutral N-acyl activating group on the 

P- N1-position of the p-lactam ring (477). 

H2N 0- 
5.5 Carbapenems and Trinems 

Although structurally related, carbapenems 
and trinems have different origins. The car- 
ba~enems were discovered as natural orod- 

L~ ~~ ~ ~- 

ucts during the screening of microbial metab- 
olites, whereas the trinems were conceived as 
synthetic analogs designed to improve the bi- 
ological properties of existing classes of p-lac- 

s .,,\,I!\\\\ tam antibiotics. 

&N 
0 5.5.1 Discovery of Carbapenems. Imipenem 

\oAc02Na (MK 0787, 215) and meropenem (SM 7338, 
216) can be considered as the most significant 

(211) Oximonam examples of p-lactams. The rationale by which 
it has been possible to discover these agents 



(215) Imipenem MK 0787 (1982) 

elements, to adjust the spectrum of activity 
and the enzymatic and chemical stability. Di- 
rect comparison of thienamycin (217) with 

(217) Thienamycin (1977) 

meropenem (216) clearly shows this process. 
Introduction of a 1-p-methyl group and 
formation of a conformationally constrained 
SCH2CH,NH, system resulted in one of most 
potent and effective P-lactam antibiotics cur- 
rently used. 

In the mid-1970s during the course of screen- 
ing for inhibitors of cell wall biosynthesis the 
Merck group isolated thienamycin (217) from 
Streptomyces cattleya, followed by other mem- 
bers of the family of carbapenems (478). 

At the same time a Beecharn group, while 
screening for inhibitors of plactamases (Section 
5.7), isolated from Streptomyces olivaceus a 
group of interrelated metabolites that they 
called the olivanic acids (479, 480). All these 
compounds were characterized by the presence 
of the 5-(R)-7-0x0-1-azabicyclo[3.2.0lhept-2- 
ene-2-carboxylic acid ring system, generally re- 
ferred to as 1-carbapen-2-em-3-carboxylic acid 
(218), and which has been isolated as a natural 

(216) Meropenem SM7338 (1987) 

can be described as an elegant and successful 
example of applied medicinal chemistry. The 
research has faced and resolved several issues 
related to chemical and biological properties of 
these molecules optimizing the key stuctural 

product from certain species of Serratia and Er- 
winia (481). 

All the other natural products possess sub- 
stituents at C2 and C6 of this nucleus. Over 50 
variations are known and many of them have 
been listed (346, 482). The discovery of this 
novel series of highly active bicyclic com- 
pounds, so markedly different from the peni- 



cillins and cephalosporins, revitalized ideas 
concerning the structural and stereochemical 
features required for biological activity and 
stability among the p-lactams. 

5.5.1.1 Natural Produds: Occurrence, Struc- 
tural Variations, and Chemistry. While a variety 
of Streptomyces spp. produce the carbapen- 
ems, only S. cattleya and S. penemfaciens have 
been reported to produce thienamycin (217) 
(470,482). Several research groups have been 
involved in the search for new carbapenems 
(483-487). Often the natural products are 
found as a mixture of stereoisomers, usually in 
low yield (1-20 ~ g l L ) ,  and much effort has 
been expended on strain improvement and the 
optimization of fermentation conditions (488). 
Thienamycin (217) has the (R)-configuration 
at the C&hydroxy group with a trans arrange- 
ment of protons about the p-lactam ring (489). 
The history of the discovery, structural eluci- 
dation, and chemistry of thienamycin (217) 
and related carbapenem antibiotics has been 
well documented (490). The first metabolites 
isolated from S. olivaceus were a series of sul- 
fated derivatives such as MM13902 (219a; R = 
SO,H), the corresponding sulfoxide MM4550 
(220a), and the side-chain-saturated compound 
MM17880 (221) (480,486,491). 

Later, several nonsulfated members (e.g., 
219b, 220b, 221,222 and 223) of this group 

P-Lactam Antibiotics 

were also obtained from S. olivaceus (492, 
493) and have shown to correspond to a series 
of thienamycins and epi-thienamycins analogs 
isolated from S. parvogriseus (490). In the 
olivanic acids the stereochemistry is 8(S) with 
a cis-substituted p-lactam in the sulfated se- 
ries, whereas both cis- and trans-p-lactams 
are found in the case of the C8-hydroxy com- 
pounds (494,495). Following reports of thien- 
amycin (217) and the olivanic acids (219-223) 
a number of structurally related carbapenems 
having differing C2- and C6-substituents were 
reported. Representative examples of these 
compounds are PS-5 (224), PS-6 (225) (496), 
carpetimycin A (226) (497), asparenomycin A 
(227) (290), and pluracidomycin A (228) (4871, 
isolated from a wide variety of sources. 

The carbapenems often show chemical in- 
stability and can be extremely sensitive to re- 
action conditions. Nevertheless, a wide range 
of functional group modifications have been 
carried out on the natural products. Many de- 



5 History and Discovery of P-Ladams 

(226) Carpetimycin A 

(227) Asparenomycin A 

(228) Pluracidomycin A 

rivatives of the amino, hydroxy, and carboxy 
groups of thienamycin have been obtained for 

' SAR studies; other reactions cover oxidation 
or removal of the cysteaminyl side chain and 
isomerization of the double bond (490, 499). 
The largest class of derivatives are those ob- 
tained by modification of the amino group, 
particularly amidines, which greatly improve 
chemical stability without compromising po- 

tency. It was this series that gave N-formim- 
idoyl thienamycin (imipenem, 215) (500), 
which eventually became the first clinically 
used member of the carbapenem family (501). 

In the olivanic acids the side-chain double 
bond can be isomerized to the (2)-isomer 
(502). It also reacts readily with hypobromous 
acid to produce a bromohydrin, which readily 
breaks down to the key thiol intermediate 
(229), ideally suited for the synthesis of new 
C2-alkenyl or alkyl analogs (503). 

With the C&hydroxyolivanic acids, inver- 
sion of the (S)-stereochemistry affords an en- 
try into the 8(R) thienamycin series (504). An- 
other useful reaction for introducing C2- 
sulfur substituents was developed with PS-5 
(224) by displacement of the S-oxide with 
other thiols (505). 

Many wide-ranging and detailed reviews of 
the early and most recent chemistry of the car- 
bapenems have been published (370,482,490, 
499,502,506-513). 

5.5.1.2 Synthesis of Natural Carbapenems. 
The novelty and potent biological properties of 
the carbapenems, together with low fermenta- 
tion yields, resulted in an intensive synthetic 
effort ht arelatively early stage, to produce not 
only the natural products but also, particu- 
larly, synthetic analogs having improved 
chemical and metabolic stability (see Section 
5.5.1.3) over that of the natural materials 
(489, 514-516). The most common approach 
has been to construct an appropriately func- 
tionalized and stereochemically correct p-lac- 
tam, followed by cyclization, to form the more 
highly strained bicyclic system in the first 
steps of the synthesis. Variations of this ap- 
proach have been applied to produce virtually 
all of the natural products (517). The unsub- 
stituted ring system (218) was synthesized, 



before the discovery of the natural material, in 
racemic or chiral form by several groups, 
starting from azetidinone (230) or (231), ob- 

tained from chlorosulfonyl isocyanate (CSI) 
and an appropriate olefin (518-521). 

Progression to the phosphorane (232 or 
233) was followed by oxidation to the aldehyde 

(234), which readily cyclized by an intramolec- 
ular Wittig reaction. Removal of the acid-pro- 
tecting group provided the unstable sodium 
salt of (218). The formation of the [2,31 double 
bond by this procedure has been extensively 
used both for analogs and for natural product 
synthesis (522). Since its discovery, thienamy- 
cin (217) has been the focal point for innumer- 
able synthetic studies reported in the carba- 
penem field (490, 512, 517). Many of the 
methods originated from the Merck group are 
still widely used. Their first synthesis of race- 
mic thienamycin (217) also made use of (23O), 
introduction of the hydroxyethyl side chain 
being by way of an aldol reaction giving a trans 
p-lactam, which was elaborated by a lengthy 
process to the dibromide (235). 

Cyclization and decarboxylation, followed 
by elimination and deprotection, then gave 
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f i  

(xiv) 

(xiii) - 

Reagents: (i) NaBH4, MeOH; (ii) MeSOpCI, TEA, DCM 0°C; (iii) Nal. Acetone, A; (iv) TBSCI, TEA, DMF 

(V) (yL? , THF, -78°C; (vi) LDA, N Acethyl irnidazole, THF, -78%; (vii) K selectride. KI, Ether; 
coo- 

(viii) HgCIp, HgO MeOH, H20, A; (ix) H202. MeOH, HpO; (x) CDI, THF, then M~--( 
\ 

COOPNB 
(xi) HCI, MeOH; (xii) p-carboxy benzene sufonyl azide, TEA, CHjCN; (xiii) R~(OAC)~,  Toluene, 80°C; 

(xiv) CIPO(OPh)p, DIPEA, CH&N, 0%; (xv) HSCHZCHPNHCOOPNB. DIPEA, CH,CN, -5°C; 

(xvi) HZ, PdIC, 3.5 atm. 

Figure 14.16. A stereocontrolled synthesis of thienamycin. 
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Another approach starts from the (+)-lac- 
tone (249) obtainable from acetone dicarbox- 
ylic acid (516). Initially carried out in the ra- 
cemic series, this route afforded a practical 
synthesis of thienamycin, although conver- 
sion of the side-chain stereochemistry from 
( S )  to (R)  was required. Subsequently, an en- 
antioselective route was developed from enan- 
tiomerically pure lactone (249) (529). Dis- 
placement of the 4-acetoxy or chloro group 
from azetidinones such as (250) and (2511, re- 
spectively, with the trimethylsilyl en01 ether 
(252) provided a further improvement in re- 
fining the synthesis of thienamycin (217) and 
its analogs (530, 531). 

The success of this approach has been rec- 
ognized by the commercial development of 
4-acetoxy azetidinone (251) for penem, car- 
bapenem, and trinem synthesis. Of several re- 
ported syntheses, the two most successful use 
simple chiral starting materials derived from 
3-hydroxybutyric or lactic acid and a cycload- 
dition procedure to construct the p-lactam 
ring (532,533). Other syntheses in the thien- 
amycin series using p-lactams derived from 
penicillin (530,534, 535), carbohydrates (536, 
537), amino acids (538, 539), isoxazolidines 
(5401, and organo-iron or cobalt complexes 
(541, 542) have been described together with 
alternative methods for bicyclic ring construc- 
tion by use of the Dieckman cyclization (543) 
or an intramolecular Michael reaction (544). 
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The discovery that thiol esters could partici- 
pate in the Wittig cyclization procedure to give 
C2-substituted derivatives provided the basis 
for the total synthesis of the olivanic acid 
MM22383 (222) (493) and N-acetyldehydro- 
thienamycin (253) (490). 

In this case, formation of the p-lactam ring 
was obtained by means of dirhodium tetra ac- 
etate-catalyzed cyclization of the diazo-inter- 
mediate (2541, to give the trans-p-lactam 
(255), as a mixture of hydroxy epimers after 
reduction of the carbonyl group. 

Progression to the thio-ester (256) was fol- 
lowed by cyclization in boiling toluene to give 
the two epimers of the cyclic product (257). 
These were separated and deprotected to af- 
ford the racemic natural products (522,545). 

Another route to the olivanic acids was by 
way of (258) (5461, which readily reacted with 
acetamidoethanethiol to form the carba- 
penam (259). Reintroduction of the double 
bond gave the ester of (+) MM22381 (260) 
(547). 

This method has also been used for the syn- 
thesis of PS-5 (224), although most ap- 
proaches toward this natural product have 
used the chiral(3R,4R) &ethyl, 4-acetoxy aze- 
tidinone (261) and the diazo-ketone (262). In 
the case of the carpetimycins such as (2261, 
the major problem is to obtain the thermody- . 
narnically less favored cis-arrangement of pro- 
tons around the p-lactam ring in precursors 
such as (263). One attractive method involved 
a directed aldol condensation using (264) and 
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& NHAc 
(260) R = S 

(261) R = OAc 

(262) R = 4 0 

acetone, where metal ion chelation of the 
p-lactam enolate with the neighboring meth- 
oxyethoxymethoxy (MEM) group in the pres- 

ence of the bulky silyl residue resulted pre- 
dominantly in addition on the p-face, giving 
the cis-product (265) (548). 

The asparenomycin natural products such 
as (227) have an alkylidene substituent at the 
C6-position. Synthesis in this series has fol- 
lowed a similar pattern by way of a bicyclic 
keto-ester derived from an appropriately func- 
tionalized monocyclic precursor. Many ele- 
gant routes to all these natural products and 
synthetic intermediates have been reported 
and reviewed (513, 517). 

5.5.1.3 Synthesis of 1 p-Methylcarbapen- 
ems. In 1984 the Merck group reported the 
synthesis of the lp-methyl-substituted carba- 
penem (2661, which showed improved chemi- 

cal and metabolic stability while retaining the 
antimicrobial activity of imipenem (215) 
(549). The synthesis was achieved by alkyla- 
tion of the methyl ester of (235) (R = TBS), 
followed by elaboration of the acid (267) to the 
keto-ester (268), although little stereocontrol 
was achievable by this route. 

The advantages offered by the lp-methyl 
series has led to a proliferation of methods for 
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the stereoselective synthesis of (262) and 
other intermediates leading to (263). Most of- 
ten, this method has made use of displacement 
of the acetoxy group from the chiral6acetoxy 
azetidinone (251) with tin or boron enolate of 
general structure (2691, the product being 

(269) X, Y, = 0, S 
R, R1 = alkyl 

readily convertible to the acid. Yields are gen- 
erally good, with a ratio of P:a isomers ranging 
from 24:l with (270) (550) to greater than 

90:l with (271) (551); many other variations 
have been reported (506). Direct incorpora- 
tion of the diazo side chain is also possible 
(552). 

Alternative variations for constructing the 
lp-methyl carbapenem ring system have 
made use of (R)- or (8-methyl 2-methylhy- 
droxypropionate (553, 5541, the alcohol (272) 

(555), malonic acid derivative (273) (556), and 
an enzymatic approach starting from (274) 
(557). Numerous synthetic efforts have fo- ' 
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cused on the synthesis of lp-methyl carbapen- 
ems in the search for a broad-spectrum agent 
suitable to treat severe infections. Compounds 
(275-286) are representative examples taken 
from the literature (558-563). 

(275) Panipenem 

Effective substituents replacing the 1P 
methyl were extensively explored by several 
research groups, although compounds having 

(282) Rl = H, Ac, CONH2, CON(CH3)2, CONHAr, 
CONH(CH2)2Py+ 
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ethyl (287), hydroxy (2881, methoxy (289), or 
1-1'-spiro-cyclopropane (290) in place of 
methyl are less active (564, 565). Other com- 
pounds prepared by Sankyo include la-methyl 
and 1,l-dimethyl panipenem derivatives (291) 
and (292) (566-569). Further modifications 
were studied by Roche, which eventually ob- 
tained Ro 19-8928 (293) (5671, a compound 

with good activity against Pseudomonas 
aeruginosa. Moreover, fluorination at position 
1, reported by Merck, resulted in very unsta- 
ble compounds such as (294) (570). 

A series having lp-aminoalkyl substituents 
has aroused some interest (571). The Bristol- 
Myers Squibb group extensively explored this 
class of derivatives and compounds (295) and 
(296) are examples of such modifications 
(572-577). 
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They also synthesized carbapenems (297- 
302) that bore the amino moiety either at C6 
or at the C1 position and made a comparison 
with other derivatives that bore the hydroxy- 

(298) BMS-40591 
Carbapenems bearing a basic group at  C6 position 

(300) BMS-45047 
Carapenems bearing a basic group 

a t  C1 and C2 positions 
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3. The presence of a second basic group at the 
C1 or C6 position of a carbapenem already 
bearing a cationic center at C2 position al- 
lows the molecule to exert its antipseudo- 
monal activity without being taken up 
through porin protein D2, thereby over- 
coming one of the mechanisms of resistance 
acquired by Pseudomonas aeruginosa. 

Besides the introduction of a basic func- 
tional group, Bristol-Myers Squibb also inves- 
tigated other modifications of the hydroxy- 
ethyl side chain (580). From their studies it 
was reconfirmed that the presence of an elec- 
tron-withdrawing group at C6 was difficult be- 
cause of the low chemical stability of the re- 
sulting molecules (305-307) and that the 

(302) BMY-40886 
Carbapenems bearing a cationic or basic 

group at  C2 and C6 position 

ethyl side chain (303 and 304), reporting 
three major findings (571,578,579): 

1. The presence of a cationic group was recon- 
firmed as essential to retain antipseudomo- 
nal activity. 

2. The antipseudomonal activity was ob- 
served, regardless of the position of the cat- 
ionic group at C1, C2, or C6. 

hydroxyethyl side chain is the best compro- 
mise between chemical stability and microbi- 
ological activity (581-584). 
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Another interesting example regarding 
modification at C6 has been reported by Nagao 
(585), where the synthesis of 6-methylthiocar- 
bapenems (308) and (3091, by reaction of the 

anion at position C6 of the carbapenem scaf- 
fold, is described. 

In 1987 meropenem (216) was presented 
by Sumitomo as a drug candidate (5861, fea- 
turing improved efficacy and safety over those 
of other types of carbapenem antibiotics. As 
soon as it became clear that meropenem was 
endowed with very potent antibacterial activ- 
ity and a wide spectrum of action against 
Gram-positive and Gram-negative organisms 
including Pseudomonas spp., synthesis of a va- 
riety of analogs having the lp-methylcarba- 
penem skeleton and 2,4-disubstituted pyrroli- 
dine moiety at C2 was reported by many 
research groups (587-590). 

Methylation of the nitrogen atom in the 
pyrrolidine ring and modification of the car- 
boxamide group enhanced the DHP-I stability 
(591) and, in particular, the introduction of 
hydrophilic groups (310, 311) on the amido 
moiety increased the antipseudomonal activ- 
ity (592). 

Addition of a second cationic (basic) center 
was explored to improve the biological profile 

of the drug. Following this line of research, 
Nishi reported (593) the piperazine derivative 
(312), which retained the antipseudomonal 
activity. 

Subsequently, other piperazine derviatives 
(313, 314) were reported by Lee (594); inter- 
estingly, only these examples showed good ac- 
tivity against Pseudomonas aueruginosa. In-, 
troduction of a quaternary ammonium moiety 
in the C2 proline side chain was particularly 
efficacious at improving the half-life of the 
drug by reduction of the renal clearance (315) 
(595). Alternatively, it has been shown by Oh 
(596) that the use of a sulfonium moiety can 
also provide the extra cationic center (316). 
Zeneca and Merck groups achieved a remark- 
able improvement in terms of half-life with 
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the synthesis of MK-826 (317), a result that 
has been confirmed in humans. The com- 
pound is highly serum bound, approximately 
95%, and has a mean terminal t,,, of about 
4.5 h after intravenous administration (597, 

598). However, the presence of an overall neg- 
ative charge on the molecule has limited the 
broadness of spectrum of action of the antibi- 
otic. In fact, it lacks activity against P. 
aueruginosa and also against penicillin-resis- 
tant S. pneumoniae (599). 

Another approach to prepare meropenem 
mimics was undertaken by introduction of a 
catechol moiety in a manner similar to what 
has been done in cephalosporin chemistry (see 
Section 5.2.2). This modification confirmed 
that it is possible to improve the in vivo anti- 
pseudomonal activity (318) (600). 

Although most compounds exhibited an an- 
tibacterial profile similar to that of mero- 
penem, Banyu, first with 5-1 11,347 (319) and 
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(322) 5-114,871 

R 

f y i  
then with 5-111,225 (3201, 5-114,870 (321), 
and 5-114,871 (322), demonstrated that it is 
possible to further expand the antibacterial 

.,,I\ spectrum of meropenem mimics, including an- 
%,, ti-methicillin-resistant Staphylococcus aureus 

S 

j& SNH 

(anti-MRSA) activity (601-604). 
Further evaluation of the prototype com- 

0 pound 5-1 11,347 (319) has been suspended be- 
COzH cause of its epileptogenicity. This has been 

(319) 5-111,347 R = H eliminated by N-methylation (320) or car- 

(320) 5-111,225 R = CH3 bamoylmethyl substitutions (321,322) in the 
other three compounds. In vitro and in vivo 
data are reported in Tables 14.14 and 14.15, 

CONH2 respectively (604). 

(+.Hz 

5.5.2 Trinems and Policyclic Carbapenems. 
Further developments in seeking to advance 
the properties of the carbapenems have seen 

OH ,&* \ the synthesis of both tricyclic and polycyclic 

A4 p+svcN" using analogs. the Starting phosphorane from route, azetidinone the Glaxo (323) group and 
prepared a series of so-called tribactams (and 

0 lately renamed trinems). Belonging to this 
COzH class the 4-methoxy trinem, GV104326 (san- 

fetrinem, 324) (605, 606), showed a very po- 
(321) 5-114,870 tent microbiological activity. Its conversion to 
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Table 14.14 MIC 90 (pg/mL) of Imipenem Derivatives 

Organism 5-111,225 5-114,870 5-114,871 Imipenem 

S. aureus (MSSA) 0.016 0.016 0.016 0.016 
S. aureus (MRSA) 4 4 4 128 
Coagulase-negative 

staphylococci MR 4 4 4 128 
S, pyogenes 50.008 50.008 50.008 50.008 
S. pneumoniae (incl. 

PenR strains) 0.25 0.25 0.25 0.25 
E. faecalis 8 8 8 4 ' 

Enterobacteriaceae 0.032-1 0.016-2 0.032-1 0.1254 
H. influenzae 0.125 0.125 0.125 1 
P. aeruginosa Imi-S 4 4 4 
P. aeruginosa Imi-R 16 16 16 32 
Acinetobacter spp. 0.125 0.25 0.125 0.125 
C. dificile 2 2 2 8 

(324) Sanfetrinem R = Na 

(325) Sanfetrinem cilexetil 

the corresponding metabolically labile pro- 
drug ester (325) demonstrated a safety profile .= y o u o ~  and pharmaceutical stability to warrant fur- 
ther progression into the clinics (607- 610). 0 
The biological properties of trinems include a 
broad spectrum of activity versus Gram-posi- served in those compounds bearing a hetero- 
tives and Gram-negatives, either aerobic and atom attached at C4 and having absolute con- 
anaerobic, and stability to clinically relevant figuration (4S,8S). The construction of the 
p-lactamases and human dehydropeptidases trinem backbone is very challenging because it 
(DHP-I) (611). contains five stereogenic centers that need to 

Structure-activity relationship studies be built in a stereospecific manner. A great 
showed that the best biological profile was ob- deal of work has involved the stereoselective 

Table 14.15 in Vivo Efficacy in Systemic Murine Infections Expressed as ED,, (mg/kg)"ab 

Systemic infection 5-111,225 Imipenem Vancomycin 

MS S. aureus 0.040 
MRS. aureus BB6221 normal mice 5.42 
MRS. aureus BB6221 

immunosuppressed mice 8.53 
Pseudomonas aeruginosa BB5746 0.483 

methicillin-susceptible; MR, I 
model of thigh infection cai 

itly decreased with 5-111,225 

nethicillin-resistant; 
lsed by MR S. aure 
versus controls and 

PR, penicillin 
us BB6294 in 
imipenem- or 

-resistant. 
immunosuppressed 
vancomycin-treated 

mice, 
mice 

bacterial 
(P < 0.03 

counts 
.) at  4 h 

were 
post- 
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Reagents: (i)  ZnEt2, THF, 25C; (ii)  Magnesium monoperoxyphthalate, CH2CI2; 
( i i i )  RSH, H+; (iv) ROH, H+; (v) RNH2, H+. 

Figure 14.17. Highly diastereoselective synthesis of intermediates to trinems. 

synthesis of advanced intermediates such as 
epoxide (328) and epoxyphosphate (334) that 
have allowed the introduction at C4 of sulfur-, 
oxygen-, and nitrogen-containing functional 
groups, as shown in Figs. 14.17 and 14.18. Re- 
action of 4-acetoxy azetidinone (251) with 
2-cyclohexenylborane (326) gave cyclohexenyl 
derivative (327) in high yield and selectivity 
(612). This intermediate was converted into 
epoxide (328) that underwent nucleophilic ad- 
dition, to afford sulfides (329), alkoxides 
(330), and amines (331) that were further pro- 
gressed to derivatives of general formula 
(323). 

Another diastereoselective synthesis in- 

volved the ketoazetidinone (332) that was pro- 
tected at the nitrogen of the p-lactam ring and 
reacted with diethylchlorophosphate to give 
(333). Epoxidation gave the advanced inter- 
mediate (334) that, upon reaction with nu- 
cleophiles, was converted into azetidinone 
(323) (613, 614). 

A synthetic improvement has been intro- 
duced with the direct condensation methodol- 
ogy (615-617), in which the enantiomerically 
enriched silyl en01 ether of 2-methoxycyclo- 
hexanone (335) (618,619) is reacted with the 
4-acetoxy azetidinone (251), to yield the 6'- 
methoxy ketoazetidinone (336) with high ste- 
reoselectively. After introduction of the cyclo- 
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. OEt 

0 
(332) 

(333) 

OEt 

(323) 
(334) 

0 

Reagents: (i) TBDMSCI, TEA, DMF; (ii) LHMDSA, CIP(O)(OEt), , -70C; 
(iii) KF, MeOH; (iv) MCPBA, CH,CI,; (v) Nuclophile. 

Figure 14.18. Synthesis and use of epoxyphosphate 334. 

hexyl ring, intramolecular cyclization of an Through use of similar chemistry, both, 
oxalimido derivative (337) produced the tricy- Hoechst and Bayer described tetracyclic analogs 
clic system (3381, and removal of the protect- (626, 627). Thus, compound (343) was elabo- 
ing groups gave sanfetrinem (324). A highly rated to afford the tetracyclic carbapenem (344) 
diastereoselective and practical synthesis of (627). Ring size, stereochemistry, and heteroa- 
sanfetrinem (324), in which a diasterometic tom position were modified (34&348), although 
mixture of 6'-methoxy ketoazetidinone is enol- these studies were not f rui ty  from the view- 
ized and the zinc enolate protonated with dieth- pint of activity. 
ylmalonate, to give diastereomerically pure Introduction of an aryl or heteroaryl 
(336)9 has been Hanessian (620). substituted 4-exomethylenyl substituent 
Figure 14.19 a route that has been ap- (628) provided a series of that plied on large scale to produce multikilogram 
quantities of sanfetrinem (324). showed high potency against resistant 

Furthermore, the synthesis of 4-N-substi- Gram-positive strains such as penicillin-re- 

tuted trinems such as (339) has allowed the sistant Pneumococci and methicillin-resis- 

preparation of ureas (340) (621), arnides (341) tant Staphylococci (MRS). In particular, 

(6221, and, most important, 4-N-methylforma- GV143253X (349) showed a broad spectrum, 

compoun~ GV129606X (342) (623-625). including vancomycin-resistant Enterococci 
GV129606X (342) is an injectable trinem with and H. influenzae, good in vivo efficacy against 
a broad spectrum of activity, including MRSA in septicemia, and thigh infections in 
Pseudomonas spp., whose development has the mouse. 
been terminated after preclinical studies Sankyo Laboratories synthesized a series 
showed toxicity problems. of 4-substituted trinems (350-352) bearing a 
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TBDMSO 

C02Na 

(324) 

Sanfetrinern 

Reagents ( i )  SnCI4; (i i )  CICOC02R, Pyridine, CH2CI2; ( i i i )  P(OEt)3, xylene, reflux; 
(iv) TBAF, AcOH, THF; (v) Hz, PdlC. 

gure 14.19. Highly diastereoselective and practical synthesis of sanfetrinem. 

pared a series of derivatives starting from ep- 
oxide (328) (Fig. 14.20), or hydroxymethyl 
intermediate (358) (Fig. 14.21). Specifically, 
epoxide (328) was converted in two steps into 
ketoazetidinones (354) and (355), which upon 
standard cyclization and deprotection proce- 
dures gave trinems (356) and (357). Alcohol 
(358) was mesylated to give (3591, which was 
reacted with thiol(360), giving rise to both 6' 
isomers (362), possibly through elimination of 
mesylate to form intermediate (361) and sub- 
sequent Michael addition. Standard proce- 
dures resulted in the formation of the corre- 
sponding trinems (363) and (364)) which are 

heteroaryl substituent with an antibacterial 
spectrum similar to that of 4-exomethylenyl 
trinems (629). 

GlaxoWellcome also reported the synthesis 
of pentacyclic p-lactams (353) that were con- 
ceived as conformationally constrained ana- 
logs of Cexomethylenyl trinems (630). This 
class is characterized by antibacterial activity 
and affinity to PBP2a similar to those of 4-ex- 
omethylenyl trinems but with an inferior 
pharmacokinetic profile (631). 

Another interesting series of anti-MRSA 
trinems bearing a pyrrolidinyl moiety was re- 
cently studied by Sankyo (632, 633)) who pre- 
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sulfur regioisomeric variants of their counter- 
parts, (356) and (357). Interestingly, they 
found out that the pyrrolidinyl group properly 
oriented could result in a good antibacterial 
activity against Gram-positive strains includ- 

ing MRSA. Best results were obtained with 
compound (3641, which was comparable to 
vancomycin. 

5.5.3 Biological Properties of Carbapenems 
and Trinems. Thienamycin (2171, the olivanic 
acids, and the majority of carbapenems are 
broad-spectrum antibacterial agents showing 
good stability to p-lactamases. Thienamycin 
(217) is the most potent of the natural 
products having activity against a wide range 
of Gram-positive and Gram-negative bacteria 
including Pseudomonas aeruginosa (634). 
Structure-activity studies indicate that the 
latter results derive from the mesence of the 

A 

basic C2-cysteaminyl residue, given that 
N-acylated derivatives show much reduced ac- 
tivity (499). The olivanic acid MM13902 
(219a; R = SO,H) is also a broad-spectrum. 
agent, but lacks significant activity against 
Pseudomonas spp. (635). In many cases, the 
carbapenems, particularly the olivanic acid 

TBDMSO 

- - - 
(328) 

C02H 

(354) R = (356) R = 

I 
C02AII 

I 
C02AII ---. -. - 

n (355) R = (357) R = 

Figure 14.20. Preparation of derivatives starting from epoxide (328). 





Table 14.16 in Vitro Antibacterial Activity of Carbapenems [MIC (pg/mL)Ia 

Thienarnycin Imipenem MM13902 PS-5 Asparenomycin A Pluracidomycin A Meropenem Biapenem Sanfetrinem 
Organism (213) (224) (216a) (219) (222) (223) (214) (361) (319a) 

E. coli 
K. pneumoniae 
Enterobacter spp. 

m S. marcescens 
U) 
N P. mirabilis 

P. aeruginosa 
H. influenzae 
B. fragilis 
S. aureus 
S. pyogenes 
S. pneumoniae 

"Refs. 241, 487, 506, 605, 635, 636, 637. 
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sulfoxide MM4550 (220a; R = S0,H) (4801, 
are good inhibitors of isolated p-lactamases, 
(Section 5.7). The in vitro activity of some rep- 
resentative natural products is shown in Ta- 

Unlike the penicillins and cephalosporins a 
rigid adherence to the cis-stereochemistry of 
substituents around the p-lactam ring is not 
necessary for activity. In the olivanic acids the 
des-sulfate derivatives are not as active as the 
corresponding sulfates, and in this series the cis- 
isomers are better than the trans-isomers (635). 
Thienamycin (217) is the most stable to p-lacta- 
maws, which is attributed to the presence of the 
a@)-hydroxyethyl side chain, given that syn- 
thetic examples lacking the C6-substituent are 
much more susceptible to hydrolysis by these 
enzymes (638). Overall, in the nonsulfated hy- 
droxyethyl, series SAR would indicate the order 
of potency as trans-&lactam with 8(R) stereo- 
chemistry > cis 8(S) > trans 8(S) (499). Binding 
studies indicate that in E. coli thienamycin has 
the greatest affinity for PBPS, whereas most of 
the newer cephalosporins bind to PBP-3 (639). 
Although thienamycin (217) was not suitable 
for further development because of its chemical 
instabiity both in concentrated solution and in 
the solid state, the corresponding N-formim- 
idoyl derivative, imipenem (215) was a crystal- 
line product with much improved stability and 
suitable for progression (500). 

Imipenem (215) exhibits an outstanding 
spectrum of activity against aerobic and an- 
erobic Gram-positive and Gram-negative 

bacteria, showing a potent bactericidal effect 
against Pseudomonas aeruginosa, Serratia, 
Bacteroides fragilis, Enterococci, and many 
other species (640). Against some 800 clinical 
isolates, imipenem inhibited the majority of 
organisms at concentrations below 1 &mL 
and was not hydrolyzed by plasmid or chromo- 
somal p-lactamases, although both Pseudomo- 
nus maltophilia and P. cepacia were resistant 
(641). The plasma half-life of imipenem (1 h) 
in humans was considered satisfactory, al- 
though urinary recoveries were quite variable 
(6-40%) (642). This was attributed to exten- 
ve metabolism by the renal tubular brush 
rder dipeptidase (DHP-I), to which all of the 

natural carbapenems are susceptible (643). To 
vercome this obstacle, Merck researchers de- 
eloped imipenem in combination with an in- 

hibitor (cilastatin, 365) of DHP-1, to give an 
acceptable urinary recovery of the antibiotic 

(365) Cilastatin 

(644); the formation of any potential nephro- 
toxic degradation products was also reduced. 
After successful clinical trials it was this com- 
bination that was developed as the broad-spec- 
trum parenteral agent primaxin (640,645). 

Although large numbers of analogs of imi- 
penem (215) have been synthesized, particu- 
larly with modified C2-sulfur-linked substitu- 
ents, the only other compound that has been 
developed in this series is panipenem (2751, 
which, although a broad-spectrum agent, still 
requires coadministration with betamipron 
(366), a DHP-I inhibitor (646). One series of 

(275) Panipenem 

(366) Betamipron 

thienamycin analogs of some interest are 
those with an aryl group directly attached at 
C2. These have been reported as having good 
activity and stability (647) and have evolved 
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into a very interesting class of anti-MRSA 
agents (see Section 6.1). 

The lp-methyl series has seen the develop- 
ment of meropenem (216), a broad-spectrum 
agent comparable to imipenem (215) (Table 
14.16), and which is sufficiently stable to 
DHP-I to allow administration without the ne- 
cessity of an inhibitor (587, 648). Another 
compound that has been considered as a clin- 
ical candidate is the triazolium derivative bia- 
penem (367) (506). Sanfetrinem (324) is not 

ing to their plasmid-mediated spread through- 
out the bacterial population have been fully 
realized (2, 650). 

The p-lactamases constitute a large and di- 
verse family of enzymes, classification of which 
has been the subject of a number of publications. 
As stated earlier (Section 3) the most recent and 
comprehensive of these and its relationship to 
previous classification schemes (651-655) have 
been described by Bush and coworkers'(656). 
However, for simplicity, the earlier classification 
originally proposed by Ambler, which is based 
on amino acid sequence homology, will be used 
in this review (657). In this classification the en- 
zymes are divided into three groups (classes A, 
C, and D), which are active-site serine P-lactam- 
ases and one group (class B) of metallo p-lac- 
tamases containing at least one Zn2+ ion per 
active subunit. 

(367) Biapenem 

active against Pseudomonas spp. but it has a 
broad spectrum of antimicrobial activity (Ta- 
ble 14.16) and is stable to DHP-I. Of particular 
interest is the cilexetil prodrug ester (3251, 
which is orally absorbed in humans (506). Oral 
absorbption was also demonstrated with the 
pivaloyloxymethyl ester of the tetracyclic 
p-lactam derivative (344) (627). 

The antibacterial activity of trinems can be 
highly influenced by the kind of substituent at 
C4 (649), and could be targeted toward 
broad-spectrum agents including Pseudo- 
monas spp. (6231, as shown by GV129606X 
(342) or highly resistant Gram-positive bac- 
teria like MRSA and penicillin-resistant 
Streptococci like GV143253X (349). 

5.6 fi-Lactamase Inhibitors 

Widespread use of p-lactams, the largest fam- 
ily of antibiotics in current clinical use, has 
inevitably led to the emergence of resistant 
bacteria. The most commonly encountered 
mechanism of resistance is that attributable 
to the production of p-lactamases, a group of 
enzymes capable of catalyzing the hydrolysis 
of the p-lactam ring. The existence of these 
enzymes was recognized as early as 1940 soon 
after the isolation of penicillin, and fears relat- 

Class A contains many of the clinically irn- 
portant enzymes, including those from Gram- 
positive bacteria and the widely found TEM- 
type enzymes from Gram-negative organisms. 
The majority of them are transmissible, plas- 
mid-mediated enzymes, often referred to as 
penicillinases because their preferred sub- 
strates are the penicillins. 

Class B contains the broad-spectrum me- - 
tallo-enzymes, which are capable of hydrolyz- 
ing most classes of p-lactams including the 
carbapenems. The earliest reported metallo- 
enzymes were confined to a small group of or- 
ganisms with little clinical relevance. How- 
ever, recent isolation of plasmid-mediated 
metallo p-lactamases has led to concern that 
there is potential for rapid dissemination of 
these enzymes, which are not susceptible to 
any of the clinically used inhibitors (658). 

Class C contains predominantly chromo- 
somally mediated enzymes from Gram-nega- 
tive bacteria whose preferred substrates are 
the cephalosporins and are thus often referred 
to as cephalosporinases. Many producers of 
this class of enzymes are regulated by an in- 
ducible mechanism of control in response to 
the presence of antibiotics (659). Class D in- 
cludes enzymes capable of hydrolyzing the 
more p-lactamase stable isoxazolyl penicillins. 

Two strategies have evolved to combat 
p-lactamase-mediated resistance. The first of 
these, involving the development of classes of 
p-lactam antibiotic with improved stability is 
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Table 14.17 P-Lactamase Inhibitory Activity (IC,, pglmL)" 

Enzyme Clavulanic Sulbactam Tazobactam BRL 42715 
(369) (372) (380) 

1.4 0.27 0.016 
1.7 0.028 0.002 
13.0 0.14 0.001 

5.0 0.93 0.002 
2.2 1.1 0.001 

"IC,, determined after 5-min preincubation of enzyme and inhibitor. 

dealt with in the appropriate sections of this important and representative among the in- 
chapter. The second approach has been the hibitors of p-lactamases (662). 
identification of p-lactamase inhibitors for co- Clavulanic acid (368), the first clinically 
administration with the antibiotic, thereby useful p-lactamase inhibitor, was identified as 
protecting it from hydrolysis by p-lactamase- a natural product from a strain of Streptomy- 
producing organisms. ces clavuligerus through use of an assay de- 

The search for inhibitors has involved both signed to detect inhibitors by their ability to 
Datural product screening and the creative in- protect penicillin G from hydrolysis by a p-lac- 
genuity the medicinal chemist. The tamase-producing &rain of Klebsiella Wro- 
developments in the field of p-lactamase in- genes (663). 
hibitor research have been reviewed by Cole X-ray analysis of the 4-nitrobenzyl ester re- 
(660) and Cartwright and Waley (661). In this vealed a novel fused p-lactam containing an 
section we cover the clinically used p-lactam- 
ase inhibitors and the important develop- oxygen atom instead of sulfur and lacking the 

ments since these early reviews were written. acylamino side chain present in penicillins and 

None of the reported non-p-lactam inhibitors cephalosporins (662). Clavulanic acid is a po- 

is likely to have any clinical impact and will tent inhibitor of a wide range of clinically im- 

not be discussed because they fall outside the portant class A p-lactamases, with more mod- 

scope of this chapter. est activity against class D and none against 
the class B and C enzymes (664). Comparative 

5.6.1 Discovery of Clavulanic Acid. Clavu- inhibition data for clavulanic acid and other 

lanic acid (368) can be considered as the most inhibitors, which will be discussed in detail, 
are shown in Table 14.17 (665). 

Clavulanic acid (368) possesses only a poor 
level of antibacterial activity in its own right, 
but is capable of synergizing the activity of a 
number of p-lactam antibiotics against a 
range of 0-lactamase-producing strains of 
both Gram-positive and Gram-negative bacte- 

(368) Clavulanic acid (1976) ria (666). Comparative synergy data from a 
study in which low inhibitor concentrations 

Table 14.18 Amoxycillin MIC (pg/mL) in the Presence of pg/mL of Inhibitor 

Clavulanic Sulbactam Tazobactam BRL 42715 
inhibitor acid (362) (369) (372) (380) 

Proteus mirabilis A >512 16 64 16 2 
E. coli (TEM-1) A >512 8 128 8 2 

4 64 16 2 

>512 256 256 1 
E. coli (OXA-1) D >512 >512 >512 >512 2 
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Figure 14.22. Mechanism of action of clavulanic acid. 

were used are shown in Table 14.18 (667). Al- 
though greater synergy can be demonstrated 
at higher levels these data serve to illustrate 
the differences in spectrum and potency of the 
four inhibitors featured in this review. Clavu- 
lanic acid (368) markedly reduces the MIC of 
amoxycillin (21) against the organisms pro- 
ducing class A p-lactamase. However, at this 
inhibitor level, its more modest potency 
against the class D enzyme is not translated 
into whole-cell activity. 

Marketed as Augmentin (potassium cla- 
vulanate plus amoxycillin) and Timentin 
(potassium clavulanate plus ticarcillin), cla- 
vulanic acid has found widespread use, par- 
ticularly as the former formulation, with 
sales in excess of $1500 million in 2000. The 
pharmacokinetic and early clinical trial data 
for amoxycillin/clavulanic acid combina- 
tions were summarized by Cole (660) and 
further clinical experience was reviewed in 
1989 (668). 

Despite a general increase in the frequency 
of p-lactamase-producing strains observed in 
the period since its introduction, two recent 
and extensive reviews of published clinical 
data concluded that there had been no signif- 
icant increase in resistance to Augmentin 
(669, 670). Clavulanic acid (368) belongs to a 
class of enzyme inhibitors often referred to as 
"suicide" or "mechanism-based" inhibitors 
and, because of its clinical importance, has 
been the subject of many kinetic and mecha- 
nistic studies (671-674). These studies have 
led to a complex and still incomplete model for 
the interaction of clavulanic acid with p-lac- 
tamases, the salient features of which are 
shown in Fig. 14.22. 

Acylation of the active site serine followed 
by ring opening of the intermediate oxazoli- 
dine (369) provides the imine (370), which 
may undergo tautomerization to the enarnine 
derivative (372). Although all three of these 
intermediates may undergo hydrolysis, lead- 
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ing to turnover and release of active enzyme, 
the anticipated hydrolytic stability of (372) (a 
stable P-aminoacrylate) led to its assignment 
as the structure for the so-called transiently 
inhibited species (673). It has been proposed 
that the irreversible inhibition results from 
the trapping of a second nucleophile of the en- 
zyme by the imine species (370) to afford 
(371), followed by p-elimination to give (373). 
Although it has been suggested that the sec- 
ond nucleophilic group might be provided by a 
lysine, some modeling studies based on en- 
yme X-ray crystal structure led to the hy- 

it is a second and conserved 
captured by the imine species 
e biosynthesis (675) and chem- 

6) of clavulanic acid have also 
eceived much attention. Despite extensive 
modifications, especially those involving deriv- 
atization of the allylic alcohol, no inhibitors 
derived from clavulanic acid have progressed 

5.6.2 Sulbactam. Diazotization/bromina- 
tion of 6-APA (21, followed by oxidation, gave 
the 6,6-dibromopenicillanic acid sulfone 
(374), which on catalytic hydrogenation pro- 
vided sulbactam (375) (677). 

Sulbactam (375) was shown to be an irre- 
ersible inhibitor of several p-lactamases 

(376) Sultan 

(375) Sulbactam 

679). Compared with clavulanic acid (Ta- 
ble 14.17) sulbactam is a modest inhibitor of 
the class A enzymes but shows improved po- ,P t 
tency against those of class C, although at a > level considered to be of little clinical use. The 
levels of synergy achieved in whole cells with i. 
sulbactam (375) (Table 14.18) reflect its 
poorer potency against the class A enzymes. 8 
Its mode of action is believed to be essentially 
similar to that of clavulanic acid (3681, with a 4' 

cascade following p-lactam ring opening, 
eventually leading to the same type of inacti- 
vated species (373) (673). Demonstration of 
synergy in combination with ampicillin (19) 
led to the development of a 1:l  formulation, 
which is marketed as Unasyn for parented 
use. Poor absorption of sulbactam (375) pre- 
cluded the use of this combination by the oral 
route and led to the development of the mu- 
tual prodrug sultamicillin (376). After absorp- 
tion from the gut this double ester undergoes 
rapid cleavage by nonspecific esterases, to give 
good serum levels of both ampicillin (19) and 
sulbactam (375) (680). 

5.6.3 Tazobactam. Renewed interest in 
penicillanic acid sulfones stimulated by the 
discovery of the properties of sulbactam (375) 
led to the investigation of the effects of substitu- 
tion in the &methyl group. Exploitation of the 
reactivity of the azido function of the 2-p- 
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azidomethylpenam (377) to cycloaddition reac- 
tions with acetylenes provided, after deprotec- 
tion, a series of 2P-(triazoly1)methylpenams 
(378) with potent p-lactamase inhibitory activ- 
ity (681). 

(378) Tazobactam 

The unsubstituted triazole (378; R = R, = 
H), which was also available through the reac- 
tion of (374) with vinyl acetate, originally se- 
lected for its potency and ease of preparation, 
has found clinical use as tazobactam. Tazobac- 
tam (378) is more potent than sulbactam (Ta- 
ble 14.17), with good activity against the clin- 
ically important TEM-1 enzymes. It also 
shows a modest level of activity against the 
class C enzymes, which are not inhibited by 
clavulanic acid (368). In combination with 
amoxycillin levels of synergism similar to 
those of clavulanic acid are observed for or- 
ganisms producing class A p-lactamases (Ta- 
ble 14.18). At higher inhibitor levels synergy 
against class C-producing organisms has been 
demonstrated for tazobactam (378) as well as 
its ability to synergize the activity of a range of 
p-lactam antibiotics (682, 683). Among these, 
piperacillin (34) was selected as the partner 
antibiotic for the marketed parenteral formu- 
lation; experience of its clinical use was re- 
viewed in 1993 (684). The degradation of ta- 
zobactam (378) has been studied extensively 
and its mechanism of action was considered 
similar to that of sulbactam (375) (685,686). 

5.6.4 6-Heterocyclylmethylene Penems. Sch- 
29482 (379) has been reported to be an inhib- 

itor of class C and class D p-lactamases (687). 
However, fewer additional data are available 
for penems bearing the 6-(1-hydroxyethyl) 
substituent, which have been studied widely 
for their antibacterial activity. Dehydration of 
(379) gave the E- and 2-isomers of the 6-eth- 
ylidenepenem (380), both of which were 

shown to be potent broad-spectrum p-lactam- 
ase inhibitors with much weaker antibacterial 
activity than that of the parent penem (688). 

Extensive structure-activity relationship 
studies involving modification at both the C2 
and C8 positions have been described (689). 

From these studies the Z-triazolylmethyl- 
enepenem (386, BRL-42715) was selected for 
further evaluation based on its overall activity 
and stability to human renal dehydropepti- 
dase (DHP-I), which has the ability to degrade 
penems in a manner similar to that of the car- 
bapenems (690). An atom-efficient, stereocon- 
trolled synthesis from 6-amino penicillanic 
acid (2) has been described, the key steps of 
which are shown in Fig. 14.23 (691). 

Reaction of the anion derived from the bro- 
mopenem (381) with 1-methyl-1,2,3-triazole- 
4-carboxaldehyde provided a mixture of the 
lithium salts (382), in situ acetylation of 
which gave a mixture of the bromoacetates 
(383). Reductive elimination of this mixture 
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Reagents: ( i )  Ph2NLi, THF, -78°C; (i i )  1 methyl-l,2,3-triazole-4-carboxaldehyde; (iii) Ac20, -78°C to 20°C; 
(iv) Zn, N,N,N',N'-tetramethylethylethylenediammine dihydrochloride, NH,CI, DMF; (v) AICI,, anisole. 

Figure 14.23. Synthesis of BRL-42715. 

gave the desired 2-triazolylmethylenepenem more impressive synergism in whole-cell as- 
ester (384) as the major product, which was says. Detailed kinetics confirming the effi- 
deprotected to provide the acid (386). BRL- ciency of inactivation have been described for 
42715 (386) is a potent broad-spectrum inhib- a number of p-lactamases (692, 6931, and a 
itor capable of s~nergizing the activity of mechanism of action involving a novel rear- 
/3-lactam antibiotics against a wide range of rangement to a dihydrothiazepine (387) pro- 
p-lactamase-producing organisms (665). Ta- 

posed (694). 
bles 14.17 and 14.18 reveal that BRL-42715 Despite its impressive inhibitor profile, 
(386) is a more potent inhibitor than c lan-  development of BRL-42715 (386) was termi- 
lank acid (368)9 sulbactam (375), and ta- nated because of its failure to fulfill other de- 
zobactam (378) against 'lass A, and en- sired technological features. A second inhihi- 
zymes and that this potency is into tor, SB-206999 (Sag), possessing an activity 

profile similar to that of BRL-42715, is cur- 
rently under development (695). 

-N xxco2H 5.6.5 Carbapenems. Many ofthe carbapen- 
ems described in Section 5.5 are potent p-lac- 
tamase inhibitors with a spectrum that in- 
cludes the class C enzymes not inhibited by 

N 
H 

clavulanic acid (665). 
~er-0 
I The mechanism of action of carbapenems 

Enz has been studied (673) and the rearrangement 
to a A'-pyrroline (389) after p-lactam ring 

(387) opening was proposed to explain stabilization 
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o*SR 
Ser 

I C02H 
Enz 

of the enzyme-bound species. Limitations on 
the level of carbapenem used, imposed by their 
potent antibacterial activities, have often pre- 
cluded the demonstration of significant syn- 
ergy and no compound of this class has pro- 
gressed as an inhibitor. 

5.6.6 Penams and Penam Sulfones. 6p-Bro- 
mopenicillanic acid (3901, often referred to as 

brobactam, was described as a p-lactamase in- 
hibitor as early as 1978 (696). Extensive stud- 
ies of its mechanism of action have provided 
powerful evidence for an active-site serine- 
bound dihydrothiazine (393) in the inacti- 
vated enzyme (697). 

O< 
0-Ser 

I 
Enz 

It has been noted that this dihydrothia- 
zine (393) and the dihydrothiazepine (387) 
share the same enamine moiety seen in the 
proposed structure of the transiently inhib- 
ited species (372) for clavulanic acid (694, 
698). Despite the demonstration of good syn- 
ergistic properties and a favorable pharma- 
cokinetic profile in humans, brobactam 
(390) has not found clinical application (699, 
700). Comparable activity has been reported 
for 6p-iodopenicillanic acid (391) (701), 
whereas the chloro analog is less potent 
(392) (702). Stimulated by the discoveries of 
sulbactam (379,  tazobactam (378), and 
brobactam (390), modification of the penam 
nucleus has provided a large number of 
p-lactamase inhibitors. Tables 14.19 "and 
14.20, which are by no means comprehen- 
sive, illustrate the structural types of penam 
and penam sulfones that have been reported 
to possess these properties. 

5.6.7 Miscellaneous P-Lactams. p-Lactam- 
ase inhibitory properties have been reported 
for a large number of other p-lactam-con- 
taining structures including cephems and 
monocyclic p-lactams (660,661). Among the 
more recent reports are those of activity 
for 7a-(1-hydroxyethy1)-cephems (including 
their sulfoxides and sulfones) and ox- 
acephems (394) bearing electron-withdraw- 
ing groups at  the 3-position (721). Activity 
has also been reported for other cephems 
bearing nonclassical 7-substituents [e.g., 
the 7-allene functionality and alkylidene 
cephems (395) and (396) (72211. 

Stabilization of the oxapenem ring sys- 
tem by the introduction of bulky 2-substitu- 
ents has allowed the demonstration of p-lac- 
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Table 14.19 Penam Inhibitors of B-Lactamases 

R, R2 R3 R4 Reference 

H Br CH,X Me 703 
X = F, N,, OAc, 

OMe, SCN 
H (CF3S02),N Me Me 704 
H HOS0,NH Me Me 705 
H R Me Me 706 

I 

(394) X = S, SO, SOz, 0 
R = electron withdrawing group 

(395) n = 0, 2 
(398) (724)l and the 2-isopropyloxapenem 

tion fc 
class 
been 

:apene 

)r members o 
of p-lactam 
demonstral 

!ms [(397) 

~f this highly 
derivatives. 
:ed for the 
(723) and 

(399) (725), the latter in particular showing 
potent inhibition of class C enzymes. Re- 
cently, selective and potent inhibitors of 
class C enzymes have been reported for a 
series of bridged monobactams (400) (726). 
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Table 14.20 Penam Sulfone Inhibitors of B-Lactamases 

P-Lactam Antibiotics 

RI R2 R, R4 Ref. 

H H CH2CI Me 709 
H CF,S02NH Me Me 710 
H PhCH(0H) Me Me 711 
H X = OAc, F, OH Me Me 712 

H RCOCH, 

R 
R = Me, P h  

CHzSCN 

Heterocycle 

L 

6 RECENT DEVELOPMENTS tam antibiotics after almost 60 years are en- 
IN P-LACTAMS couraged by the safety profile that has been 
The pharmaceutical companies that are still proved by extensive use throughout the years 
actively involved in the research of new p-lac- and by the continuous launch of new agents. In 
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OH with low levels of side effects would be highly 
desirable. Nearly all strains of MRSA share a b?-+ common feature of carrying the mecA gene en- 
coding for an additional, but with low affinity 
for, p-lactarn penicillin binding protein, 

0 PBP2a (728, 729). 
C02H 

6.1 .I Cephalosporins. A new generation of 
(398) cephalosporins with enhanced affinity for 

PBP2a was identified during the late 1990s. 
The most interesting derivatives are charac- 
terized by the presence of a highly basic or 

%,,, JH gy ionized moiety at the C3-position bearing at 
C7 the amino thiazole ring or a closely related 
structure. 

0 Microcide was particularly active in this field 
C02H with the identification of several products: MC- 

02331 (401), MC-02363 (402), and MC-02479 
(399) (403); RWJ-54428 (404); RWJ-333441 and its 

prodrugs (730) (Microcide Pharmaceuti- 

0 cals/RW Johnson Pharmaceutical Research 

F Institute). Other cephalosporin derivatives of 
particular interest were also identified: Ro- i 63-9141 (405, F. Hoffmann-La Roche), 
TOC-39 (406, Taiho) and TOC 50 (407, 
Taiho). All these compounds have shown a 

0 S03H promising anti-MRSA activity with the poten- 
tial to overcome the recent issues associated 

(400) 
with the development of bacterial resistance. 

6.1.2 Carbapenems and Trinems. Several 
the main are directed pharmaceutical companies have reported a se- 

the discovery of agents active against dangerous 
ries of and trinems showing ex- 

emerging resistant straim, and a more favor- 
cellent activity against MRSA and vancomy- 

phannacodynamic and reduc- Enterococci (731-735). These 
ingthe dosage, number of administrations, compounds (408-41 1) showed very good 
length of treatment, and side effects. affinity for PBP2a, typical of MRSA and 

PBP5, which is overproduced by resistant 
6.1 Anti-Cram-Positive P-Lactams Enterococci. 
MRSA (methicillin-resistant Staphylococcus The presence of an aromatic moiety, as in 
aureus) was first described in the early 1960s the 2-arylcarbapenems or aryl-4-exomethyl- 
and has since become one of the major nosoco- enyl trinems, was recognized as a necessary 
mid infections in the hospital setting (727). key feature in the most active p-lactam anti- 
MRSA still remains as an important target for MRSA agents. Most of these carbapenems 
the development of anti-infective agents. It were derivatives in which the C2 side chain 
has been shown that these strains are resis- was linked by a C-C bond instead of a C-S 
tant to penicillins, cephalosporins, and also bond. Moreover, the presence of a quaternary 
carbapenems. Although effective, therapy nitrogen on the side chain conferred satisfac- 
with glycopeptides such as vancomycin or tory water solubility, an essential property for 
teicoplanin is relatively limited because of side an injectable drug. 
effects shown by this class of antibacterial The carbapenem class was extensively in- 
agents. Therefore, potent anti-MRSA agents vestigated and several potent compounds 
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were identified: L-741-462 (4121, L-696-256 
(413), L-742-728 (4141, and L-786-392 (415). 
All these compounds underwent clinical trials 
but for different reasons their clinical develop- 
ment was discontinued. 

Clinical development of L-741-462 (412) 
was discontinued because of an unexpected 
immunotoxic reaction observed in Rhesus 
monkeys (7361, which was thought to be the 
result of a specific acylation of lysine residues 

(411) BO-3482 Banyu 
Sumitomo 

(408) Rl = H, R 2 =  < / ' N ~  on the cell surface followed by recognition of 
- the appended hapten (Fig. 14.24). The carba- 

(409) R1 = CH3, Rz = CH3 penem L-786-392 (415) was designed to over- * R 2 = H  
come this problem, given that acylation of 

(410) R1 = lysine by p-lactam would release the sulphon- 
amido moiety, thereby avoiding its recognition 
as hapten. However, despite its excellent in 
vitro and in vivo activity, this compound failed 
to meet the required safety profile. 

GV143253X (349, GlaxoWellcome) was the 
first reported example of trinem with a very 
interesting in vitro and in vivo antimicrobial 
profile that is comparable to that of vancomy- 
cin. This compound belongs to a relatively 
novel class of antibiotics and in this class the 
presence of the double bond has been shown to 
be important for the anti-MRSA activity. 
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To substantiate the hypothesis, the cyclo- 
propanation of the exo-double bond resulted 
in a compound (420) still microbiologically ac- 
tive, but lacking anti-MRSA activity. Addi- 
tionally, inclusion of the double bond into an 
aromatic ring (419) retained the anti-MRSA 
activity (630, 631). 

0 However, the unsatisfactory pharmacoki- 
netic profile shown by GV143253X (349) in 

(413) L-696-256 healthy volunteers suggested discontinuing 
further studies on this compound. 
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Figure 14.24. Acylation of cell surface protein by L-741-762 and L-786-392. 
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6.2 Antibacterial Broad-Spectrum P-Lactams 

The intrinsic potency of carbapenems and 
trinems has encouraged pharmaceutical com- 
panies to investigate these classes of p-lac- 
tams to find broad-spectrum agents for the 
treatment of severe hospital infections. 

A series of compounds that are character- 
ized by the presence of the 3-thiopyrrolidine 
group, also present in meropenem (216), have 
been reported. The Korea Institute of Science 
and Technology (KIST) has synthesized DK- 
35C (421) (737, 738), a compound that exhib- 

b o -  o 

ited greater potency than that of imipenem 
(215) or meropenem (216). Intracerebroven- 
tricular injection in male rats (739) showed a 
proconvulsive activity greater than that of 

meropenem but weaker than that of imi- 
penem or cefazolin (59); however, it is not 
known whether DK-35C (421) possesses a 
greater capability than that of other carbapen- 
ems to penetrate the blood-brain barrier. 

Another interesting broad-spectrum com- 
pound is DA-1131 (422) (740 -744) that, simi- 

larly to panipenem [(275), marketed by 
Sankyo in combination with betamipron (366) 
under the trade name Carbenin], needs to be 
coadministered with a nephroprotector to 
avoid renal impairment caused by drug accu- 
mulation in the renal cortex (742). 

Shionogi has reported S-4661 (423) (745, 
746), a carbapenem with an antibacterial ac- 
tivity comparable to that of meropenem (2'16) 

but with a lower frequency of antibiotic-in- 
duced resistance. Clinical trials have shown its 
good efficacy for urinary tract infections (UTI) 
and respiratory tract infections (RTI), but 
there was evidence also of an increase in the 
levels. of hepatic enzymes (GOTIGPT) (747, 
748). 
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Other recent compounds include MK-826 
(317) (Merck and Zeneca, Daloxate), a com- 
pound with a prolonged half-life and excellent 
activity against p-lactamase producer strains 
(749-7521, and 5- 11 1,225 (424) (Banyu Phar- 

6 Y  
*' 

%, ckH Jq; 0 

0 

(424) 5-111,225 

maceutical Co.) (753), which is an ultra-broad- 
spectrum agent including MRSA and Pseudo- 
monas species. 

Trinems were also studied to obtain com- 
pounds with a broad spectrum of action, in- 
cluding Pseudomonas spp. GV129606X (342, 
GlaxoWellcome), which features a 4-N-meth- 
ylformimidoyl group, showed activity against 
p-lactamase-producing resistant strains, good 
efficacy and pharmacokinetic profile in animal 
models. 

6.3 Orally Active CarbapenemdTrinems 

Pharmaceutical companies have put an inten- 
sive effort to produce orally active lp-methyl 
carbapenems and trinems for the treatment of 
community-aquired infections. Wyeth-Ayerst 
has published a study in which CL-191121 
(4251, an aminomethyl tetrahydrofuranyl car- 
bapenem, was reacted with amino acids to give 

OH 

J ~ ~ + D  ..\ 3 'I-NH2 

0 

0 

(425) CL-191121 

the corresponding peptidoyl derivatives (754, 
755). This work led to the identification of 
OCA-983 (426) (756), which is a valinyl pro- 

drug of CL-191121 (425) with improved oral 
bioavailability and in uiuo efficacy against 
Gram-positive and Gram-negative bacteria 
(757,758). OCA-983 (426) represents the first 
example of a peptidic prodrug of carbapenems 
orally absorbed by active transport. 

Other examples of broad-spectrum oral 
carbapenems for the community are reported 
by Lederle, with L-084 (428) (759,7601, a pro- 
drug of UC-11036 (427) and by Sankyo, with 

CS-834 (430) (761-7631, a prodrug of R-95867 
(429). 

OCA-983 (426), L-084 (4281, and CS-834 
(430) showed very similar antimicrobial pro- 
files and are suitable for the treatment of re- 
spiratory tract infections, with good stability 
to ESBL and broad-spectrum p-lactamases. 
Two major drawbacks could be envisaged for 
such compounds: 

0 The dosing regimen (t.i.d. for L-084 and CS- 
834) required maintenance of the concen- 
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6.4 P-Lactamase Inhibitors 

tration of the circulating compound above 
the MIC value for a sufficient time in the 
24 h. 
The relatively high cost of treatment com- 
pared to that of other drugs already avail- 
able in this overcrowded market. 

Most recently, the problem of inactivation of 
p-lactams by p-lactamases has been carefully 
investigated, as it is evident from the litera- 
ture (764-767). Several sulfone derivatives 
such as compound (375), obtained from chem- 
ical modification of 6-APA (2), have been ob- 
tained (768). In addition, mechanistic and 
crystallographic studies with mono and bis 
penicillanic acids (432,433) and TEM-l-p-lac- 

tamase from E. coli, have been reported (769- 
771). In particular, bis hydroxymethyl penicil- 
lanic acid (433) showed inhibitory activity on 
both class A and class C p-lactamases. 

Scientists from Hoffmann-La Roche used 
the p-hydroxymethyl derivative (434) to pre- 
pare a series of alkenyl penam sulfones (772) 
that inhibited TEM and SHV, among which 
Ro 48-1220 (435) showed the best inhibitory 
properties (773), comparable to those of clavu- 
lanic acid (368) and tazobactam (378). 
Through use of a similar procedure, Taiho pre- 
pared a series of amides, starting from the car- 
boxylic acid (436), among which compound 
(437) showed better synergy than that of ta- 
zobactam (378) in vitro against class C p-lac- 
tamases (774). 

Starting from the chloro methyl (4381, 
Taiho also reported the synthesis of an inter- 
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sting compound (439) bearing the same het- 
roaromatic moiety of ceftriaxone. This com- 
und possesses an excellent in vitro activity 

nst cephalosporinases (775). 
ntroduction of a double bond conjugated 

'th the carbonyl groups of the p-lactam ring 
alkylidene derivatives) has been extensively 
tudied in several classes of p-lactams other 
han penems (see Section 5.6.4), producing po- 
nt inhibitors. (2)-Triazol-4-yl-methylene 
nicillanic acid sulfones (440-442) showed 

very good inhibitory activity against TEM 
p-lactamases. Compounds (440-442) were 
2-3 times more active than tazobactam (378) 
against cephalosporinases from Enterobacter 
cloacae (776). 

Inhibition of class C p-lactamases has been 
observed for 7-alkylidene cephalosporanic 
acid sulfones such as compound (443). This 
gave excellent inhibitory activity against En- 
terobacter cloacae P99 and Enterobacter clo- 
acae SC-12368 (722). 



/3-Lactam Antibiotics 

7 CURRENT TRENDS DRIVING INDUSTRY 

Almost 300 antibacterial products are avail- 
able on the world market, but successful treat- 
ment of bacterial disease is becoming increas- 
ingly problematic as the number of elderly and 
immunocompromised patients increases, the 
pathogens undergo changes, and resistance to 
current agents become more widespread. 
These factors are driving the pharmaceutical 
industry to develop new and more powerful 
agents from existing classes of antibacterial 
drugs and to reevaluate their approaches to 
antibacterial drug discovery. Bacterial geno- 
mics, supported by fundamental research on 
bacterial physiology, environmental adapta- 
tion, and host-pathogen interactions are ex- 
pected to supply the drug targets of the future. 
Although products of this research are some 
way off, new and improved agents continue to 

emerge from established screening and chem- 
ical modification programs. 

The antibacterial market is increasingly 
well supplied with effective oral and paren- 
teral agents that can provide treatment for the 
majority of infectious diseases. The criteria of 
novelty and competitive advantage for new 
agents therefore become increasingly difficult 
to attain. The relentless spread of antibacte- 
rial resistance to agents that were initially 
thought to have overcome all resistance prob- 
lems is now offering necessary scope for nov- 
elty and innovation. The message coming 
from many opinion leaders in the medical pro- 
fession is also one of strong encouragement for 
the pharmaceutical industry to pursue the 
quest for new and better antibacterials. Drug 
resistance is seen as a serious potential threat 
to the continuing effectiveness of current an- 
tibacterial agents, and a new compound that 
can address an important resistance problem 
is likely to find a place in the crowded market. 

The most problematic forms of resistance 
being encountered are penicillin resistance in 
S. pneumoniae, glycopeptide resistance in en- 
terococci, methicillin and multidrug resis- 
tance in Staphylococci, extended-spectrum 
P-lactamase resistance in MTB, and metroni- 
dazole resistance in Helicobacterpylori. 

Other potential areas for innovation relate 
to the changing pattern of infectious dis'ease 
brought about by the AIDS epidemic and the 
increasing frequency of organ transplanta- 
tion, implanted prosthetic devices, and other 
developments in invasive medical procedures, 
together with a demographic shift to a more 
elderly and institutionalized population in the 
developed world. Antibiotics are now increas- 
ingly required to be effective in patients who are 
immunocompromised or debilitated through 
age-underlying disease. 

7.1 Inhibitors of Protein Export in Bacteria 

Signal peptidase enzymes represent a novel 
class of antibacterial targets (777) involved in 
the export of proteins across the cytoplasmic 
membrane in bacteria (778, 779). Proteins 
that are processed through this pathway are 
synthesized as preproteins with an extra do- 
main, the signal sequence, attached to the 
amino terminus (780). This signal sequence 
allows the preprotein to cross the cytoplasmic 
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Current medical needs 

Organism Infection Resistance 

Bacteremia, Pneumonia Quinolones, p-Lactams, 
MRSAIE Sugical wound infections, Rifampin, Tetracyclines 

Endocarditis 

Bacteremia, Pneumonia 
PseudomOnas spp UTI, Burns 

Nosocomial 

Quinolones, Aminoglycoside: 
Tetracyclines, p-Lactams 

Enterococci Bacteremia, UTI, Vancomycin, Quinolones 
Surgical wound infections Aminoglycosides; p-Lactams 

Meningitis, Pneumonia, 
Arthritis, Bacteremia Community Macrolides, p-Lactams S pneumoniae 

membrane by means of a multiprotein com- 
plex, the Sec proteins. When it is outside, the 
signal peptidase enzyme (781) cleaves the sig- 
nal sequence, thus liberating the protein, 
which is now able to fold into its active confor- 
mation. It is believed that by inhibiting this 
pathway, the proteins remain functionally in- 
active and eventually should accumulate in 
the cytoplasmic membrane, compromising its 
integrity and leading to cell death. A weak in- 
hibition of signal peptidases was obtained 
with polysubstituted azetidinones (444-446) 
(782), in which was observed a stereochemical 
preference for (4s) isomers. 

A screening of serine protease inhibitors 
against the signal peptidase from E. coli LP1 
allowed identification of several classes of ac- 
tive bicyclic p-lactams. Esters of clavulanic 
acid (447) confirmed this preference for (5s) 
stereochemistry and were more active than 
the corresponding thioclavam analogs (448). 
Oxidation to the corresponding sulphone re- 
gained the activity in the decarboxylated se- 
ries (R, = H). 

The best compounds were obtained in the 
5(S) penem series, allowing identification of 
benzyl ester (449), which has the opposite ste- 
reochemistry to that required for inhibition of 
bacterial PBPs and showed an IC,, value of 10 
pi l l  (783,784). The hit compound was studied 
in depth and led to the synthesis of the penem 

Emerging 
pathogens 

(444) (4s) Rl = Et, RZ = Et 
(445) (4s) Rl = CH3, Rz = CH3 
(446) (4R) R1 = CH3, Rz = CH3 

Stenotrophomonas malt. Cystic fibrosis, Carbapenems 
Burkholderia cepacia burns 

Mycobacterium tuberc. Tuberculosis lsonyazide 

ally1 ester derivative (450), which showed 
complete inhibition of processing in a perme- 
able strain of E. coli, with an IC,, value of 0.07 
@. Although the activity could not be man- 
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tained in standard and clinical strains, this 
work has highlighted a new valuable target for 
the discovery of novel p-lactam antibiotics 
(785). 

8 WEB SITE ADDRESSES AND 
RECOMMENDED READING FOR 
FURTHER INFORMATION 

If someone just needs quick information re- 
lated to the p-lactam antibiotics and their use, 
nowadays it is sufficient to use a popular re- 
search engine searching for "lactam antibiot- 
ics" and retrieve thousands of Web pages. 
Here are listed only a few of them that contain 
interesting and precise specific information: 

0 The links http://www.microbe.org, http:// 
www.idlinx.com, http://www.bact.wisc.edu/ 

bact330/330Lecturetopics.htm, http://www. 
ches.siu.edu/f~x/medmicro/index.htm can be 
consulted to get an overview of the infection 
disease treatments, bacteria morphology, 
mechanism of action of antibiotics, and 
mechanism of resistance to the current an- 
tibacterial agents. 

0 The link http://wizard.pharm.wayne.edu/ 
medchem/betalactam.htm leads to the Web 
page entitled: Chemistry of Beta Lactam 
Antibiotics PHA 421-Infectious Disease 
Module, a Medicinal Chemistry Tutorial on 
Beta Lactam Antibiotics. 

0 An interesting course of Chemotherapy can 
be found at the following address: http:// 
www.vet.purdue.edu/depts/bms/coursesl 
chmrxlbms45 96.htm, which leads to Drug 
Groups, in which the major antibacterial 
classes are extensively discussed. 

0 At http://www.grunenthal.com/knowledge- 
Basekb start.htm there is the Griinenthal 
Knowleige Base, a library of Knowledge- 
Modules in which are reported the antibiot- 
ics, including Beta-Lactam Antibiotics. A 
fast entry-level reference guide. 

0 A very good microbiology textbook can be 
found at the following link: http://www. 
bact.wisc.edu/microtextbooklindex.html, in 
which, by clicking on http://www.bact. 
wisc.edu/microtextbook/~ontrol~rowth/ 
antibiotic.htm1, a chapter on antibiotics is 
reported. 
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1 I N T R O D U C T I O N  

Infections caused by bacteria are among the 
leading causes of death worldwide and antibi- 
otics have made a dramatic impact in our ca- 
pacity to intervene in these diseases. The tet- 
racycline, aminoglycoside, and macrolide 
antibiotics were among the first classes of an- 
tibiotics discovered and have been mainstays 
of antibacterial therapy for half a century. 
These antibiotics all target the bacterial ribo- 
some and interfere in the process of transla- 
tion of the messenger RNA into protein and 
thus block a fundamental process in bacterial 
metabolism. For the most part, these com- 
pounds have little effect on the translational 
machinery of eukaryotic organisms, and thus 
this differentiation is the basis for the selectiv- 
ity and consequent lower toxicity of these nat- 
ural products. These antibiotics continue to be 
essential for the treatment of bacterial infec- 
tions and in many cases are drugs of choice. 

The bacterial ribosome consists of both a 
large (50s) and small (30s) subunits that 
come together to form the intact, 70s ribo- 
some. Each subunit consists of both protein 
and RNA (rRNA) components: 31 proteins, 
23s and 5 s  rRNAs for the 50s subunit, and 21 
proteins and 16s rRNA for the small subunit. 
Although a complete description of the trans- 
lational process is beyond the scope of this 
chapter, a brief outline of the key steps is pre- 
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sented in Fig. 15.1. The active site of the ribo- 
some is composed of three subsites: the ami- 
noacyl site (A), the peptidyltransfer site (P), 
and the exit site (E). Briefly, translation is ini- 
tiated with the recognition and binding of 
messenger RNA (mRNA), which encodes a 
specific protein, to the 30s subunit in the pres- 
ence of an initiator transfer RNA (tRNA) and 
of initiation factor 2 (IF2). Binding of the 
initiator tRNA in the P-site is followed .by 
binding of the 50s subunit, generating a 
translation competent ribosome particle. The 
elongation cycle then consists of rounds of pre- 
sentation of specific tRNAs charged with their 
cognate amino acids by elongation factor Tu 
and binding of these aminoacyl-tRNAs to the 
A-site with synchronized hydrolysis of GTP 
(Step 1, Fig. 15.1). Once in place on the ribo- 
some, the aminoacyl-tRNA in the A-site par- 
ticipates in peptide bond formation by nucleo- 
philic attack of the amino acid a-amino group 
at the activated carboxyl group of the growing 
peptide chain linked to the tRNA in the P-site 
(Step 2, Fig. 15.1). The result is the elongation 
of the peptide by one amino acid residue in the 
A-site followed subsequently by a transloca- 
tion step consisting of a shift in the mRNA 
register in an elongation factor G-dependent 
manner (Step 3, Fig. 15.1). This includes bind- 
ing of the now uncharged tRNA in the E-site 
followed by its ejection, and binding of the pep- 
tidyl-tRNA to the P-site, leaving the A-site 
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Aminoacyl-tRNA (O = amino acid) 

Figure 15.1. The bacterial protein synthesis elongation cycle. Step 1: Recognition and binding of the 
cognate aminoacyl-tRNA to the anticodon in the A-site. Step 2: Peptidyl transfer resulting in elon- 
gation of the peptide by one amino acid residue. Step 3: Translocation of the peptidyl-tRNA from the 
A-site to the P-site with concomitant movement of the uncharged tRNA to the E-site. Step 4: Exit of 
the uncharged tRNA completes the cycle. See color insert. 

free again to bind an appropriate aminoacyl- 
tRNA (Step 4, Fig. 15.1). The complexities of 
the binding and enzymatic events as well as 
the multitude of proteins and RNAs involved 
in the translation process have been fertile 
ground for the evolution of antimicrobial 
agents, and all of the antibiotics discussed in 
this chapter exert an impact directly on criti- 
cal aspects of translation. 

2 TETRACYCLINES 

2.1 Clinical Use of Tetracycline Antibiotics 
and Currently Used Drugs 

The tetracycline antibiotics (see Table 15.1) 
were first introduced over 50 years ago as the 
first of the broad-spectrum antibiotics, effica- 

cious against aerobic and anaerobic Gram- 
positive and Gram-negative bacteria. They are 
generally orally administered and have found 
extensive use in the treatment of infectious 
diseases and continue to be widely used, but 
are now being supplanted by other agents 
such as the quinolones. Nonetheless, the tet- 
racyclines remain first-line drugs in the treat- 
ment of infections caused by pathogens of the 
family Rickettsiae (causative agents of Rocky 
Mountain spotted fever, typhus, Q fever, ehr- 
lichiosis), Chlamydia pneumoniae, Myco- 
plasma pneumoniae, Chlamydia trachomatis, 
Borrelia burgdorferi (Lyme disease), members 
of the genus Brucella that cause brucellosis, 
Calymmatobacterium granulomatis (granu- 
loma inguinale), Vibrio cholera (cholera), and 
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Table 15.1 Tetracycline Antibiotics in Current Use 

Generic Name 
Trade 
Name Structure Route Dose 

Tetracycline Achromycin 1 Oral 250 mg, 4 times daily 
Chlortetracycline Aureomycin 2 Ophthalmic or topical 

ointment 
Oxytetracycline Vibramycin 3 Oral i.v. 200 mg/day 
Demethylchlortetracyline Declomycin 4 Oral 3.25-3.75 m&g 
Minoclycine Minocin 5 Oral 100 mg every 12 h 
Doxycycline Doxycin 6 Oral 50-100 mg everjr 12 h 

others. The tetracyclines are also often used in 
combination with other agents for the treat- 
ment of peptic ulcer disease caused by Helico- 
bacter pylori infection. Furthermore, tetracy- 
clines can be used in the treatment of a 
number of conditions including acne vulgaris, 
legionellosis, syphilis, tularemia, and plague 
caused by Yersinia pestis. Doxycycline (6) is 
also used for chemoprophylaxis of malaria un- 
der certain conditions. The tetracycline anti- 
biotics are therefore of great clinical impor- 
tance and utility, especially aginst infections 
caused by Gram-negative bacteria. 

As the name suggests, tetracyclines possess 
four rings that form the minimal naphthacene 
tetracycle (Fig. 15.2). Positions at the "bot- 
tom" of the molecule (10, 11, 1) and most of 
ring A (positions 2, 3, and 4) represent the 
invariant pharmacophore region of the mole- 

Figure 15.2. Tetracycline pharmacophore and 
numbering. 

cule, where modifications are not tolerated 
without loss of antibiotic activity. The remain- 
ing positions where substitution is permitted 
have been exploited by nature and synthetic 
chemists in the development of new tetracy- 
clines. Table 15.1 lists a number of tetracy- 
clines and their structures. The natural prod- 
ucts tetracycline (I), chlortetracycline (2), 
oxytetracycline (3), demethylchlortetracyline 
(4), and the semisynthetic minocycline (5) and 
doxycycline (6) are frequently used in the 
clinic. The glycylcyclines such as GAR-936 (7) 
are new semisynthetic derivatives that link 
modified glycines to 9-amino derivatives of 
various tetracyclines (1,2). 

The tetracyclines avidly bind metals 
through the hydroxyl and carbonyl groups of 
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the B and C rings (Fig. 15.3) and this appears 
to be the biologically active form of the mole- 
cules (see Section 2.3). 

2.2 Side Effects, Toxicity, and 
Contraindications of Tetracycline Antibiotics 

The tetracyclines are in general quite safe and 
well tolerated. They are all associated with 
photosensitivity, and patients should avoid di- 
rect exposure to the sun. As a result of their 

Metal 

Figure 15.3. Binding of metals by tetracycline 
antibiotics. 

aMinity for divalent metals including Ca2+, 
tetracyclines can stain the teeth and bones 
and are therefore not given to younger chil- 
dren or during pregnancy. The affinity for 
metals also means that coadministration with 
certain foods such as milk or other agents such 
as Ca2+- or Mg2'-containing antacids is not 
appropriate because it reduces bioavailability. 
Ca2+ binding and subsequent precipitation is 
also thought to be the reason that injection of 
tetracyclines is painful and therefore not a 
preferred route of administration. Tetracy- 
clines can also affect the usefulness of oral 
contraceptives. 

Side effects tend to be minor, including diz- 
ziness or lightheadedness for minocycline, 
some gastrointestinal discomfort, and can- 
didal overgrowth, which is common to virtu- 
ally all antibiotics, and under rare conditions 
esophageal ulceration. High levels of tetracy- 
cline have been associated with hepatotoxic- 
ity, which is exacerbated by preexisting renal 
impairment or coadministration with other 
hepatotoxic agents. 

2.3 Pharmacology and Mode of Action of 
the Tetracycline Antibiotics 

Tetracyclines are readily absorbed in the gas- 
trointestinal tract and are subsequently 
widely distributed in most tissues. These anti- 
biotics also cross the placenta and are present 
in breast milk and therefore are not recom- 
mended for pregnant or lactating women. 
Most tetracycline antibiotics are eliminated 
through the kidney and are therefore not rec- 
ommended for patients with renal problems 
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because it may lead to toxicity. The exception 
is doxycycline (6), which is excreted through 
the bile. Serum half-lives are long (6 to >20 h, 
depending on the agents) and thus once or 
twice daily dosing is recommended on the or- 
der of 100 mg per dose (Table 15.1). Metabo- 
lism of these antibiotics is minimal. 

The tetracycline antibiotics in current clin- 
ical use are generally bacteriostatic, inhibiting 
cell growth but not actually killing the cell. 
Thus, if the antibiotic is removed from the me- 
dium, the cells recover and resume growth. 
Tetracycline freely passes through lipid bilay- 
ers and enters the cell in a diffusion-controlled 
manner and no transport proteins appear to 
be necessary (3,4). The mechanism of antibi- 
otic action involves binding to the bacterial 
ribosome and arresting translation. Various 
methods have determined (1) that the 30s 
subunit is the preferred site of binding and (2) 
that there is one high affinity binding site, lo- 
cated in the A-site of the ribosome, and several 
lower affinity sites. The crystal structure of 
tetracycline bound to the 30s subunit of the 
Thermus thermophilus 30s subunit has been 
determined to 3.4 A (5). In this structure, two 
binding sites for the antibiotic were deter- 
mined, one in the A-site as predicted and an- 
other in the body of the ribosome. The first site 
is likely the more clinically relevant site, in 
that it agrees well with several decades of 
binding and biochemical data describing the 
tetracycline-ribosome interaction. The key 
features of the binding of tetracycline to the 
A-site are shown in Fig. 15.4. All of the inter- 
actions between the antibiotic and the ribo- 
some occur with the 16s rRNA, and no con- 
tacts with proteins are observed. Tetracycline 
binds in a 20 x 7-A pocket above the A-site 
binding pocket for the aminoacyl tRNA. As 
predicted by structure-activity studies, all 

four rings of tetracycline participate in b 
ing to the ribosome and, in particular, Rir 
stacks with the pyrimidine ring of C1054. 
entire pharmocophore region of the mole 
(see Fig. 15.2) is involved in specific inte 
tions with the 16s rRNA. Not surprising] 
M$+ ion is chelated by the antibiotic and 
rRNA phosphate backbone as predicted by 
affinity of tetracycline for divalent ions 
the requirement for M$+ ion in tetracyc 
binding. This M$+ is also present in 
structure of the ribosome in the absence of 
antibiotic and may represent a key consel 
binding element. The tetracycline-binding 
gion is poorly conserved between eukary~ 
and bacteria and helps to explain the low 
icity and specificity of these antibiotics. 

Modeling of a tRNA molecule in the st: 
ture of the tetracycline-30s complex reve: 
steric clash between the tRNA and the an! 
otic. Furthermore, because tetracycline bi 
on the opposite side of the codon-antico 
binding pocket, it is possible that tetracyc 
does permit presentation of the aminoa 
tRNA by EF-Tu, which would trigger GTP 
drolysis (see Fig. 15.1). Therefore, tetrr 
clines may act in two ways, first by prevent 
occupancy of the A-site by the aminoa 
tRNA and thus arresting translation, and 
ond in a catalytic fashion, depleting C 
stores in the cell. 

2.4 History and Biosynthesis of the 
Tetracycline Antibiotics 

The first tetracycline antibiotic to be isob 
was chlortetracycline (2) from cultures 
Streptomyces aureofaciens in 1948, which. 
followed in the same year by oxytetracyc: 
(3) from Streptomyces rimosus. Chemical 
oxygenation of oxytetracycline at C6 yiel 
doxycycline (6); minocycline (5) was prepa 
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Figure 15.4. Ir lteraction of tetracycline with the 30s ribosomal subunit (redrawn from Re 
numbers are from E. coli. 

from demethylchlortetracycline in the mid 
1960s. The synthesis of the newer glycylcy- 
clines was first described in the early 1990s. 

The tetracycline antibiotics are polyketide 
natural products and therefore derived from 
the sequential linkage of acetyl units that 
form the core polyketide. The biosynthetic 
clusters encoding the genes necessary for the 
biosynthesis of chlortetracycline and oxytetra- 
cycline have been cloned and sequenced (6-8). 
From these gene sequences and chemical intu- 
ition, a plausible biosynthetic pathway can be 
constructed, beginning with the starter unit 
malonamyl-CoA, which provides the requisite 
amide at C2 (Fig. 15.5). Eight successive con- 
densations with malonyl CoA, each providing 
a C2 unit, generate the linear polyketide. This 
is followed by cyclization to yield 6-methyl- 
pretetramid [possibly by the otcDl gene prod- 
uct of S. rimosus (9)], hydroxylation, oxida- 
tion, and reductive transamination at C4a as 
well as hydroxylation at C12a to generate 
4-amino-anhydrotetracyline. S-Adenosylme- 
thionine-dependent methylation followed by 

!f. 5). Base 

two successive hydroxylation events and a re- 
duction generates oxytetracycline. The otcC 
gene product of S. aureofaciens has been 
shown to be the anhydrotetracyline oxidase, 
hydroxylating anhydrotetracycline at position 
6 (10). The gene encoding the enzyme re- 
quired for chlorination of tetracycline at posi- 
tion 7 to give chlortetracycline has also been 
cloned (11). The precise gene products for the 
remainder of the biosynthetic steps have not 
yet been fully characterized and therefore the 
details of this pathway remain probable, but 
speculative. 

2.5 Tetracycline Resistance 

Tetracycline antibiotics are no longer used for 
empirical treatment of many Gram-negative 
and Gram-positive infections as a result of the 
dissemination and prevalence of resistance, 
which has played an important role in de- 
creased use of these otherwise potent antibi- 
otics over the past years. Clinically relevant 
resistance occurs primarily by two mecha- 
nisms: active efflux and ribosomal protection, 
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8 jJ 
HO Type II 

+ Polyketide 
Synthase - 
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I 

1 Anhydrotetracycline 

H3C\ /CH3 

- 
N H2 NH2 

OH 0 0 0 0 OH 0 OH 0 0 
Oxytetracycline (3) 

Figure 15.5. Predicted oxytetracycline biosynthetic pathway. 

although enzymatic modification and other inhibitors of translation, are rarely implicated 
unknown mechanisms have been documented in tetracycline resistance, though mutation at 
(see reviews in Refs. 12-14). Ribosomal muta- position 1058 of the 16s rRNA (Escherichia 
tions, a major source of resistance for other coli numbering) has been associated with tet- 
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Table 15.2 Tetracycline Efflux Determinants 

Number of  
Bacterial Genera Associated with Transmembrane 

Group Proteins Resistance Type Helices 

1 Tet (A) Numerous including Pseudomonas, 12 
Serratia, Escherichia, Klebsiella, 
Vibrio 

Tet(B) Numerous including Escherichia, 
Providencia, Moraxella, Shigella, 
Vibrio 

Tet(C) Numerous including Salmonella, 
Proteus, Pseudomonas, 
Escherichia, Vibrio 

Tet(D) Aeromonas, Yersinia, Enterobacter, 
Pasteurella 

Tet(E) Aeromonas, Serratia, Escherichia, 
Vibrio 

Tet(G) Vibrio 
Tet(H) Pasteurella 
Tet(Z) Corynebacterium 

2 Tet(K) and Tet(L) Staphylococcus, Clostridium, 14 
Enterococcus, Streptococcus 

3 OtrB and Tcr3 Streptomyces, Mycobacterium 14 
4 TetA(P) Clostridium 12 
5 Tet(V) Mycobacterium 10-11 
6 TetAB Corynebacterium ATP binding cassette 

transporter 

racycline resistance in Propionibacterium ac- 
nes (15, 16). The efflux proteins all appear to 
be members of the major facilitator superfam- 
ily of efflux proteins that export small mole- 
cules in a proton-dependent fashion (17). They 
are integral membrane proteins of approxi- 
mate molecular mass of 46 kDa and can be 
subdivided into six groups based on amino 
acid sequence similarity (Table 15.2) (18). 

At present there is no available three-di- 
mensional (3D) structure available for a tetra- 
cycline efflux protein, but there has been a 
significant amount of biochemical research de- 
scribing the topology and antibiotic specificity 
of some of these proteins. The preponderance 
of work has come from the Yamaguchi labora- 
tory describing the group 1 protein Tet(A) 
(19-22). The work from this lab has suggested 
that the 12 helices form a water-filled channel 
flanked by transmembrane helices TM1, TM2, 
TM4, TM5, TM8, TM10, and TMll  with a 

; flexible intracellular loop between TM6 and 
TM7. This channel presumably facilitates the 
export of tetracycline from inside the cell, re- 
sulting in resistance. 

The second prevalent mechanism of tetra- 
cycline resistance is ribosomal protection (23). 
There are a number of genes encoding these 
proteins of approximately 70 kDa (Table 15.31, 
and the Tet(M) and Tet(0) proteins have been 
the best studied (24,25). Amino acid sequence 
analysis shows similarity of these proteins 
with elongation factors G and Tu, especially in 
the N-terminal GTP binding domain. GTP 
binding and perhaps hydrolysis are necessary 
for binding of these tetracycline resistance de- 
terminants to the ribosome, which triggers re- 
lease of tetracycline from the A-site. In the 
presence of nonhydrolyzable GTP analogs, 
stable complexes between this class of resis- 
tance protein and the ribosome can be formed. 
Cryoelectron microscopic studies have been 
used to study the Tet(0)-ribosome complex, 
and the 3D structure was determined to be 16 
A (26). This structure demonstrates that 
Tet(0) has a shape similar to that of EF-G and 
binds analogously to the A-site region of the 
ribosome. However, unlike EF-G, which 
causes a significant structural change in the 
ribosome (27), binding of Tet(0) does not sig- 
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Table 15.3 Ribosomal Protection Tetracycline Resistance Determinants 

Protein Bacterial Genera Associated with Resistance Type 

Numerous including Enterococcus, Streptococcus, Staphylococcus, Neisseria 
Campylobacter, Enterococcus, Lactobacillus 
Bacteroides, Streptococcus, Lactobacillus 
Enterococcus, Lactococcus, Listeria 
Streptococcus 
Butyrivibrio 
Clostridium 
Streptomyces, Mycobacterium 

nificantly affect the ribosome conformation. 
These studies provide a possible mechanism of 
action, in which Tet(0)-GTP binding de- 
creases the affinity of tetracycline for the ribo- 
some and subsequent GTP hydrolysis releases 
Tet(O), generating a translation competent ri- 
bosome. 

A final mechanism of tetracycline resis- 
tance is enzymatic degradation. The only en- 
zyme described with this activity is TetX, an 
0,-dependent oxidase that paradoxically was 
identified in the anaerobe Bacteroides fragilis 
(28, 29). Under aerobic conditions in E. coli, 
TetX modifies tetracycline in an unknown 
fashion to generate inactive antibiotics. This 
resistance element has not yet been identified 
as a clinical problem. 

2.6 Recent Developments in the Tetracycline 
Antibiotic Field 

Although the use of tetracycline antibiotics 
has diminished over the past years, they con- 
tinue to be of great importance in the treat- 
ment of infectious disease. The broad dissem- 
ination of resistance throughout both Gram- 
negative and Gram-positive populations has 
had a significant impact on their clinical util- 
ity. The glycylcyclines, tetracyclines substi- 
tuted on position 9 [e.g., GAR-936 (7) (111, do 
not appear to be susceptible to the common 
ribosome protection or efflux resistance (30). 
Some molecules are in advanced clinical trials 
for the treatment of drug-resistant infections 
(31, 32). Modified tetracyclines [e.g., 13-cyclo- 
pentylthio-5-hydroxy-6-deoxytetracycline (811 
have also been shown to block some tetracy- 
cline efflux pumps such as TetA and TetB, re- 
sulting in a reversal of antibiotic resistance 
(33-35). 

Tetracyclines and chemically modified tet- 
racyclines have been investigated for proper- 
ties other than their antimicrobial activity 
(36). For example, tetracyclines are known to 
have anti-inflammatory properties. These 
molecules have therefore been pursued as che- 
motherapeutic agents with promise in the 
treatment of inflammatory disease such as os- 
teo- and rheumatoid arthritis. Tetracyclines 
exert a number of effects related to inflamma- 
tion. These include the reduction of levels of 
mRNA encoding NO synthase (37), increasing 
the levels of cyclooxygenase-2 and subsequent 
increase in prostaglandin E2 levels (38), and 
the inhibition of enzymes important to con- 
nective tissue biology such as matrix metallo- 
proteinases (MMPs) and gelatinases. There is 
a rich literature on the inhibition of MMPs by 
antimicrobial and chemically modified tetra- 
cyclines [e.g., CMT-3 (9)] and this property 
could have application in osteoarthritis (391, 
periodontitis (40, 41), corneal diseases (42, 
43), and cancer (44). 

Thus, in addition to the well-established 
antimicrobial activity of tetracyclines, there 
are several new therapeutic areas on which 
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these compounds, or their derivatives, may 
prove to have a profound impact. 

3 AMINOCLYCOSIDE ANTIBIOTICS 

3.1 Clinical Use of Aminoglycoside 
Antibiotics and Currently Used Drugs 

The aminoglycoside antibiotics find use as 
broad-spectrum agents for the treatment of 
infections caused by aerobic Gram-negative 
and Gram-positive bacteria including Kleb- 
siella pneumoniae, Pseudomonas aeruginosa, 
E. coli, Proteus sp., Serratia marcescens, and 
Staphylococci (45). Arninoglycosides are also 
used in combination therapy with penicillins 
for the treatment of enterococcal infections. 
Some compounds such as paromomycin have 
been employed in treatment of protozoal in- 
fections (46). Streptomycin (10) was the first 
aminoglycoside isolated and the first antibi- 
otic with potent activity against Mycobacte- 
rium tuberculosis and this antibiotic contin- 
ues to be used to treat tuberculosis, but as a 
result of the development of resistance, now in 
combination therapy with other antibiotics 
(45). Streptomycin can also be used for the 
treatment of tularemia, plague and leprosy. 
The aminoglycosides are highly water soluble 
and poorly absorbed orally. These antibiotics 
are therefore primarily delivered by intramus- 
cular injection or intravenously. Topical use of 
aminoglycosides also is frequently used in- 
cluding gentamicin (ll), a complex of genta- 
micin C1, gentamicin Cla, and gentamicin C2, 
in drops to treat ophthalmic infections, neo- 
mycin (12) in topical formulation with cortico- 
steroids, and tobramycin (13), aerosolized to 
treat respiratory infections. 

The aminoglycoside antibiotics are more 
properly termed aminoglycoside-aminocycli- 
tols because they not only incorporate amino- 
sugars, but also six-membered aminocyclitol 

Gentamicin (11) 
C1 R1=  CH3 R2 = CH3 
Cla  R 1 = H  R 2 = H  
C2 R 1 =  CH3 R2 = H 

rings, cyclic carbon rings functionalized with 
amino and hydroxyl groups (47). However, the 
name aminoglycoside is more frequently used, 
despite the fact that some members of the 
group such as spectinomycin do not have any 
sugar component. The clinically important 
aminoglycosides have been generally subdi- 
vided into two broad groups based on struc- 
ture: compounds that contain a 2-deoxy- 
streptamine aminocyclitol ring and those that 
do not. The 2-deoxystreptamine-containing 
antibiotics are further divided into two groups 
based on whether the aminocyclitol is substi- 
tuted with amino sugars at positions 4 and 5 or 
4 and 6. The former are also characterized by 
the presence of a pentose at position 5 [e.g., 
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neomycin (12)l. The preponderance of the 
best-tolerated antibiotics are the 4,6-disubsti- 
tuted 2-deoxystreptamine compounds such as 
gentamicin (11). The second broad class of an- 
tibiotics includes the clinically used antibiot- 

ics streptomycin (10) and spectinomycin, 
which differ in their modes of action (see Sec- 
tion 3.3). 

The characteristics of the most commonly 
used aminoglycosides can be found in Table 
15.4. The presence of numerous m i n e  groups 
in all compounds, positively charged at neu- 
tral pH, ensures an overall cationic nature and 
substantial water solubility. 

3.2 Side Effects, Toxicity, and 
Contraindications of the Aminoglycoside 
Antibiotics 

Table 15.4 Aminoglycoside Antibiotics in Clinical Use 

Most aminoglycosides show oto- and nephro- 
toxic effects and the risk of damage is higher in 
patients with impaired renal function or after 
high doses of these antibiotics. They are there- 
fore contraindicated with other drugs that can 
impair renal function such as some diuretics 
and cephalosporins. Ototoxicity is the result of 
damage to the sensory hair cells and the 
eighth cranial nerve and is irreversible (48). 
Nephrotoxicity is the result of accumulation of 
the antibiotics in the proximal renal tubule 
and this has a number of effects including hy- 
droxyl radical formation, inhibition of phos- 
pholipases, increases in thomboxane synthe- 
sis, and others (reviewed in Ref. 49). As a 
result of this ubiquitous problem, once-daily 
regimens have been established that account 
for patient body weight; close monitoring of 
serum concentration is recommended (45). 
Aminoglycosides cross the placenta and are 
thus used in treatment of pregnant women 
only in life threatening circumstances. Small 
amounts of the antibiotics are present in 
breast milk and therefore have the potential to 
harm the infant; however, this must be bal- 
anced with the knowledge that oral absorption 

Generic 
Name Trade Name Structure Route 

Streptomycin Streptomycin 
Amikacin Amikin 
Tobrarnycin TOBI 
Gentamicin C Garamycin Parenteral 
Gentamicin C Garamycin Ophthalmic 
Netilmicin Netromycin 
Neomycin Neosporin (and others) 

"Adult patients with normal renal function. 

10 i.m. 15 mgkgfday 
14 i.v. or i.m. 15 mgfkg 
13 Inhalation 300 mg12 h 
11 i.v. or i.m. 3 mgkgfday in three 1 mgkg doses 
11 Drops 
15 i.v. or i.m. 4 mg/kg/day in two 2 mgkg doses 
12 Topical 



3 Aminoglycoside Antibiotics 

is poor. Rapid infusion by i.v. and coadminis- 
tration with muscle relaxants can lead to neu- 
romuscular blockade. 

3.3 Pharmacology and Mode of Action of 
the Aminoglycoside Antibiotics 

As noted above, as a consequence of the poor 
oral availability of aminoglycosides, paren- 
teral administration is required. This poor ab- 
sorption through the gastrointestinal tract 
has been taken advantage of for the steriliza- 
tion of the gut before abdominal surgery. 
Upon injection, the serum half-life of amino- 
glycosides in patients is on the order of 2 h, but 
this is highly variable, especially in cases of 
renal failure (45). There is little metabolism of 
the arninoglycosides, which are excreted by 
glomerular filtration. However, there have 
been reports of the generation of an uncharac- 
terized metabolite of gentamicin and other 
aminoglycosides after incubation with hepatic 
microsomes that is toxic to outer hair cells (50, 
51). The details of the structure and mecha- 
nism of these metabolites and their relation- 
ship with clinical toxicity remain to be ex- 
plored. 

The aminoglycosides are generally bacteri- 
cidal antibiotics and the main site of action of 
these antibiotics is the ribosome. Identifica- 
tion of the ribosome as the primary target is 
supported by the observation that high level 
resistance to aminoglycosides can occur through 
ribosomal modification by specific methyl- 
transferases or by point mutation in rRNA 
and certain ribosomal proteins. Chemical foot- 
printing studies have identified the 16s rRNA 
as the primary site of binding for the amino- 
glycoside antibiotics, particularly within the 
mRNA decoding A-site (52,53). However, sim- 
ple interference with translation is rarely 
sufficient to achieve cell death, and the mech- 
anism of bactericidal activity of aminoglyco- 
sides has not been completely resolved. Ami- 
noglycosides enter the cell in a multiphasic 
process (54), consisting of first an energy-inde- 
pendent accumulation of antibiotic on the cell 
surface, likely as a result of interaction of the 
cationic drugs with the anionic components of 
the cell wall (teichoic acids in Gram-positive 
bacteria), outer membrane (lipopolysaccha- 
rides in Gram-negative bacteria), and cellular 
membrane (phospholipids). This is followed 

by an energy-dependent transport of the anti- 
biotic across the cell membrane. This trans- 
port requires the A+ portion of the membrane 
potential and explains why anaerobic bacteria 
are less sensitive to these antibiotics and how 
mutations in electron-transport components 
or the presence of inhibitors of this process 
interfere with antibiotic access to the cell (55, 
56). The initial entry phase is followed by a 
second energy-dependent accumulation of an- 
tibiotic within the cell. This has numerous ef- 
fects other than on translation, including 
membrane damage resulting in membrane 
"leakiness" and inhibition of DNA synthesis 
(57-59). 

A key element in the process of cell death 
appears to reside in the fact that bactericidal 
aminoglycosides cause mistranslation of the 
genetic code (60-62). This results in the bio- 
synthesis of miscoded proteins. Davis has pro- 
posed that these aberrant proteins, with asso- 
ciated unpredictable folding, play a role in 
membrane damage, which precipitates cell 
death (63,64). Miscoding associated with ami- 
noglycosides has long been recognized and in 
fact has been used to suppress point mutations 
(65). 

The specific details of the interactions of 
aminoglycosides with the target 16s rRNA are 
now being elucidated. A series of elegant ' 

model studies using NMR techniques by the 
group of Puglisi have suggested that binding 
of antibiotics such as paromomycin and genta- 
micin results in a conformational change in I@ 

the rRNA in this region (66-68). Recently, the 
structures of the 30s ribosomal subunit of T. 
thermophilus in complex with streptomycin, 
spedinomycin, and paromomycin have been 
solved at a resolution of 3 4 providing unprec- 
edented molecular insight into their mode of 
action (69). Although all these aminoglycoside 
antibiotics interfere with translation, they 
have different effects. Both streptomycin and 
2-deoxystreptamine aminoglycosides such as 
paromomycin, which is prototypical of this 
group, cause mistranslation and cell death but 
footprint to different areas of the 16s rRNA. 
Spectinomycin, on the other hand, does not 
cause mistranslation but blocks the transloca- 
tion of the tRNA from the A-site to the P-site 
after peptidyltransfer, by freezing the ribo- 
some in an inactive conformation, and is 
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Figure 15.6. Interaction of streptomycin with the 30s ribosomal subunit (redrawn from Ref. 69). E. 
coli numbering of 16s  rRNA is shown. 

I stabilizes a confo bacteriostatic (70-72). The structure of the 15.6). This interaction 
spectinomycin-30s complex confirms the pre- tion of the ribosome, termed ram (ribosomal 1 
dicted (70) direct interactions with G1064 and ambiguity), that increases tRNA affinity in 
C1192 of the 16s rRNA and places the rigid the A-site. Stabilization of this conformation 
spectinomycin molecule at the juncture of 16s likely results in the loss of tRNA selectivity in 
rRNA helices H34 and H35. This interaction the A-site and consequently increases transla- 
prevents either movement or a conformation tion errors, which contribute to cell death. The 
change in H34 during translocation. paromomycin-30s complex (Fig. 15.7) reveals 

Streptomycin, on the other hand, binds not that the antibiotic binds to a pocket formed by 
only to the 16s rRNA through a number of the major grove of H44 and forms direct inter- 
contacts between H27, H44, and HI8 but also actions between a number of A-site 16s bases 
directly with ribosomal protein S12 (Fig. includingA1408 and G1494 (69). Importantly, 
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mycin-30s complex is now complemented by 
the structure of the complex of the 30s subunit 

ti&l change in the absence of a cognate codon- 
anticodon interaction, and this mav be the 

Figure 15.7. Interaction of paromomycin with the 30s ribosomal subunit (redrawn from Ref. 69). E. 
coli numbering of 16s rRNA is shown. 

bases A1492 and A1493 of H44 are flipped out 3.4 History and Biosynthesis of the 
toward the mRNA binding region upon binding Aminoglycoside Antibiotics 
of paromomycin. The structure of the paromo- ,,, -, . .. . . . . .  a 

waucsman and colleagues discovered the nrst 
aminoglycoside antibiotics, streptomycin in 

- 
with the anticodon loop of tRNAPhe and a U, 1944 and neomycin in 1949, using systematic 

hexanucleotide (73). rn this structure, 16s searches for antimicrobial compounds derived 

r ~ ~ A  bases A1492 and A1493 are flipped from soil organisms (74, 75). These antibiotics 
out toward the mRNA, intera&ing with the mi- were rapidly incorporated into clinical use, 
nor grove of the codon-anticodon helix. Parorno- streptomycin being the first antibiotic with 
mvcin therefore induces a similar confoma- potent antimvcobacterial activitv used for the - " " 

treatment of tuberculosis. The discovery of 
these antibiotics was followed bv the identifi- - " 

molecular basis for mRNAmisreading caused by cation of numerous additional members of the 
binding of the 2-deoxystreptamine aminoglyco- group including kanamycin in 1957 by 
sides to the ribosomal A-site. Umezawa's group in Japan (761, and gentami- 
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cin (1963) and sisomicin (1970) both from 
Schering-Plough in the United States (77,781. 

Although new aminoglycosides continued 
to be identified and characterized from natu- 
ral sources after this initial phase of discovery, 
clinically directed drug discovery in the 1970s 
saw a focus on the semisynthetic derivatiza- 
tion of existing antibiotics. This effort was 
guided by known natural derivatives that 
showed less sensitivity to aminoglycoside re- 
sistance by chemical modification, which was 
rapidly emerging as a grave clinical problem 
(see Section 3.5). For example, modification of 
N1 through amination by an a-hydroxyd- 
aminobutyryl (AHB) group naturally found in 
the aminoglycoside butirosin was mimicked in 
the synthesis of amikacin (Nl-AHB-kanamy- 
cin A) (14), netilimicin (Nl-ethylsisomicin) 
(15), isepamicin (Nl-a-hydroxy-y-aminopro- 
pionyl-gentamicin B), and arbekacin [Nl- 
AHB-3'-4'-dideoxykanamycin B (dibekacin, 
16)], all of which found, and continue to find, 
clinical use. Despite the identification of a 
number of aminoglycosides derived from both 
natural sources and through semisynthesis, 
there has not been a new antibiotic of this 
class introduced into clinical practice for over 
2 decades, with the exception of arbekacin (16) 
in Japan. The reasons for this may reflect the 
increased availability of newer broad-spec- 
trum agents such as the fluoroquinolones, 
which lack the general toxicity of aminoglyco- 
sides. 

The aminoglycoside antibiotics are synthe- 
sized primarily by actinomycete bacteria from 
the genera Streptomyces, Micromonospora, 
and Saccharopolyspora, which produce a 

rminoglycoside, Macrolide, and Miscellaneous Antibiotics 

(16) 

number of antibiotics, but also from bacteria 
of the genera Bacillus and Pseudomonas (79). 
The distinguishing aminocyclitol ring is de- 
rived from inositide biosynthesis from glu- 
cose-gphosphate, which, although essential 
to eukaryotic membrane structure and signal 
transduction, is generally thought to be rare 
within the prokaryotes. Nonetheless, it has 
been shown that actinomycetes and a few 
other bacteria have inositol-containing lipids 
in their membranes and cell walls (see refer- 
ences in ref. 80). Piepersburg has noted that 
the available biosynthetic data point to two 
major routes for the synthesis of the aminocy- 
clitol rings: (1)  through a D-myo-inositol-3- 
phosphate synthase generating scyllo-in- 
osamine, which is necessary in the formation 
of streptomycin and spectinomycin; and (2) 
through a dehydroquinate synthaselike path- 
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Figure 15.8. Biosynthetic strategies for the generation of arninocyclitol rings. 

way generating 2-deoxy-scyllo-inosamine, 
which is essential for the formation of all 
the important 2-deoxystreptamine antibiotics 
such as kanamycin and gentamicin (Fig. 15.8) 
(79). These then are the fundamental steps in 
aminoglycoside biosynthesis. The specific 
sugar components that are characteristic of 
each individual aminoglycoside arise both by 
modification before and after transfer to the 
aminocyclitol rings, and the precise pathways 
appear to be unique to individual antibiotics 
with few common intermediate steps. An ex- 
ception is the biosynthesis of paromamine, 
which is a central element in the formation of 
the majority of 2-deoxystreptmine antibiot- 
ics (Fig. 15.9). 

The precise details of aminoglycoside bio- 
synthesis await complete sequencing of bio- 
synthetic genes and the accompanying de- 
tailed biochemical analysis of gene product 
function, which are lacking for most impor- 
tant arninoglycosides, with the exception of 
streptomycin and fortimicin (reviewed in Ref. 
79) and more recently butirosin (81). Research 
on the biosynthesis of streptomycin has 

t formed the basis of our understanding of mi- 
l noglycoside biosynthesis and has been essen- 1 tial in deciphering the molecular strategy used 

by the microorganisms to generate the antibi- 
otic. Of particular interest is the fact that 
streptomycin is prepared as the 6-phospho-de- 
rivative, which does not have antimicrobial 
activity. This therefore protects the cell 

against suicide during antibiotic production 
(82). A 6-phospho-streptomycin-specific ex- 
porter, StrVIStrW, facilitates passage from 
the cytosol (83). Once on the outside of the 
cell, an extracellular 6-phospho-streptomycin 
phosphatase, StrK, removes the phosphate, 
revealing the active streptomycin antibiotic in 
the extracellular medium (84). This clever ap- 
proach of biosynthesizing antibiotic precur- 
sors that are activated only once outside the 
cell may prove to be a general approach in 
avoiding toxicity in this class of antibiotics. 

3.5 Aminoglycoside Antibiotic Resistance 

Resistance to the aminoglycosides occurs pri- 
marily through the production of enzymes 
that modify the antibiotics in either an ATP- 
or acetylCoA-dependent fashion, although 
other resistance mechanisms are known in- 
cluding drug efflux, alteration of ribosome 
components, and altered uptake of the drugs. 
Efflux has thus far been of minor clinical im- 
portance and restricted to nonspecific pumps 
in only a few organisms [e.g., P. aeruginosa 
(85, 86), Burkhoderia pseudomallei (87), My- 
cobacterium fortuitum (88), and E. coli (89, 
9011. Importantly, the presence of the active 
MexXY-OprM efflux system in P. aeruginosa 
has recently been linked to suppression of 
aminoglycoside activity in this organism by 
cations such as M$+, suggesting that inhibi- 
tors of efflux pumps may potentiate aminogly- 
coside action in this organism (91). Altered up- 
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Figure 15.9. Paromamine is a common biosynthetic intermediate for several 2-deoxystreptamine 
arninoglycoside antibiotics. 

take of aminoglycosides is also infrequently 
associated with clinical resistance, though as 
noted above, anaerobic conditions and muta- 
tions that affect the membrane potential nec- 
essary for aminoglycoside entry into the cell 
are known. 

Target modification by mutation or chemi- 
cal modification of the ribosome also results in 
aminoglycoside resistance. Point mutations in 
the target 16s rRNA are not uncommon in 
some clinically important bacteria such as M. 
tuberculosis, where streptomycin resistance is 
associated with a variety of mutations in the 
16s rRNA gene rrs (92). The structure of the 
streptomycin-30s subunit complex (69) clari- 
fies the molecular basis of resistance, demon- 
strating ionic and H-bond interactions be- 
tween the antibiotic and mutation-susceptible 
bases. Resistance to streptomycin can also 
arise frequently from point mutation of Lys43 
of the ribosomal protein S12 (92), which in the 
crystal structure of the streptomycin-30s sub- 
unit complex binds directly to streptomycin 
(69). Resistance to the 2-deoxystreptamine 
aminoglycosides, which do not bind in the 

same area of the A-site as streptomycin, can 
also arise from 16s rRNA mutations, though 
these are generally less frequently associated 
with clinical resistance. Modification of the 
16s rRNA target by methylation is a prevalent 
mechanism of high level resistance in ami- 
noglycoside-producingbacteria, whereS-aden- 
osylmethionine-dependent methylation of N7 
of G1405 and/or A1408 results in resistance 
(93). These bases interact directly with paro- 
momycin in the crystal structure of the paro- 
momycin-30s subunit complex (see Fig. 15.7) 
(69). 

The most frequent means of aminoglyco- 
side resistance is through enzyme-catalyzed 
detoxification of the antibiotics. Unlike other 
antibiotics such as the P-lactams, where enzy- 
matic destruction is also the most relevant 
mechanism of resistance, aminoglycoside re- 
sistance does not occur through cleavage of 
the molecule. Rather, the aminoglycosides are 
covalently modified by phosphorylation, ad- 
enylation, or acetylation on key hydroxyl or 
m i n e  groups that result in steric blocking of 
the antibiotic binding site on the ribosome. 
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These group transfer reactions require ATP or 
acetylCoA co-substrates and thus antibiotic 
inactivation occurs only inside the cell and 
consequently aminoglycoside modifying en- 
zymes are intracellular. There are numerous 
individual aminoglycoside resistance enzymes 
and these are classified by the type of modifi- 
cation: APH for aminoglycoside phospho- 
transferases, ANT for aminoglycoside adenyl- 
transferases, and AAC for acetyltransferases. 
The standard nomenclature used to describe 
aminoglycoside resistance enzymes consists 
first of designation of the type of transfer 
(APH, ANT, or AAC) followed by the site of 
modification in parentheses (e.g., position 3, 
3', 2 ) ,  followed by a designation of the resis- 
tance profile by a Roman numeral (I, 11, 111, 
. . .), and finally a lowercase letter designating 
the specific gene, which is assigned in incre- 
mental fashion as it is reported (94). For ex- 
ample, spectinomycin is modified by ANT(9)- 
Ia, an adenyltransferase (ANT) that modifies 
spectinomycin only (I) at position 9, and the 
gene was cloned from Staphylococcus aureus 
(a); AAC(6')-Ic is an acetyltransferase(AAC) 
that acetylates kanamycin, tobramycin, ami- 
kacin, and neomycin (I) at position 6', and the 
gene was cloned from Serratia marcescens. 
Figure 15.10 shows the structures of gentami- 
cin C2 and streptomycin and the predominant 
sites of modification by resistance enzymes 
typically found in clinical isolates. (For a more 
comprehensive description of aminoglycoside 
resistance genes and the associated regiospeci- 
ficity of group transfer see Refs. 47, 94, and 
95.) Three-dimensional structures of mem- 
bers of each class of resistance enzyme (APH, 
ANT. and AAC) are now known and have 
served to illuminate the molecular basis of re- 
sistance. 

Aminoglycoside phosphotransferases con- 
stitute a large family of aminoglycoside resis- 
tance enzymes that require ATP for activity 
(96). APHs modify aminoglycosides by phos- 
phorylation of hydroxyl groups with release of 
ADP: 

: ATP ADP 0- 

Enzymes of this family share significant pri- 
mary sequence homology in the C-terminus, 
which is now known to contain many of the 
residues important to catalysis. The 3D struc- 
ture of one aminoglycoside kinase, APH(3')- 
IIIa. has been determined in the absence of 
bound nucleotides and in the presence of 
ADP and the nonhydrolyzable ATP analog 
AMPPNP (97,98). These structures revealed 
close similarity to the fold of the SerlThrlTyr 
protein kinase superfamily, despite the fact 
that only 5 of 264 amino acids are conserved 
between APH(3')-IIIa and protein kinases. 
Not surprisingly, these residues play impor- 
tant roles in ATP binding and phosphoryl 
transfer, which is common to both groups of 
enzymes (97, 99). The structural relationship 
between both aminoglycoside and protein ki- 
nases has been expanded by studies indicating 
that these enzyme families share sensitivity to 
inhibitors (100,101) and by the fact that ami- 
noglycoside kinases do have weak, but demon- 
strable protein kinase activity (102). 

There are fewer known aminoglycoside ad- 
enyltransferases than either APHs or AACs; 
nonetheless, two of these, ANT(4')-Ia from S. 
aureus and ANT(2")-Ia from Enterobacteri- 
aceae are significant clinical problems confer- 
ring resistance to most clinically important 
2-deoxystreptamine aminoglycosides includ- 
ing tobramycin, gentamicin C, and amikacin. 
These enzymes catalyze the transfer of an 
AMP group to aminoglycoside hydroxyls with % , 
release of pyrophosphate: $fl 

The 3D structure of dimeric ANT(4')-Ia in 
the absence of substrates and in the presence 
of kanamycin and the nonhydrolyzable ATP 
analog AMPCPP have been determined (103, 
104). The enzyme active site is at the interface 
of the dimer with residues from both subunits 
contributing to substrate binding and cataly- 
sis. Although there is minimal primary se- 
quence homology among the ANTS, several 
key residues are conserved, indicating that the 
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Figure 15.10. Major sites of aminoglycoside modification catalyzed by resistance enzymes. 
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general structure and active site are largely 
conserved among the enzymes, though the 
specific details of aminoglycoside recognition 
are divergent. 

The aminoglycoside acetyltransferases rep- 
resent the largest group of resistance amino- 
glycoside enzymes. These enzymes N-acety- 
late positions 2', 6', 3, or, less frequently, 
position 1 of 2-deoxystreptamine aminoglyco- 
sides: 

Whereas N-acetylation is clearly predomi- 
nant, low level 0-acetylation can occur with at 
least one enzyme (105). AACs are widely dis- 
tributed in both Gram-positive and Gram- 
negative bacteria and are important causes of 
aminoglycoside resistance in the clinic, where 
AAC(3) isozymes are frequently associated 
with gentamicin resistance and AAC(6') with 
resistance to amikacin and tobramycin. The 
3D structures of members of both of these 
families have been characterized: AAC(6')-B, 
a chromosomally encoded enzyme from En- 
terococcus faecium (106), and the plasmid-en- 
coded AAC(3)-Ia from S. marcescens (107). Al- 
though these enzymes show little amino acid 
homology, the fold of the proteins is conserved 
and shared with other enzymes that belong to 
the GCN5 superfamily of acyltransferases 
(108). 

3.6 Recent Developments in the 
Aminoglycoside Antibiotic Field 

Research in the development of new antimi- 
crobial aminoglycosides has not been exten- 
sive over the past decade but recently several 
new reports have appeared that examine these 
antibiotics and their derivatives in a creative 
fashion. The group of Chi-Huey Wong at the 
Scripps Research Institute has prepared a se- 

ries of 0-acyl and dimeric aminoglycosides 
based on the minimal neamine (17) core struc- 
ture (109, 110). Some of these compounds 
such as (18) possess not only good antimicro- 
bial activity but also inhibit some aminoglyco- 
side resistance enzymes (1 11). A series of mod- 
ified aminoglycosides, in which the amino 
groups at positions 1,3,2' ,  6' of neamine and 
kanamycin were replaced by hydrogen atoms, 
have been synthesized by Mobashery and'col- 
leagues at Wayne State University (112). 
Some of these compounds retain antibacterial 
activity and are not substrates for a subset of 
aminoglycoside resistance enzymes (112,113). 
The same group also reported the synthesis 
and characterization of mechanism-based in- 
activators of aminoglycoside 3'-phosphotrans- 
ferases by incorporating a nitro group at posi- 
tion 2', such as compound (19), that generates 
an alkylating species upon enzymatic phos- 
phorylation at position 3' (114). 

The affinity of aminoglycosides for RNA 
has proven useful in numerous studies (re- 
viewed in Ref. 115). This includes selection of 
RNA aptamers with high and specific affinity 
for aminoglycoside using methods such as 
SELEX (systematic evolution of ligands by ex- 
ponential enrichment). Aminoglycosides have 
also been shown to be inhibitors of ribozyme 
action such as Group I intron splicing (123- 
125), hammerhead (123-125), human hepati- 
tis deltavirus (126), ribonuclease P (127,1281, 
and others. These experiments raise the pos- 
sibility of using aminoglycoside antibiotics 
and their derivatives to target specific RNA 
molecules directly in a therapeutically useful 
fashion. 
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NH2 

OH HO 

HO 

NH w NH 

(18) 

highly substituted lactone ring (termed an 
aglycone) functionalized with various carbo- 
hydrate residues. This chapter covers antibac- 
terial macrolides of clinical significance hav- 

HO ing aglycone of 12-16 atoms, with one or more 
sugars (or aminosugars) attached to the lac- 
tone core. The currently marketed macrolide 

HO antibiotics play a very important role in treat- 
ing bacterial infections and have gained wide 

CHzOH kOH acceptance for the treatment of both upper 
and lower respiratory tract infections, as well 

HO as cutaneous infections. Because of the exten- 
NH2 sive medical use of this class of antibiotics,'the 

(19) 
term macrolides is now generally synonymous 
with macrolide antibiotics in the medical-re- 
lated scientific communities. A book on the 

4 MACROLIDE ANTIBIOTICS chemistry, pharmacology, and clinical uses of 
approved macrolides was published in 1993 

4.1 Clinical Use of Macrolide Antibiotics (130); this chapter therefore presents a brief 
and Currently Used Drugs summary of information on these three areas. 
Macrolide antibiotics belong to the family of Naturally occurring macrolide antibiotics 
macrocyclic antibiotics and are a well-estab- are grouped into three major groups of 12-, 
lished class of antibacterial agents for both hu- 14-, and 16-membered macrolides with the ag- 
man and veterinary applications. They have lycone consisting of 12-, 14-, and 16-atom cy- 
been used for the treatment of various bacte- clic lactone rings, respectively. For example, 
rial infections in both out-patient and in-pa- erythromycin A (20) is a 14-membered macro- 
tient settings for more than 40 years, and as a lide (a 14-atom cyclic lactone ring) and pos- 
result of their very good safety profile, they are sesses desosamine and cladinose glycosidically 
extensively prescribed to children. The term linked to C-5 and C-3, respectively. 
macrolide means large macrocyclic lactone In addition to natural macrolides, many 
and was first used by R. B. Woodward for the semisynthetic macrolides have been made and 
class of natural products produced by Strepto- developed for clinical use. A 15-membered 
myces species (129). Macrolide antibiotics are macrolide, the azalide azithromycin (211, that 
generally lipophilic and consist of a central incorporates an additional nitrogen atom in 
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These liabilities have prompted research lab- 

the aglycone has been successfully synthe- 
sized and developed for human use. 

Among the 14-membered naturally occur- 
ring macrolides, erythromycin A is by far the 
most useful and possesses excellent antibacte- 
rial activity against Gram-positive bacteria 
and mycoplasmas. Erythromycin was devel- 
oped initially for the treatment of staphylococ- 
cal infections for patients allergic to penicillin; 
however, after more than 40 years of use, most 
of the staphylococci isolated in hospitals are 
erythromycin resistant. Erythromycin and its 
semisynthetic derivatives are now used to 
treat lower and upper respiratory infections as 
well as skin and soft tissue infections, and are 
administered either orally or parenterally. 
Some of the disadvantages of erythromycin A 
are low bioavailability, a narrow spectrum of 
activity, and high gastrointestinal side effects. 

oratories throughout the world to search for 
better semisynthetic erythromycin deriva- 
tives. These derivatives possess improved 
therapeutic properties such as enhanced anti- 
bacterial activity and/or broadened spectrum 
(including Gram-negative bacteria such as 
Haemophilus influenzae), or improved phar- 
macokinetic properties as well as reducing 
gastrointestinal side effects. 

Several semisynthetic derivatives of eryth- 
romycin A, including clarithromycin (221, di- 
rithromycin (23), flurithromycin (241, and 
roxithromycin (251, have been successfully de- 
veloped and are currently in clinical use. 
These semisynthetic newer macrolides are 
used for the following indications: community 
acquired pneumonia, acute bacterial exacer- 
bation of chronic bronchitis, acute bacterial 
sinusitis, tonsillitis/pharyngitis, otitis media, 
skin and soft-tissue infections, and ophthal- 
mologic infections. They possess good antibac- 
terial activity against the common respiratory 
pathogens such as Streptococcus pyogenes, 
Streptococcus pneumoniae, H. influenzae, and 
M. catarrhalis as well as atypical bacteria such 
as L. pneumophila, M. pneumoniae, and C. 
pneumoniae. In addition to these derivatives 
of erythromycin A, an oleandomycin (26) ana- 
log called triacetyloleandomycin (27) has also ' 

been developed for limited clinical use. 

The 16-membered macrolides possess a 
wide diversity of structures and are usually 
subdivided into the leucomycin- and tylosin- 
related groups, with derivatives from the first 
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(28) R = H Rl = isopropyl 
(29) R = CH3 Rl = CH3 

group developed for human use and the lat- 
ter group for veterinary purposes. These 
compounds, natural or semisynthetic, have 
achieved limited success in human medicine 
and include josamycin (28), midecamycin 
(291, miokamycin @O), rokitamycin (31), and 
spiramycin (32). 

A list of macrolides currently on the market 
for various clinical uses is summarized in Ta- 
ble 15.5. 

in nature. The most frequently reported 
events in adults are diarrhea, nausea, abnor- 
mal taste, dyspepsia, abdominal pain (sub- 
stantially less with newer macrolides), and 
headache. Like other kinds of antibiotics, 
pseudomembranous colitis has been reported 
with macrolide use, ranging in severity from 
mild to life-threatening. There have been iso- 
lated reports of transient central nervous sys- 
tem side effects such as confusion, hallucina- 

4.2 Side Effects, Toxicity, and tions, seizures, and vertigo associated with 

Contraindications of the Macrolide Antibiotics 
erythromycin use. 

Macrolides are known to interact with cy- 
The majority of side effects associated with tochrome P45O-dependent monooxygenases 
macrolide antibiotics are mild and transient that affect the metabolism and elimination of 
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other drugs (131). Thus, macrolides may have 
an impact on the drug level of other drugs us- 
ing these enzymes for drug metabolism. For 
example, combined therapy with a macrolide 
and theophylline (a bronchodilator) or car- 
bamazepine (a psychotropic drug) causes an 
increase in the serum levels of the latter 
drugs. Cardiac arrhythmias such as ventricu- 
lar tachycardia have been reported in patients 
receiving erythromycin A therapy. Thus, mac- 
rolides are contraindicated in patients receiv- 
ing terfenadine therapy who have preexisting 
cardiac abnormalities (arrhythmia, bradycar- 
dia, QT interval prolongation, ischemic heart 
disease and congestive heart failure). Hepato- 
toxicity (132), ototoxicity (133), dermatologic 
effects (134), pancreatitis (135), cardiovascu- 
lar toxicity such as QT prolongation (136) and 
induced hypotension (137), and hemolytic 

anemia (138) have been reported less com- 
monly for some earlier macrolides. 

4.3 Pharmacology and Mode of Action of 
the Macrolide Antibiotics 

Macrolide antibiotics are primarily adminis- 
tered orally. They are readily absorbed from 
the gastrointestinal tract (139, 140). Because 
macrolides are weakly basic, they are predom- 
inantly absorbed in the alkaline intestinal en- 
vironment. Erythromycin A is acid unstable. 
Thus, its absorption among different patients 
is highly variable. The drug degrades differ- 
ently during its passage through the acid en- 
vironment of the stomach of different pa: 
tients. The lower bioavailability of earlier 
macrolides is the result of acidic instability, 
incomplete absorption, and a first-pass effect. 
Many different water-insoluble salts or esters 

(32) 
I R = H; I1 R = acetyl; I11 R = propionyl 
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Table 15.5 Selected Commercial Clinical Macrolides 

Generic Name Trade Name Originator Class Route 

Erythromycin (enteric-coated 
tablet) 

Erythromycin (polymer-coated 
particles) 

Erythromycin topical gel 
Erythromycin ophthalmic 

ointment 
Erythromycin + benzoyl 

peroxide gel 
Erythromycin acistrate 
Erythromycin ethylsuccinate 
Erythromycin ethylsuccinate 

+ sulfisoxazole acetyl 

Erythromycin estolate 
Erythromycin latobionate 
Erythromycin gluceptate 
Erythromycin stearate 
Erythromycin stinoprate 
Erythromycin-ll,12-carbonate 
Azithromycin 

Clarithromycin 
Dirithromycin 
Flurithromycin ethylsuccinate 
Roxithromycin 
Triacetyloleandomycin 
Josamycin 
Midecamycin 
Miokamycin 
Rokitamycin 
Spiramycin 
Telithromycin (pending) 

Ery-Tab 

PEC Dispertab 

Emgel 
Ilotycin ointment 

Benzamycin 

Erasis (Finland) 
E.E.S. 
Erythromycin 

ethylsuccinate + 
sulfisoxazole acetyl 

Ilosone 
Erythrocin lactobionate 
Ilotycin glucoheptonate 
Erythrocin stearate 
Eritrocist (Italy) 
Davercin (Poland) 
Zithromax 
Sunamed (Yugoslavia) 
Biaxin 
Dynabac 
Flurizic (Italy) 
Rulid (France) 
TAO 
Josamycin (Japan) 
Medemycin (Japan) 
Miocamycin (Japan) 
Ricamycin (Japan) 
Rovamycine (France) 
Ketek 

Abbott 

Abbott 

Glaxo Wellcome 
Dista 

Dermik 

Orion 
Abbott 
Lederle 

Dista 
Abbott 
Dista 
Abbott 
Edmond Pharma 
Tarchomin 
Pfizer 
Pliva 
Abbott 
Sanofi 
Pierre1 
HMR 
Roerig 
Yamanouchi 
Meiji Seika 
Meiji Seika 
Toyo Jozo 
RPR 
Aventis 

14 Oral 

14 Oral 

14 Topical 
14 Topical 

14 Topical 

14 Oral 
14 Oral 
14 Oral 

14 Oral 
14 i.v. 
14 i.v. 
14 Oral 
14 Oral 
14 Oral 
15 Oral 

14 
14 
14 
14 
14 
16 
16 
16 
16 
16 

Ketolide 

Oral 
Oral 
Oral 
Oral 
Oral 
Oral 
Oral 
Oral 
Oral 
Oral 
Oral 

of erythromycin A have been prepared to protect 
it from acid degradation. A polymeric enteric- 
coated erythromycin A has also been made. The 
enteric coating can protect it from the degrada- 
tion by the acidic environment of the stomach. " 

Newer semisynthetic macrolides are more acid 
stable and retain good oral bioavailability. 

The pharmacokinetics of a single-dose ad- 
ministration of roxithromycin was found to be 
nonlinear in the dose range of 150 to 450 mg 
given orally (141). The C,, values were 7.9 
and 12.4 mgL, respectively. The C,, and 
AUC values were decreased with food intake. 
The oral absorption of dirithromycin was 
rapid, having an absolute bioavailability of 
10% (142). Upon oral administration of 500 
mg of dirithromycin, the C,, values ranged 

from 0.1 to 0.5 pg/mL, with an elimination 
serum half-life of 44 h and the oral bioavail- 
ability ranged from 6 to 14% (143). The ab- 
sorption is not significantly affected by food 
(144). The oral bioavailability of azithromycin 
is 37%. A regimen of 2 X 500 mg on the first 
day followed by the maintenance dose of 500 
mg daily gave a mean C,, of 0.62 pg/mL 
(145). The apparent half-life between 8 and 
24 h was 11-14 h. In humans, clarithromycin 
was nearly completely absorbed. Over a dose 
range of 100-1000 mg administered orally, 
the pharmacokinetics of clarithromycin was 
dose dependent, with a terminal half-life rang- 
ing from 2.3 to 6 h (146). 

Macrolides bind to plasma and interstitial 
proteins and binding to plasma proteins varies 
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widely from 10 to 93% at therapeutic concen- 
trations. Erythromycin A and roxithromycin 
bind specifically to a-l-acid glycoprotein 
(AGP) and, to a minor extent, nonspecifically 
to albumin (147). Roxithromycin (300 mg 
daily), clarithromycin (500 mg daily), and 
azithromycin (500 mg daily) for 12 days pro- 
vided steady-state maximum and trough 
plasma concentration values of approximately 
10 and 1.9 pg/mL; 2.1 and 0.4 pg/mL; and 0.19 
and 0.05 pg/mL, respectively (148). The termi- 
nal elimination half-life for roxithromycin was 
significantly prolonged in patients with se- 
verely impaired renal function (15.5 h) com- 
pared with that of the group with normal renal 
function (7.9 h) (149). Clarithromycin and its 
14-OH active metabolite were found to be ex- 
tensively distributed into human lung tissue 
of patients undergoing lung resection. A mean 
calculated ratio of concentrations of 11.3 in 
lung tissue and 2.4 in plasma were found 
(150). The pharmacokinetics of clarithromy- 
cin suspension in infants and children has 
been reported (151). The drug absorption was 
rapid, reaching a mean peak plasma concen- 
tration within 3 h. The mean C,, of 4.58 and 
1.26 pg/mL for its metabolite were obtained 
upon a single dose of 7.5 mgkg clarithromycin 
suspension to children. After a single oral dose 
of 500 mg, concentrations of azithromycin in 
all tissues were higher than that in serum 
(152). The pharmacokinetics of a 3-day (500 
mglday) and 5-day (500 mg on day 1, followed 
by 250 mglday on days 2-5) regimens of 
azithromycin were found to be similar, having 
identical plasma profiles (C,, 0.37 versus 
0.31 pg/mL) on day 1. The accumulation of 
azithromycin in plasma was higher with the 
3-day regimen than that with the 5-day regi- 
men (0.31 versus 0.18 pg1mL) on the last day 
(153). Once-a-week azithromycin in AIDS pa- 
tients on zidovudine did not alter the disposi- 
tion of zidovudine (154). The concentration of 
azithromycin was elevated in middle ear effu- 
sion in children, with effusion concentration 
of 1.02 pg/mL at 12 h after the oral adminis- 
tration of 10 mgkg (155). Concentrations of 
azithromycin in gallbladder and liver were 
usually within twofold of each other and 220- 
fold greater than those in serum (156). 

As a result of their appropriate antibacte- 
rial spectrum as well as good tissue distribu- 

tion profiles, macrolides are excellent thera- 
peutic agents for upper and lower respiratory 
infections. A high lung-to-plasma ratio is 
found with newer macrolides such as azithro- 
mycin, clarithromycin, and roxithromycin. 
The ability of macrolides to concentrate in 
phagocytes and alveolar macrophages (9 to 
>20 times extracellular levels) accounts for 
the high tissue concentrations. Clarithromy- 
cin attained high and balanced concentrations 
both intracellularly (to levels severalfold 
higher than that of serum) and extracellularly 
(to levels approximately equal to or higher 
than that of serum). The peak concentration 
in pg1mL or pglg of clarithromycin after oral 
dose of 250 mg bid for bronchial secretion, 
lung (500 mg bid), tonsil, nasal mucosa, and 
saliva were 3.98, 13.5,5.34,5.92, and 2.22, re- 
spectively (157). 

The primary site of metabolism of macro- 
lides is the liver and, to a lesser degree, the 
kidneys and lungs (139). The common meta- 
bolic pathways for 14-membered macrolides 
include the N-demethylation of the des- 
osamine by the P450 3A and, to a lesser extent, 
the hydrolysis of the neutral sugar cladinose. 
Roxithromycin does not undergo extensive 
metabolism, with the parent compound found 
in both urine and feces. Minor metabolites, 
the mono- and di-N-demethyl, and the dew 
cladinosyl derivatives were found in the urine 
(158). Transformations specific for individual 
macrolides are given below. Erythromycin A 
undergoes an intramolecular cyclization reac- 
tion under acidic conditions to form the 8,9- 
anhydroerythromycin-6,9-hemiketal(33) and 
subsequently the erythromycin-6,9;9,12-spi- 
roketal(34) (159). 

Erythromycylamine (35) is the principal 
metabolite of dirithromycin found in both 
urine and feces (160). Azithromycin does not 
metabolize extensively, with the parent com- 
pound accounting for 75% of the excreted 
drug-related substances (161). Minor metabo- 
lites are derivatives resulting from various 
reactions or combinations thereof, such as 3'- 
N-demethylation, 9a-N-demethylation, hy- 
drolysis of the cladinose, 3"-O-demethylation, 
hydroxylation, and hydrolysis of the lactone 
core. 14-(R)-Hydroxyclarithromycin (36) was 
the major metabolite found in the plasma in 
humans together with as many as eight minor 



metabolites (162). Combination of the 14-(R)- 
hydroxyclarithromycin and the parent clarith- 
romycin produced a synergetic effect against 
H. infZuenzae (163). As for the metabolism of 
16-membered macrolides, deacylation of the 
esters and hydroxylation by enzymatic oxida- 
tive reaction are more important than N-de- 
methylation (164). 

Macrolide antibiotics inhibit protein bio- 
synthesis through interaction with the 50s 
subunit of the bacterial ribosome. Erythromy- 
cin A possesses high specificity and affinity for 
the bacterial 50s subunit, having a dissocia- 
tion constant of approximately 10 -' M, as 
measured by equilibrium dialysis (165) and 
footprinting (166). Specifically, this class of 
antibiotics binds to the ribosomal P-site. The 
exit of this site includes a tunnel through 

which the newly formed peptide emerges after 
peptide bond formation (167,168). The atomic 
structures of the macrolides erythromycin, 
clarithromycin, and roxithromycin bound to 
the 50s ribosomal subunit of Deinococcus ra- 
diodurans have been determined and have re- 
vealed that these antibiotics block the en- 
trance to the peptide elongation tunnel, 
thereby providing the molecular rationale for 
inhibition of translation by these antibiotics 
(Fig. 15.11) (169). 

4.4 History, Biosynthesis, and 
Structure-Activity Relationships of the 
Macrolide Antibiotics 

The most widely used macrolide antibiotic, 
erythromycin A was first identified in the fer- 
mentation products of a strain of Sacchar- 
opolyspora erythraea (formerly known as 
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Figure 15.11. Interaction of erythromycin with the 50s  ribosomal subunit of D. radiodurans (re- 
drawn from Ref. 169). The equivalent E. coli numbering is shown and the interaction with G2057 is 
predicted based on the interaction with A2040 for the D. radiodurans 2 3 s  rRNA. 

Streptomyces erythreus) isolated from a soil 
sample from the Philippines (170). The vari- 
ous aglycones (12-, 14-, and 16-monocyclic lac- 
tones) are produced through polyketide bio- 
synthetic pathways. Thus, many macrolides 
with their core lactones share similar sub- 
stituents and stereochemistry predicted by 
the polyketide biosynthetic mechanisms (170, 
171). The biosynthesis of the macrolides can 
best be illustrated by the synthesis of erythro- 
mycin A (Fig. 15.12). Erythromycin A is com- 
posed of a 14-membered aglycone, to which 
are attached 6-deoxysugars, D-desosamine at 
C-5, and L-cladinose at C-3. The aglycone de- 
oxyerythronolide (37) is assembled by a 
polyketide synthase complex, deoxyerythro- 
nolide B synthase (DEBS) encoded by the 
eryAI, eryAlI, and eryAII genes correspond- 
ing to DEBS1, DEBS2, and DEBS3, respec- 
tively (172). After the completion of the syn- 
thesis of (37) by DEBS, it is hydroxylated at 
C-6 by the P450 hydroxylase EryF to produce 
erythronolide B (38) (173, 174). Addition of 
L-mycarose by the gene products of the EryB 

locus yields 3-a-mycarosylerythronolide B 
(39). Subsequent addition of D-desosamine by 
EryC-associated enzymes gives the first bioac- 
tive macrolide in the biosynthetic pathway 
erythromycin D (40). Conversion of (40) to 
erythromycin A is accomplished by two enzy- 
matic actions: (1) a P450 hydroxylase encoded 
by eryK gene hydroxylates the C-12 of eryth- 
romycin D [to give erythromycin C (4111 (175) 
and (2) an O-methyltransferase encoded by 
eryG gene methylates the hydroxyl at C-3  on 
the mycarose moiety of erythromycin C [to 
yield erythromycin A (2011 (176). 

The 14-membered macrolides are in gen- 
eral more potent, having lower MIC values 
than those of the 12- or 16-membered macro- 
lides (177). Currently, the 14- and 15mem- 
bered macrolides are by far the most useful in 
terms of use as human therapeutics. Their 
comparative in vitro antibacterial activities 
are given in Table 15.6. 

Many chemical modifications of erythro- 
mycin have been performed over the years. 
The orientation of the sugars relative to the 
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Figure 15.12. Biosynthesis of erythromycin by S. erythraea. 

aglycone macrolactone in erythromycin A is 
considered to be important to ribosomal bind- 
ing and hence antibacterial activity. The con- 
formation of the erythronolide is therefore im- 
portant because of its influence on the 
interaction of erythromycin A with the bacte- 
rial ribosome (178). Erythromycin A is acid 
labile, making it readily susceptible to degra- 
dation in the stomach. The acid-conversion 
products (33) and (34) lack antibacterial activ- 
ity. Research efforts in the past several years 
were focused on strategies to prevent this un- 
desirable acid degradation. 

In the early years, relatively water-insolu- 
ble, acid stable salts, esters, and formulations 
were developed to protect erythromycin A's 

passage through the stomach. An additional 
benefit from this approach was that these 
compounds mask the bitter taste associated 
with macrolides. Ester derivatives of erythro- 
mycin A were prepared by the acylation of the 
2'-hydroxyl group. These esters (such as 
erythromycin propionate, acetate, and ethyl 
succinate) are prodrugs and are converted 
back to the active parent erythromycin A by 
hydrolysis in the body. Triacetyloleandomycin 
(27) possesses improved oral bioavailability 
and taste over that of oleandomycin. 

The initial erythromycin A acid-degrada- 
tion product (33) is formed by the intramolec- 
ular cyclization of the 9-ketone and C-6-hy- 
droxyl groups. The subsequent production of a 



Table 15.6 Comparative In Vitro Activities of Selected Macrolidesa 

MIC,, (pg/mL) of 

Organism E C A R E A D F A2 

S. aureus 
MRSA 
S. epidermidis 
S. pyogenes 
S. pneumoniae 
S. agalactiae 
Corynebacterium spp. 
L. monocytogenes 
B. catarrhalis 
N.  gonorrhoeae 
C. jejuni 
L. pneumophila 
H. influenzae 
B. pertussis 
B. fragilis 
C. perfringens 
P. acnes 
P. streptococcus spp. 
Enterococcus spp. 

"Data taken from Ref. 177. E, erythromycin; C, clarithromycin; A, A-62671; R, roxithromycin; EA, erythromycylamine; D, dirithromycin; F, flurithromycin; AZ, azithromycin; 
MRSA, methicillin-resistant Staphylococcus aureus. 
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6,9;9,12-spiroketal (34) involves the action of 
C-12 hydroxyl group on the C-8-C-9 olefin. 
Chemical modification aimed at these func- 
tional groups (i.e., at positions C-9, C-8, C-6, 
and C-12) was attempted in search of stable 
derivatives with antibacterial activity. 

4.4.1 C-9 Ketone Modification. Reduction 
of erythromycin gave 9-dihydroerythromycin, 
which is more stable than erythromycin A but 
has less potent antibacterial activity (179). 

- 

However, reduction of the oxime or hydrazone 
of erythromycin yielded 9-(S)-erythromy- 
cylamine (35) with antibacterial activity sim- 
ilar to that of erythromycin A but now with 
decreased oral bioavailability (180). Five se- 
ries of 9-oximino-ether derivatives of erythro- 
mycin A have been prepared and evaluated 
(181). These are aliphatic-, aromatic-, ox- 
imino-ethers containing nitrogen, oxygen, or 
sulfur atoms. The oxime with E stereochemis- 
try is more active than the isomer with Z con- 
figuration. The more important of these deriv- 
atives is roxithromycin (25), a derivative 
having a methoxyethoxyether side-chain 
(182). It possesses slightly less antibacterial 
activity than that of erythromycin A, with the 
exception of Ureaplasma urealyticum, against 
which it is more potent. Its antibacterial spec- 
trum is similar to that of erythromycin A 
(183). The 11-0-alkyl-9-oximino ether ER 
42859 (42) was also prepared and is more acid 
stable than erythromycin (184). 

The 9-(5')-erythromycylamine was found to 
be poorly absorbed after oral administration 
in phase I clinical study (185). To improve its 
oral bioavailability, a series of 9-N-alkyl deriv- 

atives of erythromycylamine were prepared 
and were found to have potent in vitro and in 
uiuo antibacterial activity. The N-(1-propy1)-9- 
(S)-erythromycylamine (LY 281389) (43) has 
in vitro activity similar to that of erythromy- 
cin A with onefold better activity against H. 
influenzae. Its in vivo activity is substantially 
better and it is more acid stable with superior 
oral bioavailability, achieving higher plasma 
and tissue levels (186). Although the S-isoiner 
is more active in the monosubstituted 9-amino 
erythromycylamine, for the dialkylamino se- 
ries, the 9-(R) isomer is more active. A-69991 
(44) and A-70310 (45) are the two 94R) aza- 
cyclic erythromycin derivatives with superior 
in vivo efficacy and pharrnacokinetic parame- 
ters than those of erythromycin A (187). They 
are as active as erythromycin A in vitro (188). 

Another approach to improve the oral bio- 
availability of (35) is to search for a prodrug 
of erythromycylamine. Dirithromycin rapidly 
nonenzymatically hydrolyzes under acid con- 
dition back to erythromycylamine. When 
given subcutaneously in mice and rats, the se- 
rum levels of dirithromycin and its major me- 
tabolite erythromycylamine were found to be 
higher than the corresponding values ob- 
tained for erythromycin A (189). 

A series of 9-deoxo-12-deoxy-9,12-epoxy 
erythromycin derivatives were prepared. 
A-69334 [(9S,11S)-11-amino-9-deoxo-11,12- 
dideoxy-9,12-epoxyerythromycin A (46)l pos- 
sesses antibacterial activity similar to that of 
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erythromycin A, with twofold more potent ac- 
tivity in vitro against S. pyogenes C203 and S. 
pneumoniae 6303 (190). It showed superior 
oral efficacy over that of erythromycin in H. 
influenzae-induced otitis media in a gerbil 
model (191). An erythromycin derivative with 
9,11 functional groups interchanged, (9s)-11- 
dehydroxy-9-deoxo-9-hydroxy-1 l-oxo-eryth- 
romycin A (47), was made and found to be 
slightly less active than erythromycin A (192). 

4.4.2 C-8 Modification. To prevent the for- 
mation of anhydrohemiketal erythromycin 
(33), the 8-fluoro-erythromycin A, flurithro- 
mycin, was prepared by the use of both chem- 
ical and biotransformation procedures (193, 

194). Although its activity against staphylo- 
cocci, streptococci, H. influenzae, and M. ca- 
tarrhalis was similar to that of erythromycin 
A, it was more potent against anaerobes (195). 

4.4.3 C-6 Modification. A family of 6-de- 
oxyerythromycins was prepared by using a ge- 
netically engineered strain of S. erythraea, in 
which the eryF gene (which encodes the P450, 
C-6-specific hydroxylase) had been inacti- 
vated (196). These 6-deoxy derivatives are less 
potent than their corresponding erythromy- 
cins against bacteria in vitro. However, 6-de- 
oxyerythromycin A (48) is as potent as eryth- 
romycin A in mouse protection tests against S. 
aureus, S. pyogenes, and S. pneumoniae (197). 
6-Deoxyerythromycin A loses antibacterial ac- 
tivity slowly, although there is no C-6 hy- 
droxyl group participation in the degradation 
process. A loss of the cladinose moiety was ob- 
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served when it was treated with 10% acetic 
acid (198). These results suggest that the C-6 
hydroxyl group (or another substituent at this 
position) may be important for biological ac- 
tivity. This hypothesis has been confimed with 
the availability of the 3D structure of erythro- 
mycin bound to the 50s ribosomal subunit, 
where this hydroxyl is within hydrogen-bond- 
ing distance with N of A2062 (E. coli number- 
ing) (Fig. 15.11) (169). 

To define the importance of the 6-hydroxyl 
group on the biological activity of the 14-mem- 
bered macrolide, a series of 6-0-alkyl deriva- 
tives of erythromycin have been synthesized 
(199). Alkylation by small alkyl groups at the 
6-hydroxyl was found to have a minimal im- 
pact on the biological activity. However, this 
modification makes the molecule more acid 
stable, improving its pharmacokinetic pro- 
files. 6-0-Methylerythromycin A, known as 
clarithromycin, has been developed and is now 
marketed worldwide (200). 6-0-Methyl deriv- 
atives of erythromycin A are much more acid 
stable than 6-deoxyerythromycin A. Although 
clarithromycin's antibacterial spectrum is 
similar to that of erythromycin A (201), it is 
about half as active as erythromycin A against 
H. influenzae. Its 14-hydroxy human metabo- 
lite, 14-(R)-hydroxyclarithromycin, possesses 
the same MIC against H. influenzae as eryth- 
romycin (163). Combining it with clarithro- 
mycin produced a synergistic effect against H. 
influenzae both in vitro (202) and in vivo (203). 
Clarithromycin was found to be safe and effec- 
tive upon combination with other antimyco- 

bacterial agents for the treatment of dissemi- 
nated M. avium complex infection in AIDS 
patients (204). Clarithromycin was also found 
to be effective when combined with a vroton 

m 

pump inhibitor for the treatment of metron- 
idazole-resistant H. pylori-positive gastric ul- 
cer (205). 

4.4.4 C-11 and C-12 Modification. A series 
of erythromycin-11,12-methylene cyclic ac- 
etals was prepared to test for antibacterial 
activity. Although the erythromycin-11,12- 
methyleneacetal (49) is more active than 
erythromycin A in vitro, it possesses similar 
efficacy to that of erythromycin A in treating 
experimental infections in mice (206). 

Erythromycin- ll,l2-carbonate (50) was 
prepared to avoid the spiroketal formation 
during the degradation process of erythromy- 
cin A in acid medium (207). It is twice as active 
in vitro and more stable, with better pharma- 
cokinetics than that of erythromycin A (208). 
However, it has higher hepatotoxicity poten- 
tial and its development was discontinued 
(209, 210). The 3"-fluoro-ll,12-carbonate de- 
rivatives of erythromycins (51) and (52) pos- 
sess about half the in vitro activity as that of 
erythromycin A (211). 

A series of 11-deoxy-11-(carboxyamino)-6- 
0-methylerythromycin A 11,12-cyclic carba- 
mate derivatives (53) have been synthesized 
(212). They possess in vitro antibacterial ac- 
tivity comparable to that of clarithromycin. 
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4.4.5 Cladinose Modification. Modification 
on the cladinose sugar has been attempted. 
The 3"-epi-erythromycin A (54) has in vitro 
antibacterial activity comparable to that of 
erythromycin A, indicating that the stereo- 

chemistry at the 3 position does not have 
great influence on the antibacterial activity 
(192). 

4.4.6 Core-Skeleton Modification. Natural 
antibacterial macrolides have 12-, 14-, and 16- 
membered ring core structures by virtue of 
their biosynthetic process. The 15-membered 
macrolides, however, are made synthetically 
by a Beckmann rearrangement of erythromy- 
cin-9-oxime, to produce the ring-expanded 
derivatives in which an extra amino group is 
embedded in the 14-membered ring skeleton. 
These derivatives are named azalides. Azi- 
thromycin (21) is made by a Beckmann rear- 
rangement of erythromycin-9-(E)-oxime, fol- 
lowed by reduction of the imino ether and 
subsequent N-methylation (213), and has an- 
tibacterial activity comparable to that of 
erythromycin A. Even though it has a 15- 
membered ring structure, erythromycin-resis- 
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tant staphylococci show complete cross-resis- 
tame to it (214). Azithromycin is more acid 
stable and the bioavailability in animals was 
found to be two- or threefold higher than that 
of erythromycin A (213). 

A series of 8a-azalides (9-deoxo-8a-aza-8a- 
homoerythromycins) was prepared to com- 
pare their activities with the 9a-azalide, 
azithromycin, by Beckmann rearrangement of 
erythromycin-9-(2)-oxime followed by reduc- 
tion of the imino ether and subsequent 
N-methylation (215). Simple 8a-alkyl deriva- 
tives exhibited good antibacterial activity sim- 
ilar to that of azithromycin. Polar 8a-side 
chain 8a-azalide derivatives, however, have 
less antibacterial activity. Replacement of the 
4"-hydroxyl group with an amino group resulted 
in a two- to eightfold increase in activity against 
Gram-negative bacteria but two- to eightfold de- 
crease in activity against Gram-positive bade- 
ria. 9-Deoxo-8a-methyl-8-aza-8a-homoerythro- 
mycin A (55) and 4"-deoxy-4"-amino-9-deoxo- 
8a-methyl-8a-aza-8a-homoerythromycin A (56) 
were found to be more efficacious than azithro- 
mycin and clarithromycin in mouse protection 
tests because they were more acid stable and 
had better pharmawkinetic profiles (216,217). 

A series of novel 14-membered azalides was 
prepared. The 10-aza-10-methyl-9-deoxo-11- 
deoxyerythromycin (57) has an antibacterial 
spectrum similar to that of erythromycin A 
but was less active than either erythromycin A 
or azithromycin (218,219). The 1Cmembered 

lactam (58) was prepared but found to have 
minimal antibacterial activity but good gas- 
trointestinal motor-stimulating activity (220). 
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4.5 Resistance to Macrolide Antibiotics 

Bacterial resistance to macrolide antibiotics is 
emerging as a significant problem. Thirty- 
seven percent of 11 13 S. pneumoniae clinical 
isolates collected between 1996 and 1997 in 
Spain were found to be resistant to macrolides 
(221). Based on the susceptibility study on 302 
S. pneumoniae isolates from central Italian 
patients, the erythromycin A resistance rate 
increased from 7.1% in 1993 to 32.8% in 1997 
(222). In a 1996-1997 winter U.S. surveillance 
study, among 1276 S. pneumoniae clinical iso- 
lates, 23% were resistant to erythromycin A, 
azithromycin, and clarithromycin (223). Al- 
though the S. pneumoniae resistance to mac- 
rolides is high in the United States as well as 
in most of Europe, the resistance rates in Nor- 
way and Canada are rather low (about 3-5%) 
(224,225). 

With respect to S. pyogenes, 14.5% clinical 
isolates identified in a Finnish surveillance 
study were erythromycin resistant (226). In 
Spain, 27% of the P-hemolytic group A and 
12% of group C streptococci isolates collected 
between May 1996 and April 1997 were eryth- 
romycin resistant (221). In France, the eryth- 
romycin resistance rate in viridans group 
streptococci was 40% (2271, whereas in Tai- 
wan, 55% of S. oralis isolates were erythromy- 
cin resistant (228). Antimicrobial susceptibil- 
ity data from the SENTRY antimicrobial 
surveillance program conducted in the United 
States and Canada indicated that M. catarrha- 
lis and H. influenzae isolates remain highly 
susceptible to macrolides with less than 1% 
and 5% resistance, respectively (223,229). 

The molecular mechanisms of resistance to 
macrolides in pathogenic bacteria has been 
summarized and reviewed (230). Resistance to 
macrolides is found to occur by one of the 
three mechanisms: target-site modification, 
active efflux, and enzyme-catalyzed antibiotic 
inactivation. 

Target-site modification is by far the most 
clinically significant resistance mechanism for 
macrolides. Two types of target-site modifica- 
tion resistance for macrolides have been de- 
scribed: (1) posttranscriptional modification 
of the 23s rRNA by adenine-N6s6-dimethy1- 
transferase (MLS, resistance), and (2) site- 
specific mutations in the 23 rRNA gene. The 

MLS, resistance confers resistance to macro- - 
lide, lincosamide, and streptogramin B classes 
of antibiotics. This resistance is mediated by 
plasmid or transposon-encoded genes called 
errn (erythromycin-resistant methylases), en- 
coding enzymes that catalyze the N6,6-di- 
methylation of the adenosine-2058 residue of 
bacterial 23s rRNA (E. coli numbering) (231, 
232). The determination of the 3D structures 
of macrolide antibiotics bound to the' ribo- 
somal 50s subunit provides insight into the 
molecular basis of Erm-mediated resistance 
(169). In these structures, the hvdroxvl mouv - - - 
of the macrolide desosamine sugar forms hy- 
drogen bounds with N1 and N6 of A2058; 
methylation of N6 therefore generates a steric 
block of this interaction, resulting in resis- 
tance (Fig. 15.13). 

The N6,6-dimethyltransferases have been 
found in numerous organisms including 
staphylococci, streptococci, enterococci, Clos- 
tridium difficile, E. coli, and Bacillus strains. 
The erm-mediated resistance phenotype can 
be constitutive or induced (233,234). Enzyme 
induction is affected by exposure of the organ- 
ism to both 14- and lBmembered, but not 16- 
membered, macrolides. Over two dozen erm 
genes have been identified encoding proteins 
of about 29 kDa in size (235). These genes are 
widely distributed in Gram-positive bacterig 
and, paradoxically, in many Gram-negative 
bacteria, which are generally not susceptible 
to macrolides as a result of the impermeable 
outer membrane. The presence of erm genes 
also confers reduced susceptibility to azithro- 
mycin (236). 

The 3D structures of ErmC' and ErmAM 
have been determined by X-ray crystallogra- 
phy and NMR methods, respectively (237, 
238). These enzymes are approximately 50% 
identical and, not surprisingly, then show very 
similar folds consisting of an amino-terminal 
S-adenosyl-methionine binding domain and a 
helical C-terminal RNA binding domain. The - 
structures of ErmC', in complex with the sub- 
strate S-adenosyl-methionine, the product S- 
adenosyl-homocysteine, and the methyl trans- 
ferase inhibitor sinefungin, have also been 
reported (239). These structures therefore 
provide the opportunity to develop inhibitors 
of Erm activity that could be used to block 
resistance. Several Erm inhibitors have in fact 



4 Macrolide Antibiotics 

O, 
Macrocyclic Lactone 

Macrolides 

A2058 Clindamycin 

Sterically Blocks 
Interactions With 
Antibiotics 

Figure 15.13. Outcome of methylation of A2058 by Erm resistance enzymes. 

been identified by high throughput screening 
(240) and the SAR by NMR (241) methods, 
and phage display has also been used to dis- 
cover inhibitory peptides (242). These studies 
indicate that it may be possible to identify 
molecules that block Erm-catalyzed methyl- 
ation of the ribosomes. 

The second target-site modification mech- 
anism conferring macrolide resistance is 
through site-specific mutation in the 23s 
rRNA gene (reviewed in ref. 243). In H. pylori, 
A2142G mutation was linked with high level 
cross-resistance to all MLS, antibiotics. The 
A2143G mutation gave rise to an intermediate 
level of resistance to clarithromycin and clin- 
damycin, but not streptogramin B (244, 245). 
Other examples of site-specific mutations in- 
clude A2063G or A2064G in M. pneumoniae; 
A2059G or C2611A and G in S. pneumoniae; 
A2058C, G, and U in M. avium; and A2048G, 
G2057A, or A2059G in Propionibacteria (243). 
The number used here corresponds to the po- 
sition in E. coli 23s rRNA. Novel mutations in 
either 23s rRNA alleles or ribosomal protein 
L4 were recently found to be responsible for 
macrolide resistance in S. pneumoniae iso- 
lates passaged with azithromycin (246). 

Active efflux of macrolides is a fairly common 
mechanism for erythromycin A resistance in S. 
pyogenes and S. pneumoniae (247). In some of 
these bacteria, this type of resistance is attrib- 
uted to the presence of the mefA gene, which. 
encodes a membrane-associated efflux protein 
that confers resistance to macrolides but not to 
lincosamides or streptogramin B (248). The 
mefl gene (90% sequence identity to mefA in S. 
pyogenes) was found to be present in erythromy- 
cin-resistant M phenotype (macrolide resistant 
but clindamycin and streptogramin B suscepti- 
ble) in S. pneumoniae (249). The macrolide ef- 
flux gene mreA, distinct from the mefA in S. 
pneumoniae and S. pyogenes and the multicom- 
ponent mrsA in S. aureus, was found in a strain 
of S. agalactiae, which displayed resistance to 
14-, 15-, and 16-membered macrolides (250). 
Several S. agalactiae clinical isolates with the M 
phenotype harbor mefA and mefl genes (251). 
The efflux system is the major contributor to 
the macrolide resistance in Burkholderia 
pseudomallei (252). The mefgene has been iden- 
tified in clinical isolates of Acinetobacter junii 
and Neisseria gonorrhoeae. These strains could 
transfer the mef gene into one or more of the 
following recipients: Gram-negative M. ca- 
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tarrhalis, N. perflava, and N. mucosa and Gram- 
positive E. faecalis (253). The mtrCDE-encoded 
efflux pump has been suggested to be one of the 
resistant mechanisms in N. gonorrhoeae. The 
mtrCDE genes constitute a single transcrip- 
tional unit that is negatively regulated by the 
adjacent mtrR gene product. N. gonorrhoeae 
clinical isolates with mutation in mtrR tran- 
scriptional repressor gene possessed reduced 
azithromycin susceptibility (253). The mrsA and 
mrsB genes are also efflux systems that are 
mostly isolated from S. aureus and S. epidermi- 
dis (254); a homolog mrsC was isolated from En- 
terococcus faecium (255). 

Macrolide resistance by antibiotic inactiva- 
tion can also occur through phosphorylation 
(256, 2571, deesterification of the lactone ring 
(256, 257), and glycosylation (258-260). Two 
glycosyltransferases and a glycosidase are in- 
volved in oleandomycin modification (261). A 
glycosyl transferase inactivating macrolides 
encoded by gimA from S. ambofaciens was 
found to locate downstream of srmA, a gene 
that confers resistance to spiramycin and has 
a high degree of similarity to S. lividans gly- 
cosy1 transferase, which inactivates macro- 
lides (262). The E. coli clinical isolate BM2506 
is highly resistant to macrolides by having 
macrolide 2'phosphotransferase I1 [MPH(2')II]. 
This strain is found to harbor two plasmids, 
pTZ3721 (84kb) and pTZ3723 (24kb). It ap- 
pears that the mphB gene is located on these 
two plasmids in BM2506 and can be trans- 
ferred to other strains of E. coli by conjugation 
or mobilization (263). 

A minireview on new nomenclature for 
macrolide and macrolide-lincosamide-strep- 
togramin B (MLS,) resistance determinants 
was recently published (264). The common 
macrolide phenotypes are: MLS, for strains 
that carry Erm methylase; M for strains resis- 
tant to macrolide but are clindamycin and 
streptogramin B susceptible; ML for strains 
resistant to 14-, 15-, and 16-membered macro- 
lide and lincosamides; and MS for strains re- 
sistant to macrolide and streptogramins. 

4.6 Recent Developments in the Macrolide 
Antibiotic Field 

4.6.1 Novel Macrolides to Overcome Bac- 
terial Resistance. Several macrolide deriva- 
tives having potent antibacterial activity 

against erythromycin-sensitive strains and at 
the same time with moderate activity against 
erythromycin-resistant S. pyogenes were first 
reported in 1989 (265). The 11,12-carbamate 
clarithromycin analogs and the 11,12-carbon- 
ate erythromycin analogs with additional 
modifications at the 4' position of the cladi- 

A 

nose were found to be active against both in- 
ducible and constitutive resistant S. pyogenes. 
The two naturally occurring descladinosyl 14- 
membered macrolide derivatives, narbomycin 
(59) and picromycin (601, with the presence of 
a 3-keto group, were isolated in the early 
1950s (266, 267). Although these two com- 
pounds are poorly active, they are not inducers 
of macrolide resistance. With these new in- 
sights provided by the above information, re- 
cent chemical modifications of erythromycin 
have generated several new classes of macro- - 
lide derivatives having potent activity against 
erythromycin-sensitive and -resistant bacte- 
ria. 

4.6.1.1 Ketolides. Apart from the natural 
products narbomycin and picromycin, certain 
recently synthesized 3-keto macrolide deriva- 
tives were found to be active against both pen- 
icillin-resistant and erythromycin-resistant S. 
pneumoniae. Like narbomycin and picromy- 
cin, these derivatives do not induce MLS, re- 
sistance in staphylococci and streptococci 
(268). These 3-descladinoxyl-3-oxo-11,12-cy- 
clic carbarnate derivatives of erythromycin or 
clarithromycin are called ketolides. So far, 
three ketolides have undergone clinical devel- 
opment: HMR 3004 (61), HMR 3647 (telithro- 
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mycin, (62), and ABT-773 (63). The ketolides 
are very active against respiratory pathogens, 
including erythromycin-resistant strains (269, 
270). 

HMR 3004 is very active against penicillin- 
and erythromycin-resistant pneumococci with 
a MIC,, value of 0.25 pg/mL (271, 272) and is 
very efficacious against respiratory infections 
in animal studies (273). It was found to be 

active against p-lactamase-producing H. in- 
fluenzae in a murine model of experimental 
pneumonia and more active than azithromy- 
cin, ciprofloxacin, clarithromycin, erythromy- 
cin, and pristinamycin (274). 

Another ketolide being developed is te- 
lithromycin (HMR 3647). The U.S. FDA is- 
sued an approval letter for telithromycin 
in 2001 for the following indications: com- 
munity-acquired pneumonia, acute bacterial 
exacerbation of chronic bronchitis, and acute . 
bacterial sinusitis. Against H. influenzae, te- 
lithromycin is as active as azithromycin, with 
a MIC,, value of 4 pg/mL (275). When tested 
against M. catarrhalis, it has MIC,&IIC,, 
values of O.O6/O.l25 pg/mL (276). It has MIC,, 
and MBC,, values of 0.25 pg/mL (277). The 
pharmacodynamic properties of telithromycin 
demonstrated by time-kill kinetics and post- 
antibiotic effect on enterococci and Bacte- 
roides fragilis were found to be similar to 
those obtained with macrolides (278). Al- 
though it is found to be active against MLS,- 
resistant pneumococci, telithromycin did not 
bind to the methylated ribosomes isolated 
from the MLS,-resistant strain (279). In a 
murine model of experimental pneumonia, te- 
lithromycin was effective against p-lac- 
tamase-producing H. influenzae (274). It is 
also effective for the treatment of L. pneumo- 
phila in a guinea pig pneumonia experimental 
model (280). In a mouse peritonitis model of 
enterococci infection, telithromycin was found 
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to be highly active against erythromycin-sus- 
ceptible and -intermediate strains (281). HMR 
3004 and telithromycin were found to be 
highly active in vitro against M. pneumoniae 
(282), E. faecalis (2831, and Bordetellapertus- 
sis (284). The oral antibacterial activities of 
telithromycin in different infections induced 
in mice by S. aureus, S. pneumoniae, strepto- 
cocci, enterococci, and H. influenzae were 
found to be excellent (285). 

A series of 6-0-substituted ketolides was 
reported to possess excellent activity against 
inducible resistant S. aureus and S. pneu- 
moniae as well as constitutively resistant S. 
pneumoniae (286). Derivatives with an aryl 
group at the 6-0 position with a propenyl 
spacer together with an 11,12-cyclic carba- 
mate and a 3-keto group exhibited the best 
activity. In this study, the unsubstituted 
11,12-cyclic carbamate analogs were more ac- 
tive than either the carbazate or tricyclic ana- 
logs [ABT-773 (63) versus A-201316 (64) ver- 
sus 197579 (6511. 

ABT-773 is currently in late-stage clinical 
trials. It has a potent antibacterial spectrum 
including activity against penicillin- and mac- 
rolide-resistant Gram-positive bacteria (270, 
287). ABT-773 was found to be the most active 
compound tested among other macrolides 
against S. pneumoniae with MIC,, value of 
0.03 pglmL. It is as potent as azithromycin but 

more potent than clarithromycin and erythro- 
mycin A against H. influenzae (MIC,, value = 
4 pg/mL) and M. catarrhalis (MIC,, value = 
0.06 pg/mL). It also has good activity against 
Gram-negative and atypical respiratory tract 
pathogens and H. pylori (MIC,, value = 0.06 
pg/mL against macrolide-susceptible strain) 
(288). ABT-773 is active against anaerobic 
bacteria. For B. fragilis, telithromycin is one 
to two dilution levels less active than ABT- 
773. For all anaerobic tested strains, ABT-773 
was found to be more active than erythromy- 
cin A by four or more dilution levels (289). A 
comparative study on the in vitro antibacterial 
activity of ABT-773 against 207 aerobic and 
162 anaerobic antral sinus puncture isolates 
showed that erythromycin-resistant pneumo- 
cocci strains were susceptible to ABT-773 with 
MIC,, value of 0.125 pg/mL (290). ABT-773 
had superior activity against macrolide-resis- 
tant S. pneumoniae than that of telithromycin 
with MIC,, value in pg/mL: erm strain 0.015 
versus >0.12 and mef strain 0.12 versus 1. 
Against different S. pyogenes strains ABT ver- 
sus telithromycin has the following MIC,, val- 
ues in pg/mL: erm strain 0.5 versus >8 and 
mef strain 0.12 versus 1 (291-294). The high 
activity of ABT-773 against macrolide-resis- 
tant S. pneumoniae is probably the result of 
several factors. For example, ABT-773 was 
demonstrated to bind tighter than erythromy- 
cin to the ribosome target (295). ABT-773 was 
also shown (1) to accumulate in macrolide- 
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1 
1 sensitive S. pneumoniae at a higher rate than 
b 

that of erythromycin A, (2) to bind to methyl- 
ated ribosomes, although at lower affinities 
than those of wild-type ribosomes; and (3) to 
accumulate in S. pneumoniae strains with the 

i 
I efflux-resistant phenotype. 
r ABT-773 possesses a favorable pharmaco- 

kinetic profile, with plasma elimination half- 
U i v e s  1 averaging 1.6,4.5,3.0, and 5.9 h after i.v. 
i 
, dosing in mouse, rat, monkey, and dog, respec- 
t 

tively. Peak plasma concentrations averaged 
1.47, 0.52, 0.56, and 0.84 ~glmL,  having bio- 
availabilities of 49.5, 60.0, 35.8, and 44.1% 
after oral dosing in the same animal species, 

; respectively. The lung concentration of ABT- 
773 was >25-fold higher than plasma concen- 
tration after oral dosing in rat (296). In animal 
studies, ABT-773 was found to be fivefold 
more efficacious than azithromycin against 
me@-bearing strains and had excellent effi- 
cacy against ermAM-bearing strains, whereas 
azithromycin was inactive (297). ABT-773 was 
shown to have 3- to 16-fold improved efficacy 
over that of telithromycin against macrolide- 
resistant S. pneumoniae (both ermAM and 
me@) in rat pulmonary infection (298). 

HMR 3562 (66) and HMR 3787 (67) are two 
2-fluoro ketolides having potent in vitro anti- 
bacterial activity against inducible resistant 
S. aureus and S. pneumoniae as well as consti- 
tutively resistant S. pneumoniae. They are 
more potent than their corresponding nonflu- 
orinated parent ketolides against H. influen- 
zue (299, 300). Both compounds display high 
therapeutic efficacy in mice infected by differ- 
ent common respiratory pathogens, such as 
multidrug-resistant pneumococci and H. in- 
fluenzae (301). A series of C-2 halo-substituted 
tricyclic ketolides were prepared, showing 
that the 2-fluoro-ketolide analog is more po- 
tent than the 2-bromo derivative. A-241550 
(2-F analog of TE-802) (68) was found to be 
more potent and efficacious than TE-802 (the 
C2-H parent), particularly against H. influen- 
zae (302). 

A C-2 fluorinated ketolide with the 9-keto 
group replaced by an oxime, designated as CP- 
654,743 (69), was shown to be potent in vitro 
against macrolide-resistant respiratory patho- 
gens, including S. pneumoniae, S. pyogenes, 
and H. influenzae (303). The MICSo values in 

Fg!rnL against S. pneumoniae, S. pneumoniae 
(ermB+), S. pneumoniae (mefAt), H. influen- 
zae, S. pyogenes (ermBlermAt), and S.  pyo- 
genes (mefA') for CP-654,743 are 0.004, 
0.125,0.25,2.0,6.3, and 1.0, respectively. This 
improved in vitro potency appeared to trans- 
late into improved in vivo activity, especially 
with improved activity against MLS, pneumo- 
cocci (304). CP-654,743 has a large volume of 
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distribution and moderately high clearance in 
rats, dogs, and monkeys and the liver micro- 
somal data predict moderate plasma hepatic 
clearance in humans. It is moderately bound 
to serum proteins (305). 

The in vitro activity of the ketolide 
HMR3832 (70), with a butyl imidazoyl anilino 
moiety substituted on the N-carbamate posi- 
tion, was reported (306). This compound is 
about one to two times less active than cla- 
rithromycin against macrolide susceptible S. 
pneumoniae, but at the same time retains ac- 
tivity against strains harboring macrolide-re- 

sistant determinants. The MIC,, values in 
pg/mL against H. influenzae, M. catarrhalis, 
N. meningitis, B. pertussis, C. pneumoniae, 
and M. pneumoniae are 2-4, 0.12, 0.12, 0.12, 
0.25, and 0.0005, respectively. 

Apart from the synthesis of ketolides from 
erythromycin A or its analog clarithromycin, a 
series of C-13-modified ketolides (711, in 
which the (3-13 ethyl group is replaced by 
other alkyl or vinyl groups (R = alkyl or vinyl), 
were prepared. These were synthesized from a 
modified erythromycin A template produced 
in a genetically engineered Streptomyces coeli- 
color strain (307). The S. erythraea polyketide 
synthase genes were engineered to contain an 
inactive ketosynthase 1 domain (KSlO) and 
then expressed in S. coelicolor. The strain was 
fermented with the appropriate diketide thio- 
ester precursor, to yield C-13-modified 6-de- 
oxyerythronolide analogs with C-13 being a 
methyl or vinyl group. These derivatives were 
then purified and fermented with a KS1° S. 
erythraea to glycosylate at the 0-3 and 0-5 
positions and hydroxylate at the C-6 and (3-12. 
Further chemical modification of these novel 
core templates produced the C-13-modified 
ketolide (71). The in vitro activity of the C-13- 
modified ketolides compared to that of te- 
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lithromycin (R = ethyl) is given in Table 15.7. 
They have activity slightly less than that of 
telithromycin, showing that certain C-13- 
modified ketolides retain good activity against 
macrolide-resistant bacteria. Thus, this bio- 
synthetic strategy may offer an opportunity to 
generate potent and useful novel macrolide 
derivatives. 

ketolides) (308,309). A-179461 (72), an anhy- 
drolide, having a structure similar to that of 
HMR 3004, was found to have similar antibac- 
terial activity in vitro to that of HMR 3004 
against Gram-positive organisms. Thus, func- 
tionality other than a keto group at the C-3 
position can be used as cladinosyl group re- 
placement to produce potent novel macrolide 
derivatives (310). 

0 
(72) 

(71) 
A series of 3-descladinosyl-3-acylated mac- ' 

4.6.1.2 Anhydrolides and Acylides. A series rolide derivatives with potent antibacterial ac- 
of 2,3-anhydroerythromycin derivatives, termed tivity were prepared and called acylides. The 
anhydrolides, were synthesized. They possess 3-0-acyl-5-desosaminyl-erythronolide 11,12- 
a carbon-carbon double bond at the C-2-C-3 carbonate TEA 0769 (73) and 3-0-acyl-5-des- 
position, having an sp2 carbon at position C-3 osaminyl-erythronolide 6,9;11,12-biscarbon- 
(the same position as the 3-keto group in the ate FMA 122 (74) have potent in vitro 

Table 15.7 Comparative In Vitro Activity of C-13-Modified Ketolides (71) 

Organism 

Median MIC (pg/mL) 
Telithromycin Derivatives 

Resistance 
Mechanism N R = Ethyl R = Methyl R = Vinyl 

~~~p ~p 

M. catarrhalis 
H. influenzae 
S. aureus (MSSA, MRSA) 
Staphylococci 

Enterococci (VRE) 
Enterococci 
S. pneumoniae 

3 
12 

3 
e m j  5 
errn, 5 
msr 2 

5 
11 

erm 5 
mef 8 
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antibacterial activity against Gram-positive 
organisms similar to that of telithromycin 
(311-313). TEA 0769 was found to be twofold 
more active against staphylococci (MIC, S. au- 
reus 209P: 0.05 pg/mL) and 16-fold more ac- 
tive against enterococci (MIC, E. faecalis: 0.05 
pg1mL) than was clarithromycin. It is also ac- 
tive against erythromycin-resistant strepto- 
cocci. The antibacterial activity of FMA 122 
compared with that of azithromycin given in 
pglmL against H. influenzae, S. aureus 209P, 
S. pneumoniae IID533 (erythromycin sensi- 
tive), S. pneumoniae 210 (erythromycin-resis- 
tant efflux), and S. pneumoniae 205 (erythro- 
mycin-resistant-erm) is as follows: 0.78 versus 
1.56, 0.10 versus 0.39, 0.025 versus 0.10, 0.10 
versus 0.78, and 6.25 versus 100, respectively. 
Thus, the acylides represent a potent macro- 
lide series with good anti-H. influenzae activ- 
ity while having activity against macrolide-re- 
sistant bacteria 

4.6.1.3 4'-Carbarnate Macrolides. A series 
of 4"-carbamates of 14- and 15-membered 
macrolides were prepared, in which the 4" hy- 
droxyl group was replaced by a carbamate 
group. They have potent in uitro activity 
against Gram-positive and Gram-negative re- 
spiratory pathogens including the macrolide- 
resistant S. pneumoniae (314). CP-544,372 
(75) possesses good in uitro antibacterial ac- 
tivity comparable to that of telithromycin. Its 
MICs in pg/mL against S. pyogenes mefA, S. 
pneumoniae ermB, and S. pneumoniae mefl 
are 0.5, 0.16, and 0.08, respectively (315). Its 
maximum drug concentration (C,,) in the 
lung is higher than that in serum. In mice, 
CP-544,372, given at 1.6-100 mgkg orally, 
produced the serum C,, of 0.001-0.66 pg/ 
mL, AUC of 0.13-5.5 pg h-' mL-l, and a 
mean terminal half-life of 6.5 h (316). In mu- 
rine acute pneumonia models of infection in- 
duced by macrolide-sensitive and -resistant 
strains of pneumococci or H. influenzae, CP- 
544,372 was shown to be orally active (317). It 
has either more potent or similar in uiuo effi- 
cacy against macrolide-resistant S. pneu- 
moniae compared to telithromycin or HMR 
3004. Thus, modification at the 4"-position of 
erythromycincylamine led to 4-carbamate 
macrolide derivatives with increased in uitro 
and oral in uiuo antibacterial activity against 
macrolide-resistant S. pneumoniae, while 
maintaining potent in uitro and in uivo activ- 
ity against macrolide-sensitive S. pneumoniae 
and H. influenzae. 

4.6.2 Non-Antibacterial Activity of Macro- 
lides. Other than having antibacterial activity, 
macrolide antibiotics also have diverse non-an- 
tibiotic properties. They have a broad range of 
biological response-modifying effects on in- 
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flammation, tumor cells, airway secretions, 
and host defense. Other effects such as their gas- 
trokinetic effect are also described below. 

4.6.2.1 Gastrokinetic Effects. The gastroki- 
netic effect of macrolides such as erythromy- 
cin A and oleandomycin has been known for 
some time. They induced strong macular con- 
traction in the gastrointestinal tract of dogs. 
Erythromycin A, when given at 0.03 mg/kg in- 
travenously to dogs, induces a pattern of mi- 
grating contractions in the gastrointestinal 
tract, mimicking the motilin effect on gastro- 
intestinal contractile activity (318). At an in- 
travenous dose of 7 mg/kg, an immediate in- 
crease in contractile activity in the whole 
length of the intestinal tract was observed 
(319). Thus, erythromycin A acts as a nonpep- 
tide agonist of motilin (320, 321). Erythromy- 
cin A administered intravenously to normal 
volunteers at a dose of 200 mg after a meal 
induced powerful peristaltic contractions, im- 
proved antroduodenal coordination, and 
phase three-like activity (322). 

Motilides are macrolide derivatives with re- 
duced antibacterial activity and have the ac- 
tivity to induce gastrointestinal contractions 
acting as a motilin mimic (323). A detailed 
study of macrolide derivatives on their po- 
tency in displacing motilin and contractility 
identified EM-523 (76) for clinical develop- 
ment as a gastrointestinal tract prokinetic 
agent (324, 325). 8,9-Anhydro-4-deoq-3'-N- 
desmethyl-3'-ethylerythromycin B-6,9-hemi- 
acetal, ABT-229 (77) is another potent proki- 
netic agent (3261, with >300,000 times more 
potency than that of erythromycin A. It is also 
400-fold more active than its 4",12-dihydroq 
congener EM-523. It has good oral bioavail- 
ability with 39% compared to 1.4% for EM- 
523. Thus the 4"-hydroql group is not a major 
contributor to the motilin agonistic activity, 
whereas the 2'-hydroxyl group seems neces- 
sary (327). 

4.6.2.2 Effects on Cytokines. Macrolides 
have the ability to inhibit the production of 
proinflammatory cytokines and reactive oxy- 
gen species by airway neutrophils. In whole 
blood, erythromycin A was found to cause a 
dose-dependent decrease in heat-killed S. 
pneumoniae-induced production of tumor ne- 
crosis factor alpha (TNF-a) and interleukin 6 
(IL-6) in vitro (328). In patients with chronic 

airway diseases, administration of erythromy- 
cin had an inhibitory effect on IL-8 release 
(329, 330). In mice, HMR 3004 was found to 
downregulate the pneumococcus-induced IL-6 
and IL-1P and nitric oxide in bronchoalveolar 
lavage fluid. It limited the neutrophil recruit- 
ment to the lung tissue and alveoli without 
interference on phagocytosis. It also abro- 
gated lung edema (331, 332). Roxithromycin 
was also found to suppress the production of 
IL-8, IL-6, and granulocyte-macrophage 
colony-stimulating factor in vitro in human 
bronchial epithelial cells. It also inhibited neu- 
trophil adhesion to epithelial cells. Roxithro- 
mycin's efficacy in airway disease may be at- 
tributable to its effects in modulating local 
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recruitment of inflammatory cells (333). Cla- 
rithromycin was also reported to suppress the 
IL-8 release in human bronchial epithelial cell 
line BRAS-2B (334) and inhibit NF-KB activa- 
tion in human peripheral blood mononuclear 
cells and pulmonary cells (335). Azithromycin, 
clarithromycin, and roxithromycin were re- 
ported to suppress the edema production in 
carrageenin-injected rats (336). Macrolides 
are also shown to inhibit mRNA expression of 
IL-1(337), IL-8 (338), endothelin-l(3391, and 
inducible NO synthase (340). 

4.6.2.3 lmmunomodulatory Effects. Macro- 
lide antibiotics such as clarithromycin de- 
crease neutrophil oxidative burst and proin- 
flammatory cytokine generation and release. 
Thus they are shown to possess immuno- 
modulatory effects and can be used as biolog- 
ical response modifiers. Macrolides may pro- 
tect airway epithelium against oxidative 
damage by phospholipid-sensitized phago- 
cytes (341). They can decrease mucus hyper- 
secretion both in vitro (342) and in vivo (343). 
Clinical efficacy of macrolides is high upon ad- 
ministration of macrolides to patients with 
diffuse panbronchiolitis (DPB), a disease with 
airflow limitation, sinusitis, sputum expecto- 
ration, dyspnea, as well as infection with P. 
aeruginosa (344, 345). The 5-year survival 
rate for patients with DPB was 26% in 1984. 
However, after the introduction of macrolide 
therapy, the 10-year survival rate has in- 
creased to 94%, an impressive improvement 
(346). Erythromycin A, clarithromycin, and 
azithromycin were found to suppress the ex- 
pression of P. aeruginosa and P. mirabilis 
flagelin dose dependently (347). Flagella are 
among the virulence factors of Gram-negative 
rods and have a role in the initiation of biofilm 
formation. Macrolide therapy is found to be 
beneficial for patients with macrolide-resis- 
tant P. aeruginosa (DPB) and cystic fibrosis, 
although the improvement was not associated 
with the disappearance of Pseudomonas (348- 
350). A beneficial effect was also seen for pa- 
tients on macrolide therapy for chronic sinus- 
itis (351). 

4.6.2.4 Antitumor Effects. Macrolides have 
been reported to have antitumor effects in 
mice (352). Clarithromycin prolonged the sur- 
vival of patients with nonresectable, non- 
small cell lung cancer (353). It inhibited tumor 

angiogenesis, growth, and metastasis of 
mouse B16 melanoma cells. Although cla- 
rithromycin showed no direct cytotoxicity to 
the tumor cell in vitro, spleen cells obtained 
from the tumor-bearing rats receiving this 
compound showed a stronger tumor-neutral- 
izing activity (354). Using a mouse dorsal air 
sac model, roxithromycin was found to inhibit 
tumor angiogenesis in a dose-dependent man- 
ner (355). 

4.6.2.5 Antiparasitic Activity. Megalomicin 
(78) is a 14-membered macrolide with three 
sugar substituents (one neutral sugar and two 
aminosugars) isolated from Micromonospora 
megalomicea (356). It was found to have anti- 
parasitic activity. I t  inhibits vesicular trans- 
port between the medial- and trans-Golgi, re- 
sulting in the undersialylation of the cellular 
protein (357). It was found to be active in an in 
vivo animal model with complete protection of 
the BALA/c mice from death caused by acute 
Trypanosoma brucei infection and signifi- 
cantly reducing the parasitema. 

4.7 Future Prospects in the Macrolide Field 

Novel macrolides can now be prepared by ei- 
ther chemical modification of the natural mac- 
rolides or gene manipulation of the producing 
organisms. The current novel macrolides have 
activity against macrolide-resistant bacteria. 
Telithromycin, a ketolide, has been success- 
fully developed for the treatment of bacterial 
infections. Further clinical study shall no 
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doubt show its efficacy for the treatment of 
respiratory infections caused by macrolide-re- 
sistant pneumococci. Additional ketolides are 
expected to come to market in the near future. 
This will provide physicians with additional 
tools to combat the threat of bacterial resis- 
tance. The recently expanding knowledge of 
mechanisms of bacterial resistance to macro- 
lides will accelerate the discovery of new and CH3 
useful macrolide derivatives other than the 
ketolide class. The new findings on many non- (79) 

antibacterialactivities of macrolide will open 
doors for the design and development of novel 
agents for the treatment of inflammatory dis- 
eases, parasitic diseases, cancers, and gastro- 
intestinal motility disorders. Investigation di- 
rected toward study of the mechanism of 
action of these nonbaderial effects will no 
doubt be intensified. 

5 OTHER ANTIBIOTICS THAT TARGET 
THE BACTERIAL RIBOSOME 

0 
\ 

N 

5.1 Streptogramins 

The streptogramin antibiotics are natural 
products, derived from soil bacteria, that in- 
hibit bacteria protein synthesis, thus result- 
ing in cell death. These antibiotics were dis- 
covered in the 1950s but did not find extensive 
clinical use as a result of poor water solubility. 
Recently, the preparation of semisynthetic 
water-soluble derivatives of streptogramins 
has facilitated their use in the treatment of 
infections caused primarily by Gram-positive 
bacteria such as staphylococci, streptococci, 
and enterococci as well as some Gram-nega- 
tive organisms including Neisseria and Legio- 
nella (358,359). Streptogramins are composed 
of two distinct chemical classes, group A and 
group B. Group A streptogramins are polyun- 
saturated macrolactones derived from acetate 
(polyketide synthesis) and amino acids [e.g., 
pristinamycin-IIA (79)l. Group B strepto- 
gramins are cyclic hexadepsipeptides [e.g., 
pristinamycin-IA (go)], cyclized through an 
ester linkage between the C-terminal carbox- 
ylate and the hydroxyl of an N-terminal Thr. 
The streptogramin-producing bacteria, such 
as the pristinamycin producer Streptomyces 
pristinaespiralis, simultaneously generate 

both a group A and a group B antibiotic in a 
molar ratio of approximately 60:40. 

Individually, the group A and B strepto- 
gramins are generally bacteriostatic, but be- 
come bactericidal when coadministered. This 
synergistic effect has been exploited in the use 
of the semisynthetic compounds dalfopristin 
(81) and quinupristin (821, water-soluble de- 
rivatives of pristinamycin IIA and pristinamy- 
cin IA, respectively, that together in a 7:3 ratio 
form the drug Synercid. This formulation was 
recently approved in North America for the 
treatment of serious infections caused by an- 
tibiotic-resistant Gram-positive pathogens. 
The route of administration is by i.v. in a dose 
of 7.5 mg/kg every 8-12 h. Synercid inhibits 
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cytochrome P450 3A4 activity, which is impli- 
cated in the metabolism of numerous other 
drugs including cyclosporine, midazolam, and 
others (for reviews, see refs. 360 and 361), and 
thus caution should be used when administer- 
ing Synercid with other drugs metabolized by 
this route. 

Both group A and group B streptogramins 
bind to the 50s ribosomal subunit, but in dis- 
tinct sites (362). Group A antibiotics inhibit 
both aminoacyl-tRNA binding to the A-site 
and peptide bond formation by binding tightly 

to 50s and free 70s ribosomal particles (363, 
364). This tight interaction is also accompa- 
nied by a conformational change in the 50s 
subunit (365, 366). Group B streptogramins 
bind to the 50s subunit, which blocks peptide 
elongation and induces premature chain ter- 
mination (367, 368). The B streptogramins 
overlap the macrolide-lincosamide binding 
sites (3691, which explains the cross-resis- 
tance observed by Erm ribosomal .methyl- 
transferases (232). Binding of group A strep- 
togramins to the ribosome facilitates binding 
of a group B streptogramin, which is the likely 
basis for synergy between the molecules (369- 
371). 

Resistance to the streptogramins can occur 
by way of distinct efflux, chemical modifica- 
tion, or target protectionlalteration mecha- 
nisms for both A and B group streptogramins. 
On the other hand, resistance to the synergis- 
tic mixture of A and B group streptogramins 
requires an A group resistance determinant, 
not necessarily coupled with one for group B 
streptogramins (372). 

Ribosomal protection by Erm methyltrans- 
ferases at position A2058 of the 23s rRNA, 
which also confers resistance to the macrolide 
and lincosamide antibiotics (see section 
above), provides resistance to the group B 
streptogramins. This results in the NILS,-re- 
sistance phenotype. In the case of inducible 
erm gene expression, group B streptogramins 
are not inducers, unlike the 14-membered 
macrolides. The presence of an Erm methyl- 
transferase does not confer resistance to the 
group A streptogramins and thus Synercid is 
still effective against these strains (359, 373, 
374). Point mutations in the 23rRNA can also 
result in resistance to the group B strepto- 
gramins [e.g., C2611U (3751, C2611A, 
C2611G, and A2058G (246)l. 

Active efflux mechanisms specific to either 
the A or B group streptogramins have been 
identified. The Vga proteins from S. aureus, 
members of the ABC (ATP-binding cassette) 
family of efflux proteins, are associated with 
group A streptogramin resistance (376-378). 
Efflux-mediated resistance to the group B 
streptogramins has not been associated thus 
far with clinically relevant resistance. Re- 
cently, a virginiamycin S (group B strepto- 
gramin) resistance gene, varS, was cloned 
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Figure 15.14. Modification of streptogramin by resistance enzymes. (a) Group A streptogramin 
acetyltransferase modification of dalfopristin. (b) Group B streptogramin lysase inactivation of 
quinupristin. 

from the virginiamycin producer Streptomyces 
virginiae (379). The VarS protein is a homolog 
of other drug-resistant ABC transporters and 
heterologous expression in Streptomyces livi- 
duns resulted in virginiamycin S resistance. 

Enzymatic inactivation of the strepto- 
gramins is a predominant mechanism of 
resistance. Group A streptogramins are inac- 
tivated by 0-acetylation catalyzed by acetyl- 
CoA-dependent acetyltransferases (Q. l5.14a). 
Several acetyltransferases termed Sat or Vat 
have been identified both in group A strepto- 
gramin-resistant Gram-positive clinical iso- 
lates (e.g., 380-382) and in the chromosomes 
of a number of bacteria (383). The crystal 
structure of VatD from E. faecium has been 
determined in the presence and absence of vir- 
giniamycin M1 and CoA (384). Inactivation of 
group B streptogramins occurs by lineariza- 
tion of the cyclic depsipeptide by the enzyme 

Vgb. The mechanism of ring opening had been 
thought to occur by hydrolysis; thus, Vgb has 
been termed a hydrolase or ladonase (385-387). 
However, recent results indicate that this en- 
zyme does not use water to open the ring and in 
fad operates by an elimination reaction (Fig. 
15.14b) (388). Homologs of this enzyme are also 
found in the chromosomes of numerous bacteria 
(388), and thus potential streptogramin inacti- 
vating enzymes are widespread. 

A new orally active streptogramin, RPR- 
106972 (83), has been reported with an activ- 
ity profile similar to that of Synercid but with 
increased activity toward the respiratory 
pathogens H. influenzae and M. catarrhalis 
(389). 

5.2 Lincosamides 

Lincomycin (84), a lincosamide, is produced 
by Streptomyces lincolnensis and was first dis- 
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covered in 1962 (390). This antibiotic is com- 
posed of an amino acid portion, trans-N- CH3 
methyl-4-N-propyl-L-proline, linked through OH 
an amide bond to an unusual sugar, &amino- H3ca ':us, 6,8-dideoxy-1-thio-D-erythro-a-D-galactoocto- 
pyranoside. Clindamycin (85), a chlorinated N HO 
semisynthetic derivative of lincomycin, shows 
better absorption and antimicrobial activity 

O 
OH 

than that of the parent compound. These an- 
tibiotics are useful for the treatment of non- OH CH3 
CNS infections caused by Gram-positive bac- 
teria such as streptococci, staphylococci, and (84) 
enterococci. Clindamycin is especially impor- 
tant in the treatment of infections caused by 
susceptible anaerobes, including species of 
D - - L - - - : J - -  --J ~ T - - L : J :  ( c m -  \ ~L.-L - - A  0 CH3 

difficile, where clindamycin treatment can 
cause C. difficile-associated colitis (392)l. H3C+\ H3cy 
Clindamycin is also useful in combination 
with primaquine for the treatment of Pneu- 
mocystis carinii infection in AIDS patients 
(393, 394). 

Clindamycin is orally active and efficiently 
absorbed with an adult dose of 140-150 mg OH CH3 

every 4 h. The mode of action of the lincos- 
amide antibiotics includes binding to the 50s 
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Figure 15.15. Interaction of clindamycin with the 505 ribosomal subunit of D. radiodurans (re- 
drawn from Ref. 169). The equivalent E. coli numbering is shown and the interaction with C2611 is 
predicted based on the interaction with U2590 for the D. radiodurans 23s rRNA. 

ribosomal subunit, which blocks aminoacyl- 
tRNA binding, thereby inhibiting protein syn- 
thesis (395). The 3D structure of clindamycin 
bound to the 50s ribosomal subunit has been 
reported (169). The molecular structure dem- 
onstrates that the antibiotic binds in a region 
overlapping the A- and P-sites of the ribosome 
exclusively through contacts with the 23s 
rRNA (Fig. 15.15), resulting in blocking of the 
peptide elongation tunnel and interfering 
with peptidyltransfer. 

The complete lincosomycin biosynthetic 

398). Chemical modification of lincosamides 
by phosphorylation and adenylation has also 
been detected, with the latter mechanism be- 
ing associated with resistance in S. aureus, S. 
haemolyticus, and E. faecium (399-401). Sur- 
prisingly, the linA and linA' gene products 
from S. haemolyticus and S. aureus, respec- 
tively, modify lincomycin at position 3 of the 
sugar moiety and modify clindamycin at posi- 
tion 4 (Fig. 15.16) (400). The LinB enzyme 
from E. faecium, on the other hand, modifies 
lincosamides exclusively at position 3 (399). 

gene cluster from S. lincolnensis has been 
cloned by the group of Piepersburg (396). Bio- 
synthetic studies have indicated that the pro- 
pyl proline moiety is derived from tyrosine 
(397) and that the sugar is derived either from 
glucose 1-phosphate or octulose-%phosphate 
(395). 

Clindamycin resistance can occur through 
ribosomal methylation by the erm gene prod- 
ucts (MLS, phenotype), thereby confirming 
the site of action of the antibiotic and suggest- 
ing overlapping binding sites on the ribosome 
with the macrolide and group B strepto- 
gramins (232). Lincosamide resistance can 
also occur through mutations in the 23s rRNA 
(e.g., at positions A2058 and A20591 (246, 

5.3 Chloramphenicol 

Chloramphenicol (86) is an antibiotic pro- 
duced by Streptomyces venezuelae and other 
soil bacteria that was first discovered in 1947 
(402) and is now exclusively produced synthet- 
ically. Chloramphenicol has a broad spectrum 
of activity against both aerobic and anaerobic 
Gram-positive and Gram-negative bacteria 
but is now infrequently used because of toxic- 
ity (see below). Nonetheless, chloramphenicol 
(or its prodrugs, the palmitate or succinate es- 
ters) is still indicated for the treatment ~f 
acute typhoid fever (Salmonella typhi) and as 
an alternative choice in the treatment of bac- 
terial meningitis (H. influenzae, S. pneu- 
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Figure 15.16. Modification of lincosamide antibiotics by adenyltransferases. 

moniae, N. menigitidis) and other serious in- 
fections where p-lactam allergy or resistance 
is a problem. The antibiotic is well distributed 
in all tissues including the brain, which en- &#$ C1 ables its use in the treatment of meningitis 
(391). Dosage is typically 50 mglkglday orally / 

O2N OH 
administered at 6-h intervals and peak serum 
levels are achieved 1-3 h after an oral dose. (86) 
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Figure 15.17. Interaction of chloramphenicol with the 50s ribosomal subunit of D. radiodurans , 8 

(redrawn from Ref. 169). The equivalent E. coli numbering of the 23s rRNA is shown. 

Chloramphenicol is generally bacterio- 
static and binds to the P-site of the 50s ribo- 
somal subunit, thus inhibiting translation 
(403). Affinity labeling has indicated that 
chloramphenicol binds to ribosomal protein 
L16 (404) and chemical footprinting studies 
have shown the 23s rRNA to also be a binding 
site (405). The 3D structure of chorampheni- 
col bound to the 50s ribosomal subunit has 
been reported, confirming the interaction 
with the 23s rRNA, although not the pre- 
dicted contact with L16 (169). Interestingly, 
key contacts between the primary alcohol at 
C3 and the nitro group with the rRNA are 
mediated through contacts with putative 
Mg2+ ions (Fig. 15.17). 

The major adverse effect of chlorampheni- 
col is a risk of fatal irreversible aplastic ane- 

mia that occurs after therapy and does not 
appear to be related to dose or administration 
route (406-408). Large doses in premature 
and neonatal infants can result in "gray baby 
syndrome," which is associated with vomiting, 
failure to feed, distended abdomen, and blue- 
gray skin color and can be rapidly fatal (391, 
409). Reversible bone marrow suppression 
and several other adverse effects including 
gastrointestinal problems, headache, and mild 
depression have also been noted (391,406). 

Resistance to chloramphenicol can be the 
result of mutation in the 23s rRNA [e.g., 
G2032 (410) or C2452 (411) (E. coli number- 
ing), altered permeability (412), and efflux 
(413-417)], but is generally the result of mod- 
ifying enzymes that acetylate the antibiotic at 
the hydroxyl at position 3 in an acetylCoA- 
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Figure 15.18. Action of chloramphenicol acetyltransferases. 

dependent fashion (Fig. 15.18) (418,419). The 
3D structure of chloramphenicol bound to the 
50s ribosomal subunit reveals contacts be- 
tween the the cytosine base at position 2452 
and the antibiotic nitro group, and the pri- 
mary hydroxyl at position 3 with nucleotides, 
both direct and through a Mg2+ ion, demon- 
strating the molecular basis of resistance 
(169). 

There are more than 20 chloramphenicol 
acetyltransferase (CAT) isozymes known, all 

some after GTP hydrolysis (see Fig. 15.1). 
EF-G undergoes a dramatic conformational 
change upon hydrolysis of GTP (423,424), and 
fusidic acid stabilizes the complex, thus pre- 
venting dissociation of the elongation factor 
(425, 426). Resistance to fusidic acid is pre- 
dominantly the result of point mutations in 
EF-G (427,428), although binding to chlorarn- 
phenicol acetyltransferase I can also contrib- 
ute to resistance (421,429). 

of which are trimers composed of monomers of 
approximately 25 kDa. These enzymes form 
part of a larger acetyltransferase family that 
also includes the streptogramin A acetyltrans- 
ferases (418). The CAT,,, isozyme from E. coli 
has been studied most extensively and the 3D 
structure has been observed at hiih resolution 
(1.75 A) (420). The structure and subsequent 
enzyme studies have revealed that the enzyme 
active site lies at the interface of the subunits 
of the trimer, with amino acid side chains from 
each partner contributing to substrate bind- 
ing and catalysis (reviewed in Ref. 419). The 
CAT, isozyme is the most prevalent in clinical 
settings and also confers resistance to the an- 
tibiotic fusidic acid (421). 

5.4 Fusidic Acid 

Fusidic acid (87) is a steroidal antibiotic pro- 
duced by the fungus Fusidium coccineum that 
finds use largely as an ophthalmic and topical 
agent for the treatment of wound infections 
caused by staphylococci and streptococci. The 
antibiotic can also be introduced by the i.v. 
route in cases of staphylococcal infection that 
has not responded to other therapies. Fusidic 
acid has no effect on P. aeruginosa and other 
Gram-negative bacteria because of the lack of 
outer membrane permeability (422). This an- 
tibiotic acts by binding to EF-G on the ribo- 

5.5 Oxazolidinones 

The oxazolidinones are a relatively new class 
of antibiotics that inhibit bacterial protein 
synthesis. These compounds are not derived 
from natural products and represent one of 
the few completely synthetic antibiotics avail- 
able, along with the sulfonamides, trimethro- 
prim, and the fluoroquinolones. The oxazolidi- 
nones were first reported in the late 1980s 
(430) and one member of this class, linezolid 
(Zyvox) (88), is now approved for use in the 
treatment of drug-resistant and life-threaten- 
ing infections caused by the Gram-positive 
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staphylococci, streptococci, and enterococci 
(431-433). These antibiotics are bacterio- 
static against enterococci and staphylococci 
but bactericidal against streptococci. Lin- 
ezolid can be administered either orally or by 
i.v. injection in a dose of 600 mg every 12 h. 
Oral absorption is rapid with a T,, of 1-1.5 h, 
generally. The oxazolidinones bind to the 50s 
ribosomal subunit with micromolar affinity 
and impede protein synthesis, possibly by in- 
terfering with the initiation step (434), al- 
though a consensus mechanism of action has 
not yet been established; recent evidence indi- 
cates that the 23s rRNA is the main site of 
interaction (435). Resistance to the oxazolidi- 
nones has been observed in the laboratory as- 
sociated with mutations in the 23s rRNA Ce.g., 
G2447U and G2576U (436,43711. 

6 FUTURE PROSPECTS 

Inhibition of the bacterial protein synthesis 
remains, along with DNA synthesis and cell 
wall synthesis, a favorite and proven target for 
antibacterial agents. The past 50 years have 
seen the discovery and clinical use of numer- 
ous antibacterial agents that inhibit transla- 
tion and the highly conserved 16s and 23s 
rRNAs serve as the molecular target for most 
of these agents. The need for new antibacte- 

rial agents in the face of a growing antibiotic- 
resistance problem means that derivatives of 
known antibiotics that evade resistance or the 
synthesis of inhibitors of resistance mecha- 
nisms that can be coadministered with an 
"old" antibiotic are routes that must be ex- 
plored (438). New antibiotics that inhibit 
translation at sites that are not susceptible to 
existing resistance are also being discovered. 
For example, evernimycin (89) is an oligosac- 
charide antibiotic active against Gram-posi- 
tive bacteria (439) that acts at the initiation 
factor 2 binding site (440, 441). 

The example of Synercid and other strepto- 
gramin antibiotics provides precedent for a re- 
examination of known compounds with anti- 
microbial activity as starting places for new 
drug development programs. Other antibiot- 
ics that interfere with translation have not 
been exploited, such as the peptide edeine [for 
which there is now a structure of the antibiotic 
bound to the 30s ribosome (442)1, and the 
compound sparsomycin, largely attributed to 
indiscriminant inhibition of eukaryotic and 
bacterial translation, may therefore serve as 
templates for further compound screening 
and development. Other strategies such as the 
catalytic ribotoxins produced by aspergilli 
that specifically cleave rRNAs may also prove , 

useful under some conditions (443). 
The increasing number of high resolution 

crystal structures of ribosomes and their com- 
plexes with antibiotics now provides an un- 
precedented opportunity to rationally under- 
take structure and function analyses on 
inhibitors of translation and to leverage this 
information in the development of new antibi- 
otics. The proven utility of bacterial protein 
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synthesis as an outstanding target for antibi- 
otics will no doubt continue to be exploited in 
the future. 
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1 INTRODUCTION 

Some species of mycobacteria are pathogenic 
for several animal species and are responsible 
for two important human chronic diseases, tu- 
berculosis and leprosy, as well as for other less 
widespread but severe infections, traditionally 
called atypical mycobacterioses. Mycobacte- 
rium leprae (identified by Hansen in 1871) and 
M. tuberculosis (identified by Koch in 1882) 
were among the first bacteria recognized as 
causative agents, respectively, of leprosy and 
tuberculosis. The dramatic importance of 
these two still-present illnesses is well known; 
over the past 200 years, tuberculosis was re- 
sponsible for the death of 1000 million people 
(I), and leprosy has been one of the most ter- 
rifying diseases since antiquity, and its stigma 
persists in virtually all cultures in some form 
(2). 

More recently, diseases caused by other 
mycobacteria, such as M. avium complex in 
immunodepressed patients, have become of 
increasing importance (3). Despite the early 
discovery of the etiological agents of the infec- 
tions, only in the past 5 decades have drugs 
that are highly effective in the treatment of 
mycobacterial diseases been discovered (Table 
16.1). 

Tuberculosis probably appeared in humans 
about 8000 years ago. Evidence of human tu- 
berculosis, such as bone deformities suggest- 
ing Pott's disease, has been found in mummies 
from pre-dynastic Egypt and pre-Columbian 
Peru. Paintings, drawings, and, in successive 
eras, written descriptions witness that a dis- - 
ease similar to what we now define as tuber- 
culosis was well known among ancient peo- 
ples. For a long time the popular opinion 
considered tuberculosis a hereditary disease, 
although Aristotle (384-322 B.C.), Galen 
(A.D. 131-201), and Avicenna (980-1037) sup- 
ported the theory of a contagious etiology. 

The first clinical description of phthisis is 
attributed to Hyppocrates (460-370 B.C.), 
who, besides the clinical signs, considered the 
inspection of sputum of great value for diag- 
nostic and prognostic purposes. This view was 
shared by Aretaeus (4,5). 

For several centuries, knowledge of the dis- 
ease did not progress, and treatment was 
based on superstitious practices (bloodletting, 

administration of wolfs liver boiled in wine, or 
boiled crocodile, "the king's touch"), as well as 
old Hindu remedies, also quoted in the Old 
Testament (milk from a lactating woman, 
many meats and vegetables, avoidance of fa- 
tigue). 

When it became possible to perform autop- 
sies, in the late 1400s, the morbid anatomy 
allowed for better insight in the pathology of 
disease as well as allowing correlation with 
clinical symptoms. Vesalius (1514-1564) was 
the initiator of modern anatomy, whereas 
about the same period, Fracastorus (1478-1553) 
laid the foundation of the epidemiology of in- 
fectious diseases with his book "De conta- 
gione," where he described three ways of in- 
fection: direct contact, fomites, and air. He 
postulated the existence of "seminaria," im- 
perceptible particles that could exist outside 
the body for several years and still infect. 
Among other clever intuitions, we can quote 
that for phthisis, he postulated that "semi- 
naria" could come not only from outside, but 
could arise within the body from "putrefaction 
of the humors." Moreover, he observed that 
infection is selective in affecting some organs 
and sparing some others, and he suggested 
that sterilization at the initial stage of the dis- 
ease could be efficacious, eradicating the in- 
fecting organisms ("germs"). 

The concept of the contagious nature of 
phthisis was widely accepted in the following 
centuries, particularly in Southern Europe, 
while supporters of the hereditary or constitu- 
tional nature persisted in Northern Europe. 
The evidence of the contagious spreading of 
the disease induced some governments to take 
measures of disinfections, decontamination of 
houses, goods, clothes, personal objects, and 
some attempts of compulsory report-keeping 
of affected patients. The Republic of Lucca (It- 
aly) was the first government to take these 
measures. Its example was later followed by 
Florence, Naples, and Spain. However, finan- 
cial considerations and the fear that these 
laws could give rise to prejudices against tu- 
berculous patients led to their demise by the 
end of 18th century. However, in the 19th cen- 
tury and the early 20th century, the number of 
cases and deaths for phthisis showed a contin- 
uous increase, particularly in overcrowded cit- 
ies, where poverty, malnutrition, and poor 



Table 16.1 Antimycobacterial Drugs 

Who 
Marketed the 

Name of Non-Generic Route of 
Generic Name Trade Name Chemical Class Substance EfficacyPotency" Administration Doseb 

Synthetic products 
p -aminosalicylic 
acid 
Clofazimine 

Dapsone 

Ethambutol 

Ethionamide 
2 
0 Isoniazid 

Pyrazinamide 

Thiocarlide 

Antibiotics 
Amikacind 

Paser 

Lamprene 

Alvosul fon 

Myambutol 

Trecator 

Lamiazid and 
Nydrazid 

Trevintix" 

Tebrazid and 
Zinamide 

Isoxyl 

Amikin 

Aminosalicylates 

Riminophenazines 

Sulfones 

Alkylenediamines 

Nicotinamide 

Isonicotinic 
acids 

Nicotinamides 

Nicotinamides 

Thiosemicarba 

Thioureas 

uon 

Aminoglycosides 

Jacobus 
(USA) 

Geigy (USA) 

Wyeth Ayerst 
(Canada) 

Lederle 
(USA) 

Wyeth-Ayerst 
(USA) 

Lannet 
(USA) 

CSL 
(Australia) 

ICN (Canada) 
Merck 
Sharp and 
Dohme 
(UK) 

Inibsa 
(Spain) 

Apothecon 
(USA) 

Bristol-Myers 
Squibb 
(UK) 

1 pglmL 

0.1-1 pglge 

10 ndmL for M. 
leprae f 

0.5-8 pg/mL 

0.6-10 pglmL 

0.02-0.2 pglmL 

1-10 pglmL 

5-20 pglmL (at 
pH 5.5) 

1 pdmL 

0.1-5 pglmL 

4 ~ g l m L  

Oral 

Oral 

Oral 

Oral 

Oral 

Oral 

Oral 

Oral 

Oral 

Oral 

IM or IV 
infusion 

300 mglonce a 
month + 50 mg/ 
day 

100 mglday 

15-25 mg/kg/day 
(max. 2.5 g) 

15 mg/kglday 
(max. 1 g) 

5 mg/kg/day (max. 
300 mglday) 

15 mg/kg/day 
( m a .  1 g) 

20-35 mg/kglday 
(max. 3 g) 

150 mglday (or 2.5 
mglkglday 

3-6 glday 



- 

Capreomycin Capstat Polypeptides 
complex from 
Streptomyces 
capreolus 

Produced by 
Streptomyces 
orchidaceus or 
S. garophalus 

Arninoglycosides 

Lilly (USA) 

Cycloserine Seromycin Lilly (USA) Oral 0.5-1 glday 

Kanamycind 

Rifabutin 

Kantrex 

Mycobutin 

Aphothecon 
(USA) 

Adria (USA) 
Pharmacia 

and Upjohn 
(Italy) 

Lepetit 
(Italy) 

Chepharin 
(Aust.) 

Marion- 
Merrel 
Dow (USA) 

Ciba (USA) 

IM 

Oral 

15 mg/kglday 
(max. 1.5 g) 

150-450 mglday Rifamycins or 
ansamycins 

Rifamycin SVd Rifocin Rifamycins or 
ansamycins 

IM or IV 
infusion 

0.5-0.75 glday 

Rifampicin or 2 
d Rifampind 

Rifadin and 
Rimactane 

Rifamycins or 
ansamycins 

Oral (IV 
infusion) 

600 mglday 

Rifamycins or 
ansamycins 

Aminoglycosides 

Oral 

IM Streptomycin 
injection 

Official 
preparation 
(USP23) 

Polypeptides 
from 
Streptomyces 
pumiceus or 
S. floridae 

"MIC, minimum inhibitory concentration in vitro (pdmL) for M. tuberculosis. 
'Dosage is merely indicative. It depends on the type of therapeutic regimen in which it is included 
"Not yet released. 
d ~ r u g  active also against other bacterial species. 
'(Foot-pad technique) for M. leprae. 
f(In vitro mouse tissue culture) for M. leprae. 
gAt present not commercially available. 
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work conditions in the era of initial industri- 
alization favored contagion and spreading of 
the disease. 

At the same time, some progresses in the 
clinical diagnosis could be registered: the in- 
troduction of percussion of the thorax by 
Auenbrugger and of auscultation by means of 
the stethoscope by Laennec (1819) allowed for 
a better diagnosis as well as a correlation of 
the clinical with postmortem findings. We owe 
to Laennec also the concept of the unity of 
tuberculosis, namely that tubercles present in 
various organs in different stages of evolution 
were an expression of the same disease. He 
reached this conclusion on the basis of the de- 
scription of the pathologic lesions found at the 
autopsies of tuberculous patients performed 
by Bayle, who described miliary nodules, cav- 
itary, and extrapulmonary lesions, but was 
unable to differentiate them from bronchiec- 
tasis or lung abscess. Laennec's concept of the 
etiological unity of the different tuberculous 
lesions was not uniformly accepted by the sci- 
entific community and was credited more than 
one century after, when the microbiologic 
demonstration of tubercle bacilli in lesions 
was possible. According to Scholnlein (1839), 
tubercle was to be considered the fundamental 
lesion of "tuberculosis," so that this word 
should substitute the old definitions of phthi- 
sis or consumption. The empiricism and the 
disputes on the etiology of tuberculosis ended 
in 1882 with the discovery and isolation of tu- 
bercle bacillus by Robert Koch, who could also 
reproduce the disease in animals. 

A considerable progress in the diagnosis of 
the disease and its clinical stages was repre- 
sented by the discovery of X-rays by Roentgen 
in 1885. It took some years to realize how valu- 
able X-rays were in the clinical knowledge of 
the course of tuberculosis. 

From the middle of 19th century, while sci- 
entific research progressed, new attitudes to- 
ward treatment emerged. The superstitious 
practices of the past were discarded, and the 
observation that rest, healthy climate, such as 
a long stay on the mountains, at the seashore, 
and spas with mineral waters and proper nu- 
trition exerted a favorable effect on the course 
of the disease led to the opening of numerous 
sanatoria. They were based on completely dif- 
ferent concepts on which the previous institu- 

tions were founded, that is with charitable 
purposes for poor people and with the aim of 
stopping the spread of infection in crowded 
towns. Sanatoria greatly contributed to ame- 
liorate the outcome of tuberculosis and also to 
examine closely its clinical course, its stages, 
and its different manifestations. The first san- 
atoria were set up in Europe, particularly in 
Germany, Switzerland, and Italy, but quite 
soon they proliferated in the United States 
and in the rest of the world. Some controver- 
sies arose about the benefits of the sanatorium 
system: according to somebody's opinion, it 
could represent a kind of imprisonment, pos- 
sibly lasting some months, some years, or the 
whole lifetime, with a negative influence on 
the patient's personality. For others, it repre- 
sented the possibility to escape a situation of 
isolation or even rejection from community 
life. On the whole, considering the lack of spe- 
cific therapies of the tuberculosis at that time, 
the experience of the sanatorium system could 
be considered positive. 

At the same time, the awareness of the con- 
tagious character of the disease as well as of 
the efficacy of preventive measures led numer- 
ous national organizations to promote a cam- 
paign to educate people about the communica- 
bility of tuberculosis and about the use of " 

hygienic measures to prevent its dissemina- 
tion. A further objective was to improve the 
epidemiological situation of tuberculosis 
through legislation, research, better patient 
care, and establishment of hospitals specializ- 
ing in tuberculosis patients. The initiative 
gained great success and was adopted by many 
countries throughout the world. In 1902, an 
International Central Bureau for the cam- 
paign against tuberculosis was established 
with an office in Berlin and then in Geneva. 
Since then, the campaign has reached signifi- 
cant achievements under the auspices of the 
International Union against Tuberculosis and 
Lung Disease and World Health Organization 
as well as other national institutions. 

After the discovery of tubercle bacillus and 
the observation that guinea pigs inoculated 
with living or dead tubercle bacilli had a dif- 
ferent reaction from the latter inoculation 
that allowed animals to survive (Koch phe- 
nomenon), Koch inferred that a treatment 
with a sterile filtrate of cultured organisms 
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(Old Tuberculin or OT) could act as a remedy 
for tuberculosis in humans. Unfortunately, 
the assumption was not correct, and most of 
the patients treated with this preparation 
died. Later, tuberculin was revealed to be one 
of the major methods to diagnose tuberculosis. 

Before the introduction of the specific che- 
motherapy of tuberculosis, the main therapies 
were collapsotherapy and surgical resection. 
Collapsotherapy was based on the idea that 
allowing the lung to rest would hasten the 
healing of tuberculous lesions. The lung rest 
could be obtained by introducing air in the 
pleural space. Carlo Forlanini in Pavia (1894) 
performed the first successful pneumothorax, 
a practice that was widely adopted every- 
where. 

The presence of pleural adhesion prevented 
the effective collapse of the lung. The inven- 
tion of the thoracoscope by Jacobs allowed the 
adhesions to be cut by introducing the appara- 
tus through the thoracic wall into the pleural 
space. Also, surgery was used to obtain the 
collapse of the lung. It consisted in removing 
ribs (thoracoplasty) to bring the chest wall 
down to the lung; it was first applied by de 
Carenville in 1885. Results were quite favor- 
able, significantly prolonging the life of pa- 
tients. Resection of the diseased lung was also 
used. Lobectomy and pneumonectomy achieved 
some successes, but the incidence of complica- 
tions and mortality was high. At present, sur- 
gery is uncommon; it is only applied in se- 
lected patients where the disease was caused 
by multiresistant mycobacteria. 

Another approach against the disease was 
the search for avaccine. In 1921, Calmette and 
Guerin of the Pasteur Institute of Paris suc- 
ceeded in preparing a vaccine from an attenu- 
ated strain of Mycobacterium bovis (BCG) that 
proved to be effective in preventing tuberculo- 
sis and was widely adopted some years later. 

A first step in specific chemotherapy of tu- 
berculosis was represented by Domagk's dis- 
covery of sulfones, which showed a certain ac- 
tivity on tuberculosis; however, they were 
toxic. 

The real beginning of the modern era of 
antituberculous chemotherapy was the dis- 
covery of streptomycin (Waksman, 19441, 
which was extremely active against tubercle 
bacillus in vitro and in vivo, both in animal 

infection and in human disease. Unfortu- 
nately, after a brief period of treatment, my- 
cobacteria became resistant to the adopted 
drug, and therapy was no longer effective. The 
discovery of other antituberculous agents 
showed that the resistance problems could be 
bypassed by the use of multidrug associations. 
The discovery of isoniazid (1952), and later of 
rifarnpicin (19661, the two most powerful an- 
timycobacterial agents with high bactericidal 
activity, allowed the adoption of multidrug 
regimens, together with other agents (etham- 
butol, pyrazinamide, ethionamide, cycloserine, 
p-aminosalycilic acid, and thioacetazone) ca- 
pable of eradicating M. tuberculosis from spu- 
tum in 1-2 months and curing the disease in 
6-12 months (6, 7). 

Since then the course of tuberculosis has 
been profoundly changed, and the old mea- 
sures and remedies have been discarded. In 
industrialized countries, only a few sanatoria 
are now open for people whose social condi- 
tions do not insure a proper compliance to 
therapy at home. Collapse procedures are no 
longer applied, and surgical resections are lim- 
ited to few selected indications. 

Unexpectedly, in 1985, the number of cases 
of tuberculosis in western countries. which 
were always in constant decline, particularly 
after the introduction of chemotherapy,. 
showed a sharp increase. This alarming phe- 
nomenon prompted a series of studies and sur- 
veys to find the cause. Since 1990, this trend 
now seems to be stable or in decline. In the 
United States, even if the overall number of 
cases has declined, the relative proportion of 
cases occurring among foreign-born individu- 
als increased from 27% to 42% in 1998 (8,9). 

The resurgence of tuberculosis has been at- 
tributed mostly to the spread of HIV infection 
and increasing waves of immigration. More- 
over, multidrug resistant (MDR) strains of M. 
tuberculosis are emerging, rendering older 
therapies largely ineffective. New strategies 
have been developed or are under study to 
withstand this situation. 

2 THE MYCOBACTERIA 

The genus Mycobacterium belongs to the or- 
der Actinomycetales and the family Mycobac- 
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teriaceae; it is characterized by nonmotile, 
nonsporulating rods that resist decolorization 
with acidified organic solvents and alcohol 
(10). For this reason, they are also called acid- 
fast bacteria. Some mycobacterial species are 
pathogenic for humans: the so-called Myco- 
bacterium complex includes M. tuberculosis, 
M. bovis, and M. africanum. M. microti is 
pathogenic for voles, field mice, and other ro- 
dents, but it was considered nonpathogenic in 
humans. However, in recent years, it has been 
demonstrated that it can cause disease in im- 
munosuppressed, and particularly, in HIVt 
patients (11). M. leprae, pathogenic for man, 
was considered of uncertain taxonomy for 
some time, but now is definitely classified 
among mycobacteria. The study of its genome 
has contributed to clarify its position in this 
genus (12). 

Other mycobacterial species that resemble 
M. tuberculosis in some morphologic aspects 
and cultural requirements, but show a charac- 
teristic reaction pattern in a battery of bio- 
chemical tests and little or no pathogenic ef- 
fect in humans (at least in absence of some 
underlying conditions), were improperly de- 
fined in the past as "atypical mycobacteria." 
They were classified by Runyon (13) into four 
groups according to their growth rates and 
pigment production. This classification, how- 
ever, is inadequate to define the different spe- 
cies in a clear-cut way. The development of 
recombinant DNA technology has allowed us 
to define better the species belonging to these 
groups, but the general definition still does not 
seem satisfactory. A common definition in the 
recent years has been "mycobacteria other 
than tuberculosis" (MOTT), but now "Non- 
Tuberculous Mycobacteria" (NTM) is pre- 
ferred. The most recent and appropriate 
grouping of these organisms, proposed by the 
American Thoracic Society, is based on the 
type of clinical disease they produce: pulmo- 
nary disease, lymphadenitis, cutaneous dis- 
ease, and disseminated disease (Table 16.2). 
The term mycobacteriosis is proposed for the 
diseases caused by these organisms (14, 15). 

M. tuberculosis is a nonmotile bacillus 
1-2 pm long and 0.3-0.6 pm wide. It can be 
demonstrated in pathologic specimens by 
means of specific staining procedures, the 
most widely used being the carbol fuchsin or 

Zichl-Neelsen stain or fluorescent acid-fast 
staining methods, using auramine as primary 
fluorochrome. In vitro culture of tubercle ba- 
cilli is slow on solid media and sometimes dif- 
ficult. The nutritional reauirements are not 
particularly complex, but the content of the 
medium greatly influences the composition of 
the mycobacterial cell. The most common me- 
dia used for the isolation of M. tuberculosis 
from pathological specimens and for its main- 
tenance are solid media, with egg yolk as a 
base (Petragnani, Lowenstein-Jensen, and 
IUTM media) or agar (Middlebrook 7H10, 
7Hl1, and 7H12). In these media, the culture 
begins to appear 12-15 days after inoculation, 
but full growth is obtained after 30-40 days. 
When inoculation is made with pathological 
material from patients, observation must be 
prolonged. The most widely used maintenance 
liquid media are synthetic media containing 
albumin (Dubos, Youmans, and 7HT media). 
They usually allow rapid growth (8-10 days), 
and addition of Tween 80 makes possible to 
obtain uniformly dispersed growth (16, 17). 

In addition to culture in solid and liquid 
media, recent laboratory diagnostic methods 
for mycobacterial infections and for suscepti- 
bility patterns to antimicrobial drugs include 
radiometric methods that measure the release 
of 14C0, from a C-labeled substrate (BACTEC), 
antigen demonstration by enzyme-linked im- 
munosorbent assays (ELISA), DNA probes, 
nucleic acid amplification methods, and re- 
striction fragment length polymorphism 
(RFLP) analysis of genomic DNA (18). 

In uiuo pathogenic activity of mycobacteria 
was demonstrated in guinea pigs. The rabbit, 
which is susceptible to M. bovis infection but 
scarcely or not at all to M. tuberculosis, was 
used to differentiate between the two infec- 
tions. M. leprae, or Hansen bacillus, is resis- 
tant to acid and alcohol and requires the Ziehl- 
Neelsen method of staining to be recognized. 
It is found in le~romatous lesions, where it is 
arranged mostly in clumps. It is 1-8 pm long, 
nonmotile, and nonsporeforming, with a dou- 
bling time of 14 days. The most difficult prob- 
lem in accumulating information about the bi- 
ology, the susceptibility to antibiotics, and the 
epidemiology of the disease was the impossi- 
bility of cultivating this mycobacterium in 
vitro. Tests in animals have been improved in 
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Table 16.2 Classification of the Non-Tuberculous Mycobacteria (NTM) Recovered 
From Humans 

Clinical 
Disease 

Pulmonary 
disease 

Lymphadenitis 

Cutaneous 
disease 

Disseminated 
disease 

Common Etiologic 
Species 

M. avium complex 
M. kansasii 
M. abscessus 
M. xenopi 
M. malmoense 

M. avium complex 
M. scrofulaceum 
M. malmoense 

M. marinum 
M. fortuitum 
M. chelonae 
M. abscessus 
M. ulcerans 
M. avium complex 
M. kansasii 
M. chelonae 
M. haemophilum 

Geographical 
Distribution 

Worldwide 
USA, coal mining 

regions Europe 
Worldwide, mostly in 

USA 
Europe Canada 
UK, Northern Europe 

Worldwide 
Worldwide 
UK,  Northern Europe 

(especially 
Scandinavia) 

Worldwide 
Worldwide, mostly 

USA 
Australia, tropics, 

Africa, SE Asia 
Worldwide 
U S A  
USA 
USA, Australia 

Species Rarely Causing Disease 
in Humans 

M. simiae 
M. szulgai 
M. fortuitum 
M. celatum 
M. shimiodie 
M. haemophilum 
M. smegmatis 
M. microti 

M. fortuitum 
M. chelonae 
M. abscessus 
M. kansasii 
M. nonchromogenicum 
M. smegmatis 
M. haemophlum 
M. avium complex 
M. kansasii 
M. nonchromogenicum 
M. haemophilum 

M. abscessus 
M. xenopi 
M. malmoense 
M. genavense 
M. simiae 
M. conspicum 
M. marinum 
M. fortuitum 

*Slowly growing species. 
Adapted from American Thoracic Society (ATS), Diagnosis and treatment of disease caused by nontuberculous Myco- 

bacteria, Am. J. Resp. Crit. Care Med. 156, 51 (1997). 

recent years with introduction of the infection of 
foot-pads in mice and an infection model in the 
armadillo, but they are complex and can be per- 
formed only in the specialized laboratories (19). 

The biochemical constitution of mycobac- 
teria is complex and an enormous amount of 
work has been done in this field. Novel chem- 
ical structures have been discovered, but the 
relationship between these and the patho- 
genic and biological activities of mycobacteria 
have not yet been satisfactorily elucidated 
(19-24). Information about metabolism of 
mycobacteria is extremely voluminous, but 
the overall picture of the mycobacterial me- 
tabolism is far from complete. 

Some interesting differences exist in the 
metabolic properties of tubercle bacilli grown 

in vivo and in vitro, which must be considered 
when the practical value of antimycobacterial 
agents designed and tested in laboratory is as- 
sessed in practice. Populations of M. tubercu- 
losis H37 Rv (a virulent strain) grown in the 
lungs of mice and populations grown in vitro 
show two different phenotypes, Phe I and Phe 
11, with marked differences in the metabolism 
of certain energy sources, in the production of 
detectable sulfolipids, and in immunogenicity 
(Phe I1 is a better immunogen than Phe I) 
(25-27). Because the shift from Phe I to Phe I1 
is readily reversible, it can be deduced that the 
genome of H37 Rv remains the same (28); 
probably, a modification in its surface occurs. 

A great deal of effort has been focused on 
research of the cgnstituents of the mycobacte- 
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rial cell wall, because they are responsible for 
many of the pathogenic effects of tubercle ba- 
cilli. The core of the mycobacterial cell wall 
is the mycolylarabinogalactanpeptidoglycan 
constituted by three covalently attached mac- 
romolecules (peptidoglycan, arabinogalactan, 
and mycolic acid). A schematic structure, sim- 
plified from (29), is outlined in (1). The pepti- 

I I - Gal-Ara- Gal-Ara-Gal- 
I 

doglycan (or murein) consists of a repeating 
disaccharide unit, in which N-acetyl-D-glu- 
cosamine (G) is linked in a 1-4 linkage to N- 
glycolyl-D-muramic acid (M) attached to L-ala- 
nine-D-glutamic acid-NH,-meso-diaminopimelic 
acid-NH,-D-alanine. This unit is linked to a 
polysaccharide unit, the arabinogalactan, 
through a disaccharide phosphate (rhamnose- 
galactose phosphate). The arabinogalactan is 
connected to a glycolipidic region constituted 
of esters of mycolic acids. 

Mycolic acids are a-branched, P-hydroxy- 
lated long-chain fatty acids, of which three 
principal groups are known: the corynomy- 
colic acids, the nocardic acids, and the myco- 
bacterial mycolic acids (30, 31). Mycolic acids 
can also be detected in the skin lesions of pa- 
tients suffering from lepromatous leprosy, 
indicating that the agent of leprosy is a myco- 
bacterium containing it (32). The ,chemical 
structures of methoxylated mycolic acid and 
P-mycolic acid extracted from M. tuberculosis 
sp. hominis are shown in structures (2) and 
(3) (33). The mycolic acids are linked through 
their carboxy groups to the end terminal OH 
groups of the D-arabinofuranose (Araf) mole- 
cules, branches of the arabinogalactan of the 
cell wall (34-36). Mycolic acids are known to 
be acid-fast, because they bind fuchsin and the 
binding is acid-fast. Thus, it seems that the 
acid fastness of mycobacteria depends on two 
mechanisms: the capacity of the mycobacte- 
rial cell to take fuchsin into its interior and the 
capacity of mycolic acids to form a complex 
with the dye (3739). 

In addition to the lipid murein part of the 
rigid structure, there is a series of soluble lipid 
compounds that seem to be located in or on the 
outer part of the cell wall: lipoarabinoman- 
nan, waxes D, cord factor, mycosides, sulfglip- 
ids, and phospholipids (20-22). Lipoarabino- 
mannan (LAM) is an essential part of the cell 
envelope, being a component of the plasma 
membrane, which lacks covalent association 
with the cell core. In this macromolecule, ara- 
binan chains are attached to a mannan back- 
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bone, which is, in turn, attached to a phospha- 
tidylinositol esterified with fatty acids like 
palmitate and 10-methyloctadecanoate (tu- 
berculostearate). 

The so-called waxes D are ether-soluble, ac- 
etone-insoluble, and chloroform-extractable 
peptidoglycolipid components of the mycobac- 
terial cell, probably autolysis products of the 
cell wall (40). Because they are esters of my- 
colic acids with arabinogalactan linked to a 
mucopeptide containing N-acetylglucosamine, 
N-glycolylmuramic-acid, L- and D-alanine, 
meso-diaminopimelic acid, and D-glutamic 
acid, it has been suggested that they are ma- 
terials synthesized in excess of those needed 
for insertion into the cell wall (22,39-41). The 
constitution of wax D differs in different vari- 
eties and strains of mycobacteria. 

Cord-factor is a toxic glycolipid (6,6'-dimy- 
colate of trehalose) structure (41, which has 
been deemed to be responsible for the phe- 
nomenon of cording (42,43) (i. e., the capacity 
ofM. tuberculosis to grow in serpentine cords), 
a property that is correlated with its capacity 
to kill guinea pigs (44, 45). The detergent 
properties of cord factor and its location on the 
outer cell wall have led to the suggestion that 
it may play a role in facilitating the penetra- 
tion of certain molecules necessary for growth 
of mycobacteria (39). 

Mycosides are glycolipids and peptidoglyco- 
lipids type-specific of mycobacteria (46) that 
often have in common terminal saccharide 

moieties containing rhamnoses 0-methylated 
in various positions (47). They can be divided 
into two main categories (31): phenolicglyco- 
lipids with branched-chain fatty acids and 
peptidoglycolipids consisting of a sugar moi- 
ety, a short peptide, and a fatty acid. The bio- 
logical activity of mycosides is still obscure. 
They probably have a role in cellular perme- 
ability (48). Glycolipids or peptidoglycolipids 
are responsible for the ropelike appearance 
that is evident in one of the outer lavers of . 
mycobacteria when they are visualizedby the 
technique of negative staining (39). 

The sulfolipids (2,3,6,6'-tetraesters of tre- 
halose; 5) (22-28,49), to which are attributed 
the cytochemical neutral-red fixing activity of 
viable, cordforming tubercle bacilli, seem to 



play a role in conferring virulence to tubercle 
bacilli and influencing their pathogenicity 
(491, acting synergically with the cord factor 
(50). 

The phospholipids (cardiolipin, phospha- 
tidylethanolamine-glycosyl diglyceride, and 
phosphatidylinositol-monomannosides and 
-01igomannosides) were considered to be anti- 
genic substances elaborated by M. tuberculo- 
sis, but the most purified preparations have 
been shown to behave only as haptens (22,30, 
51). 

Even though some suggestions have been 
made about the biological activities of the lip- 
ids of the tubercle bacillus, a clear structure- 
function relationship has not yet been delin- 
eated. Nor has it been determined which 
structural features can produce favorable or 
detrimental effects. Also, the biosynthetic 
pathways leading to the formation and assem- 
bly of the cell wall have not been clarified, and 
the enzymes involved have not been purified. 

Other interesting substances isolated from 
mycobacteria are the mycobactins, which are a 
group of bacterial growth factors that occur 
only in the genus Mycobacterium (52). The iso- 
lation of the mycobactins was followed by the 
identification of growth factors in other micro- 
organisms, the sideramines, which differ from 
mycobactins but share with them some com- 
mon properties, the most relevant being 
strong chelating capacity for ferric ions. At 
least nine mycobactin groups have been iso- 
lated from different mycobacteria. They have 
the same basic constitution, with some varia- 
tions in details of structure. They consist of an 
octahedral iron-binding site (containing two 
secondary hydroxamate groups, an oxazoline 
ring, and a phenolic hydroxyl group) and a hy- 
drophobic chain (containing up to 20 carbon 
atoms). Mycobactin P (61, isolated in 1946, 
was the first example of a natural product with 
an exceptional iron-chelating activity, and its 
structure was the first to be determined. My- 
cobactin S (7) is the most active of these fac- 
tors, showing growth stimulation at concen- 
trations as low as 0.3 ng/mL. Mycobactin M 
(8) is a representative of the structure of M- 
type factors. The most biochemically unusual 
product in the structure of mycobactins is N6- 
hydroxylysine, which is present in the mole- 
cule in both acyclic and cyclic forms. All the 
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known mycobactins contain either a salicylic 
acid or a 6-methylsalicylic acid moiety. The 
oxazoline rings derive from 3-hydroxy amino 
acids, either serine or threonine. The myco- 
bactins are powerful iron chelators with an 
association constant of >lo3' and are essen- 
tial growth factors for the mycobacteria. 
Therefore, it seems likely that they are. in- 
volved in mycobacterial iron metabolism (53). 
Mycobacteria respond to iron deficiency by 
producing salicylic or 6-methylsalicylic acid, 
together with mycobactins that have a great 
affinity for ferric iron. It has been suggested 
that in the mycobacteria, salicylic or methyl- 
salicylic acid mobilizes the iron in the environ- 
ment and that mycobactins are involved in the 
active transport of iron into the cell. 

Mycobacterial proteins have been submit- 
ted to extensive research since the days of the 
discovery of Robert Koch and the preparation 
of the old tuberculin (OT), a heat inactivated 
concentrate of proteins released to the growth 
medium from stationary culture of M. tuber- 
culosis. This product termed "tuberculin" 
elicits a reaction in the skin, that is an expres- 
sion of delayed-type hypersensitivity (DHT), 
and has been used for the diagnosis of tuber- 
culosis. At present, an ammonium sulfate pre- 
cipitable protein fraction of the culture fil- 
trate, termed "tuberculin purified protein 
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derivative" (PPD) is currently used to deter- 
mine the "tuberculin reaction" (54). . . 

Numerous proteins with different locations 
have been identified in M. tuberculosis. They 
can be cytoplasmic, cell-membrane, and cell- 
wall associated or secreted to the surroundinp; - 
medium. They have been sequenced, but in 
most cases, their function has not been iden- 
tified. 

Cytoplasmic proteins are involved in amino 
acid and protein biosynthesis, and sometimes 
they can show a different behavior in virulent 
and avirulent strains. For instance, the viru- 
lent strains (H37 Rv) possess one type of as- 
pariginase, and the avirulent one (H37 Ra) 
possesses two asparaginases. The avirulent 
strain has an aspartotransferase that trans- 
fers the aspartyl moiety of asparagine to hy- 
droxylamine, whereas the avirulent strain 
does not (55-56). 

Other proteins show a significant homology 
with the so called "heat shock  rotei ins" or * 
I1 stress proteins." They have many functions, 
particularly in assisting the microrganism in 
adaption to environmental changes (57). Pro- 
teins synthesized in the cytoplasm may be des- 
tined to function outside the cytoplasm either 
in association with the cytoplasmic membrane 
or cell wall or can be exported to the surround- 
ing medium. Proteins secreted by M. tubercu- 
losis are very potent in generating a cellular 
immune response. The vaccine of Calmette- 
Guerin (BCG), an attenuated strains of M. bo- 
uis, is in position to confer protection against 
disease only if it is alive. It has been suggested 
that only in this situation, where the secretion 
of proteins is continuous, will the reaction of 
T-cells responsible for recognition of the in- 
fected macrofage be elicited and lead to the 
control of infection at an early stage. Proteins 
associated with the cell membrane or the cell 
wall are lipoproteins, which besides fulfilling 
functional activities such as binding some nu- 
trients, could be immunogenic. Proteins ex- 
ported to the exterior have some distinct func- 
tions. As example we can quote superoxide 
dismutase (SOD), an enzyme that can paralise 
the host defense mechanism by inactivating 
the toxic oxide radicals generated by the acti- 
vated macrophage (58). 

The functions of mycobacterial proteins 
that have been found in the past years could 

now be confirmed, elucidated, and completed 
with those of numerous other moteins and 
heterogeneous compounds constituting the 
mycobacterial cells through the informations - 

obtained by the complete sequencing of M. tu- 
berculosis genome (virulent strain H37Rv). 

This achievement, reported in 1998, repre- 
sents a milestone in knowledge of biology ofM. 
tuberculosis. The genome results of a compos- 
ite sequence of 4.411.529 base pairs, viith a 
guanine + cytosine (G + C) content of 65.6%, 
which is relatively constant throughout the 
genome. It contains 3924 proteins encoding 
genes. It is the second largest bacterial ge- 
nome after E. coli. By the analysis of the pro- 
teins encoded in genes, a precise function 
could be attributed to a 40% of them and some 
information was obtained for another 44%. 
The remaining 16% do not resemble any 
known proteins and may account for specific 
mycobacterial functions (59, 60). 

From the composition of the genome se- 
quence, it can be inferred that M. tuberculosis 
has the capacity to synthetize all essential 
amino acids, vitamins, and enzymes, neces- 
sary co-factors for major metabolic pathways 
present in the cell (lipid metabolism glycolysis, 
pentosephosphate pathways, tricarboxylic acid, 
glyoxylate cycles) as well as for a number of 
others. 

Two major important findings emerged by 
the genome sequence: the identification and 
characterization of repeat elements as well as 
of regulatory genes. The presence of repeat 
elements, that vary from strain to strain, al- 
lows the strain subtyping by molecular tech- 
niques. The expression of regulatory genes is 
governed by 13 putative sigma factors, which 
promote the recognition of the subunit of my- 
cobacterial RNA polymerase. More than 100 
regulatory proteins are predicted, and other 
transcription regulators and regulatory pro- 
tein pairs are present that may transmit sig- 
nals from outside of the bacterial cell into the 
cytoplasm. 

Two new families of acidic glycine-rich pro- 
teins have been recognized, the PE and PPE 
families, which represent about 10% of the 
coding capacity of the genome. Their genes are 
clustered. Their function is unknown except 
for a lipase. These proteins include one of the 
major antigens, the serine-rich antigen, 
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present in leprosy patients. Even if at present 
there is no proof, some immunological func- 
tion could be possibly attributed to them and, 
according to some authors, also some role as 
virulence factors (61). 

The complex lipidic constitution of M. tu- 
berculosis cells led to the presumption of the 
presence of numerous genes encoding for li- 
politic and lipogenic activity. In fact, over 250 
genes for biosynthesis of various lipid classes 
were found in M. tuberculosis in contrast with 
the approximately 50 genes of the same class 
in E. coli. For fatty acid degradation, a process 
that leads to release lipids within mammalian 
cells and tubercles, there is a series of enzymes 
that are involved such as 36 acylCoA-syn- 
thases and a family of 36 related enzymes that 
could catalyze the first step in fatty acid deg- 
radation. The successive degradation steps are 
catalyzed by the enoyl CoA hydratasefisomer- 
ase superfamily of enzymes, enzymes convert- 
ing 3-hydroxy fatty acid into 3-keto fatty acid, 
the acetyl-CoA, C-acetyltransferases, and the 
Fad AIFad B P-oxidation complex. For fatty 
acid synthesis, two distinct families of en- 
zymes are involved: fatty acid synthase I and 
I1 (FAS I on FAS II), which contain seven 
enzyme activities. Two subunits of FAS I1 sys- 
tem, the enoylreductase synthase correspond- 
ing to the enzyme InhA and P-ketoacylsyn- 
thase proteins KatA are target for isoniazid. 
Numerous other genes are contributed to the 
fatty acid biosynthesis (carboxylase system, 
Fab A-like P-hydroxyacyl-ACP-dehydrase, S- 
adenosyl-L-methionine-dependent enzymes, 
etc.). 

It was found that mycobacteria also synthe- 
tize polyketides by several different mecha- 
nisms, similar to those involved in erythromy- 
cin biosynthesis. There are four classes of 
polyketide synthases. Their function in myco- 
bacteria is unknown, but it is of potential 
interest because some polyketides such as 
rapamycin show antibacterial activities or im- 
munological properties. 

From genome sequencing, useful informa- 
tion is expected to clarify some aspects of vir- 
ulence, pathogenicity, and immunology of M. 
tuberculosis. At present little information has 
been obtained about virulence. Before the 
completion of the genome sequence three vir- 
ulence factors were known: catalase-peroxi- 

dase, with a protective activity against reac- 
tive oxygen species produced by the phagocyte; 
mce that encodes macrophage colonizing fac- 
tor; and a sigma factor gene, sigA, mutations, 
which can lead to virulence attenuations. Af- 
ter genome sequence a series of phospho- 
lipases C, lipases, and esterases, which attack 
cellular or vacuolar membranes, could be indi- 
viduated as further virulence factors. 

To identify factors of virulence, the 
genomic analysis of M. tuberculosis H37Rv 
and of the closely related attenuated strains 
H37Ra has allowed to individuate some ge- 
netic differences that is two polimorphisms: a 
480-kb fragment in M. tuberculosis H37Rv 
was replaced by two fragments of 220 and 
260 kb in M. tuberculosis H37Ra, while there 
was a fragment of restriction endonuclease 
DraI in M. tuberculosis H37Ra that had no 
counterpart in M. tuberculosis H37Rv (62). It 
has been suggested that these polymorphisms 
were the results of transposition of an inser- 
tion sequence (IS6110), which may have inac- 
tivated virulence genes. However complemen- 
tation of M. tuberculosis H37Ra with the 
restriction fragment from M. tuberculosis 
H37Rv that encompasses the IS6110 did not 
restore the virulence as it could be demon- 
strated by infection in mice. Therefore, the 
role played by the genomic variation demon- 
strated in the two strains has not been eluci- 
dated. 

A further approach to identify genes for pu- 
tative virulence has been to perform compar- 
ative genomics of the members of M. tubercu- 
losis complex, an approach facilitated by the 
paucity of genetic differences among them at 
the nucleotide level (63). The genome se- 
quence of M. bovis is almost completed (64). A 
comparative study of M. bovis and M. bovis 
BCG (a strain of attenuated virulence used for 
vaccination) has shown that three regions, 
designated as RD1, RD2, and RD3, are deleted 
in M. bovis BCG relative to M. bovis, but it is 
not clear if these deletion regions play a role in 
the attenuation of M. bovis BCG. Other dele- 
tion regions were found from BCG relative to 
M. tuberculosis. Loss of RD5 locus removed 
the genes for three phospholipase C enzymes, 
other deletions concerned Esat6 protein, (a 
potent T-cell antigen), the genes involved in 
lipopolysaccharide biosynthesis. Although de- 
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finitive comparison of PE and PPE is not pos- 
sible as the genome sequence of BCG is not 
completed, analysis so far performed revealed 
remarkable differences in the sequence of PE 
and PPE proteins, which could have a role in 
virulence. Therefore, it seems that compara- 
tive genomics may offer some indications to 
understand the attenuation of M. bovis BCG. 

The genome of M. leprae, which has re- 
cently been fully sequenced, is smaller that 
that of M. tuberculosis, containing 3.268.182 
base pairs. Its GC content circa 58% and the 
number of genes is also inferior (about 1800 
vs. 3966 of M. tuberculosis H37Rv) (12). As- 
suming that the genome of M. leprae was once 
equivalent and similar in size to other myco- 
bacteria, it can be inferred that extensive 
downsizing and rearrangement may have oc- 
curred during evolution. The leprosy bacillus 
may have lost more than 2000 genes. Compar- 
ison with the genome of M. tuberculosis re- 
vealed a mosaic arrangement, where areas 
(about 65 segments) showing synteny are 
flanked by unrelated genomic segments, Many 
sequences are noncoding and demonstrated to 
be pseudogenes, namely inactivated version of 
genes that are still functional in M. tuberculo- 
sis. The present arrangement denotes that ex- 
tensive recombination events between dis- 
persed repetitive sequences occurred. Gene 
deletion and decay led to the elimination or 
decrease of many important metabolic activi- 
ties such as siderophore production, oxidative 
microaerophilic, and anaerobic respiratory 
chains as well as of many catabolic systems. 
On the other hand, among the outer lipids of 
the leprosy bacillus there is a phenolic glyco- 
lipid l, a component not found in the envelope 
ofM, tuberculosis. Several enzymes don't have 
any counterpart in M. tuberculosis, such as 
uridine-phosphorilase and adenylate cyclase, 
and two transport systems, one for sugars the 
other for divalent metal ion uptake. The com- 
position of genome of M. leprae that shows an 
extended loss of functions in comparison to M. 
tuberculosis may account for some peculiar bi- 
ological properties of this organism: extremely 
long doubling time, non-cultivability in vitro, 
obligate intracellular location, and pro- 
nounced tropism for the Schwann cells of the 
peripheral nervous system in humans. 

Further insight in gene functions and com- 
parison with genomes of other mycobacteria 
hopefully will reveal the mechanisms of patho- 
genicity and virulence and provide the basis 
for the design of new chemotherapeutic agents 
and vaccines. 

3 PATHOGENESIS A N D  EPIDEMIOLOGY 

3.1 Tuberculosis 

Tuberculosis is sometimes an acute but more 
frequently a chronic communicable disease 
that derives its character from several proper- 
ties of the tubercle bacillus, which in contrast 
with many common bacterial pathogens, mul- 
tiplies very slowly, does not produce exotoxins, 
and does not stimulate an early reaction from 
the host. The tubercle bacillus is also an intra- 
cellular parasite, living and multiplying inside 
macrophages. 

The structure and evolution of lesions 
caused by tubercle bacilli are determined by 
host aspecific defense system, immunologic re- 
sponse, and genetic factors. Most commonly 
mycobacteria reach the lung alveoli by inhala- 
tion. If the number of bacilli is low, the strain 
is of moderate virulence and the intrisic mi- 
crobicidal activity (genetically determined) of 
resident alveolar macrophages is of good level,. 
the tubercle bacilli ingested are rapidly killed 
and no further evolution of infection follows. 
However mycobacteria may evoke a variable 
immunological response leading the host or- 
ganism either to a state of resistance or to a 
state of disease, which depends on the number 
of infecting organisms and the already quoted 
host defense capacity and genetic factors. 

To schematize the events that follow the 
penetration of tubercle bacilli in the organism, 
four stages have been described in the patho- 
genesis of tuberculosis, mainly based on the 
researches of Lurie (65) and Dannenberg (66) 
in rabbits. The results of animal research can 
be only partially applied to human disease. 
However they have contributed to a better un- 
derstanding of the main aspects of its course 
(67). 

The first stage has been described above, 
and because of the rapid destruction of the 
infecting organism, it can be self-limiting. 
However if the number of bacilli is high or if 
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the macrophage microbicidal activity is inade- 
quate to kill them, bacilli multiply inside the 
cell, causing its burst. This event, through the 
production of chemotactic factors from the re- 
leased bacilli attracts monocytes from the cir- 
culation and gives origin to the second stage. 

Blood-born monocytes are not yet acti- 
vated, so they cannot destroy the bacilli, which 
grow within the cell at a logarithmic rate. At 
this time, the immunological response is trig- 
gered; mycobacterial antigens processed by 
macrophages elicit the subset lymphocytes 
(CD + T-cells) primarily involved in cell-medi- 
ated immunity, the main mechanism of pro- 
tective immunity in tuberculosis. These cells 
secrete a number of lymphokines (particularly 
interferon- y)  capable of inducing macro- 
phages to kill intracellular mycobacteria (68, 
69). At this stage the key event in the immu- 
nological response to mycobacterial antigens, 
i.e., the formation of granuloma (tubercle), is 
initiated. 

Stage 3 starts when the logarithmic phase 
of bacillary growth stops. It is characterized by 
the emergence of an other subset of lyrnpho- 
cytes, CD8+ T-cells, that probably play some 
role also in the late phases of stage 2 and 
through their action caseous necrosis is pro- 
duced. CD8+ T-cells are endowed with cyto- 
toxic activity and mediate the delayed-type hy- 
persensitivity, which leads to caseous necrosis 
and to interruption of logarithmic bacillary 
growth. CD8+ T-cells destroy the nonacti- 
vated macrophages by eliminating the intra- 
cellular environment favorable to bacillary 
growth. The released bacilli will be then 
phagocytized by activated macrophages 
(whose activation is accelerated by previously 
sensitized lymphocytes). It is still debated how 
CD8+ T-cells contribute to the production of 
caseous necrosis; among different ideas, it has 
been suggested that CD8f T-cells induce local 
sensitivity to tumor necrosis factor (TNF) 
(69-71). 

Further research has been dedicated to in- 
vestigate the role of apoptosis (programmed 
cell death) of T-lymphocytes in the pathogen- 
esis of TB. Conflicting results have been ob- 
tained. A recent hystopathologic finding in bi- 
opsy material of TB patients seems to throw 
some light on this subject (72,731. Large num- 
bers of apoptotic T-cells and macrophages 

were seen in areas surrounding caseous foci. 
Macrophages are negative for anti-apoptotic 
bcl-2 protein, but positive the pro-apoptotic 
bax protein, whereas the associated T-cells ex- 
press interferon (IFN- y) and FasL, data that 
indicate that caseation is associated with apo- 
ptosis of macrophages and T lymphocytes. If 
these findings are confirmed, apoptosis should 
represent a mechanism for tissue destruction 
and consequently for TB transmission (74, 
75). 

In its typical elementary structure, granu- 
loma shows a solid caseous center surrounded 
by immature macrophages (allowing intracel- 
lular bacillary growth) and activated macro- 
phages (that can differentiate in epithelioid 
cells and Langhans cells, giant polynuclear 
cells), which kill the bacilli. The development 
or the arrestment of the disease depends on 
the balance between the two types of macro- 
phages. Caseous material is not favorable to 
the bacillary growth because of acidic pH, low 
oxygen tension, and presence of inhibitory 
fatty acids; mycobacteria do not multiply but 
can survive for years in this environment (76- 
77). 

The disease proceeds when stage 4 is 
reached, in which liquefaction of the caseous 
center occurs, often followed by formation of 
cavities where bacilli multiply extracellularJy 
reaching very high density. They can be dis- 
charged into the airways, diffusing in other 
parts of the lung and in the environment. Liq- 
uefaction and cavitation as markers of disease 
progression occur in human disease, but not in 
infection model in rabbits (67). However, the 
schematized patterns of infection in animals - 
find some counterpart in the course of human 
infection and disease. In fact, the first contact 
of the human organism with tubercle bacilli, 
which usually takes place in infancy or adoles- 
cence, normally does not produce any clinical 
manifestation. The anatomic lesion induced 
by proliferation of mycobacteria and the reac- 
tive regional adenitis are called "primary com- 
plex." At that moment the subject shows apos- 
itive tuberculin test [a cutaneous reaction 
obtained by injection or percutaneous applica- 
tion of culture filtrates of mycobacteria or of 
their purified protein content (PPD)], which 
indicates a state of hypersensitivity to the tu- 
bercle bacillus, not necessarily a state of im- 
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munity. Usually the primary complex remains 
clinically silent, but it can also progress and 
evolve to a state of disease. 

According to the definition of the American 
Thoracic Society (ATS, 19811, tuberculosis in- 
fection does not mean disease (78). The state 
of disease is defined by the appearance of clin- 
ically, radiologically, and bacteriologically docu- 
mentable signs and symptoms of infection. 

Chronic pulmonary tuberculosis in adults 
may be caused by reactivation of the primary 
infection or to exogenous reinfection. Some as- 
pects of the state of latency of M. tuberculosis 
in lung tissue, cause of possible reactivation of 
the disease, have been recently elucidated that 
could have some impact in clinical settings. It 
has been demonstrated that some mutants are 
not capable to maintain the state of latency; 
this property is associated to inactivation of 
cyclopropane synthetase (79) or isocytrate 
lyase (go), which is required for the metabo- 
lism of fatty acids. Moreover a mutant has 
been discovered that cannot proliferate in the 
lungs, although it proliferates normally in 
other tissues. This strain is unable to synthe- 
tize or transport the cell wall associated phtio- 
cerol, dimycocerosate, a lipid found only in 
pathogenic mycobacteria (81). 

A typical characteristic of tuberculosis is 
the formation in the infected tissue of tuber- 
cles, nodular formations, which can have dif- 
ferent sizes and different modes of diffusion, 
giving rise to various clinical forms called mil- 
iary, infiltrate, lobar tuberculosis, and so on. 
The disease progresses by means of ulcer- 
ation, caseation, and cavitation, with broncho- 
genic spread of infectious material. Healing 
may occur at any stage of the disease by pro- 
cesses of resolution, fibrosis, and calcification. 

Control of the disease has been achieved in 
part through mass vaccination with BCG (the 
bacillus of Calmette and Guhrin, an attenu- 
ated strain ofM. tuberculosis bouis), but above 
all through correct application of active che- 
motherapeutic agents. Chemotherapeutic treat- 
ment now available enables to stop the propa- 
gation of the disease in a high percentage of 
cases, by killing the pathogenic bacilli, thus 
permitting the organism to repair or to confine 
the pathological alterations. Another impor- 
tant consequence of chemotherapeutic treat- 

ment is the prevention of dissemination of vir- 
ulent bacilli to other persons. 

Despite the efficacious drugs now available 
for the treatment of tuberculosis, this illness is 
present all over the world. According to recent 
estimates by the World Health Organization 
(WHO), 8.4 million new cases occurred in 
1999, up from 8.0 million in 1997. The rise 
affected mostly the African countries, which 
had a 20% increase in TB incidence attributed 
to the continuous spread of HIVIAIDS. The 
total number of smear positive cases was 1.4 
million both in 1998 and 1999 (82). In devel- 
oping countries, the majority of deaths occurs 
in young adults, between 15 and 40 years and 
represents 98% of all deaths caused by tuber- 
culosis (83). Twenty-two are in the highest 
burden countries and more than one-half the 
cases occurred in India, China, Indonesia, 
Bangladesh, and Pakistan. The highest inci- 
dence rates pro capita were in sub-Saharan 
Africa (82, 84). 

In developed countries after the First 
World War, the trend to a decrease in tubercu- 
losis morbidity has been constant, probably 
related to better general hygienic conditions, 
preventive measures, and in the last decades, 
to the introduction of effective chemotherapy. 
However, in 1985, the reports of WHO indi- 
cated a resurgence of tuberculosis, even in ad- ' 
vanced countries of Europe and North Amer- 
ica. In the United States, where the incidence 
of tuberculosis has been declining at an aver- 
age rate of 6% each year until 1985, the case 
rate has risen from 9.3 for 100,000 in 1985 to 
10.3 in 1990 (85-88). 

In April 1993, the WHO took the extraordi- 
nary step of declaring tuberculosis a "global 
emergency" (88). However, after this increase, 
case rates started to become stable or declin- 
ing. The most recent data, issued in 1998, in- 
dicated that the incidence of tuberculosis in 
the United States was 6.8 per 100,000 per 
year, a decrease of 31% since 1992. However 
the relative proportion of cases occurring 
among foreign-born individuals increased 
from 27% in 1992 to 42% in 1998 (84). It is well 
known that this phenomenon occurs in poor 
areas of major cities in industrialized coun- 
tries. A dramatic increase in the number of 
tuberculosis cases was notified since the early 
1990s in some Eastern European countries, 
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particularly Georgia, Kazakhstan, Kyrgystan, 
Latvia, Lithuania, Romania, and the Russian 
Federation. In Russia, the number of cases 
more than doubled in the 5 years between 
1992 and 1997 (89). 

Bolivia, Haiti, and Peru have notification 
rates greater that 100 per 100,000. In Peru, 
where the notification rates reached 225 per 
100,000 in 1994, the intensified control and 
the prevention and therapy measures led to a 
decrease in notification rates of 3-4% per year, 
while the treatment success rates now exceed 
90%. China and Vietnam reported a remark- 
able increase in number of TB cases during 
the 1990s. Now the two countries have imple- 
mented a control program that seems to give 
good results. In the United States, the highest 
percentage of TB cases are registered among 
blacks and Hispanics between the ages of 25 
and 44 years (89-90). In Western Europe, the 
Gulf States, and Australia, the majority of 
cases are among foreign-born immigrants. In 
1997, immigrants accounted for more than 
one-half of tuberculosis cases in these areas. 

Why the highest rate of tuberculosis is in 
immigrants is not fully understood, even if 
many factors are known to contribute to this 
behavior. Poor living conditions, poor socio- 
economic status, and malnutrition surely play 
an important role. 

Moreover it must be noted that the spread 
of HIV infection1AIDS has coincided with the 
recrudescence of TB (91). AIDS is the highest 
risk factor that favors the progression of la- 
tent infection to active tuberculosis. In HIV- 
infected subjects, cell-mediated immunity is 
depressed, because the major targets of this 
virus are CD4+ T lymphocytes, whose num- 
ber reduction and functional impairment pre- 
vents them to mount the essential immuno- 
logical response to M. tuberculosis challenge. 
At present it is estimated that the risk of de- 
veloping tuberculosis in HIV infected adults is 
3-8% annually throughout the world, with 
rates varying widely among geographical ar- 
eas within the same country. The majority of 
cases are concentrated in sub-Saharan African 
countries where the AIDS epidemic has 
caused about an 100% increase in reported tu- 
berculosis cases (92). 

HIV-infected subjects may develop tuber- 
culosis by direct progression of exogenous in- 

fection to disease or by recrudescence of pre- 
viously acquired latent infection. They are at 
least 30-fold more likely to develop reactiva- 
tion tuberculosis as HIV infection progresses. 
Severe outbreaks of tuberculosis have been re- 
ported when groups of HIV-infected persons 
have been exposed to a person with infectious 
tuberculosis (93-95). 

Tuberculosis tends to occur in the early 
stages of HIV infection. Sometimes it is the 
first manifestation of the disease caused by 
HIV. The clinical course of tuberculosis is de- 
termined by the degree of immunosuppres- 
sion. Very often it is a severe disease, fre- 
quently with extrapulmonary localization 
(92). 

A further consequence of spreading HIV in- 
fection has been an increase of infections 
caused by mycobacteria other than tubercu- 
lous (MOTT) or non-tuberculous mycobacte- 
ria (NTM), previously defined as atypical my- 
cobacteria. They only partially resemble the 
tubercle bacillus and cause diseases less fre- 
quently than it. In some geographical areas, 
their incidence is rather high, such as M. kan- 
sasii in central United States and M. ulcerans 
in Australia and South Africa. Unfortunately 
the drugs developed for the treatment of tu- 
berculosis have a poor efficacy for these infec- 
tions. Among NTM, the M. avium intracellp- 
lare complex (MAC), which in the past was 
very seldomly recognized as cause of infection, 
showed to be a frequent cause of severe dis- 
seminated infection in AIDS patients occur- 
ring most frequently in the late stages of the 
disease. However, at present, a growing num- 
ber of patients have MAC infection as the ini- 
tial manifestation of AIDS. In the last years, 
MAC has been isolated from 20% to 80% of 
patients fully followed from initial diagnosis 
of AIDS to death (96-98). 

The resurgence of tuberculosis has been ac- 
companied by another phenomenon of impor- 
tance, that is the emergence of multiple drug- 
resistant (MDR) strains of M. tuberculosis in 
the etiology of tuberculosis. MDR organisms 
demonstrate in vitro resistance to at least two 
major antituberculosis drugs, usually isonia- 
zid and rifampicin. 

Cases caused by these strains are difficult 
to treat. Multidrug-resistant TB has emerged 
particularly in the states of Eastern Europe 
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and Russia, probably as a consequence of the 
collapse of public health services, associated 
with growing poverty, malnutrition, and war. 
Percentages of 9.4% for primary MDR-TB 
were reported from Russia in 1998, whereas 
percentages as high as 55% and 23% were re- 
ported from patients in Russian prisons (90, 
99). 

3.2 Leprosy 

Leprosy is a chronic disease caused by M. lep- 
rue, a mycobacterium that multiplies even 
more slowly than the tubercle bacilli, having a 
doubling time of about 15 days. It is an obli- 
gate intracellular organism that can not be 
cultured in vitro. Mice foot-pad infection and a 
model of infection in armadillo are the means 
to grow this mycobacterium (100). 

For a long time, humans were considered 
the only natural reservoir of M. leprae, but 
actually it has been demonstrated that about 
15% of wild armadillos in Louisiana and Texas 
and some primates can be infected by M. lep- 
rue (19, 101) The mode of transmission of lep- 
rosy is not fully elucidated. Household con- 
tacts with patients with borderline leprosy 
and lepromatous leprosy whose nasal mucosa 
is heavily infected are at risk of acquiring the 
infection because of dissemination of infected 
secretions in the air, whereas dissemination 
through skin lesions and contaminated soil 
seems less important (102-104). M. leprae 
causes granulomatous lesions that differ ac- 
cording to the immune status of the patient. 
Granulomatous lesions with epithelioid cells, 
many lymphocytes, and few Mycobacterium 
leprae are characteristic of tuberculoid lep- 
rosy, the form of disease occurring in subjects 
with a good immunologic reactivity. In lepro- 
matous leprosy, the form of disease occurring 
in subjects with impaired cell-mediated immu- 
nity, granuloma shows a massive infiltration 
of tissues with large macrophages filled with 
mycobacteria. Lymph nodes have hyperplastic 
germinal centers and in the paracortical areas 
there are very few lymphocytes. 

The clinical manifestations of tuberculoid 
leprosy consist of skin macules with clear ten- 

ter that are insensitive to pain stimuli because 
of the involvement of peripheral nerves. The 
skin lesions of lepromatous leprosy consist of 
numerous, symmetric, small, hypopigmented, 

or erythematous papules in the initial phase, 
whereas nodules develop later in the course of 
the disease. Then the lesions diffuse to the 
eyes, upper respiratory tract, and many other 
organs and tissues. The damage to peripheral 
nerves lead to loss of sensation, deformity, and 
mutilation. The borderline forms of leprosy 
show lesions that have characteristics inter- 
mediate between the two main forms of the 
disease. 

The majority of people exposed to leprosy 
will not develop it. Those who develop it, after 
an incubation period that can range from 1 to 
240 years (usually 5-7 years), may have only 
single lesion (indeterminate leprosy) that is 
often self-healing or may progress to the pauc- 
ibacillary or multibacillary stages. The pro- 
gression and evolution of the infection is influ- 
enced by many factors: socioeconomic status, 
immune status of the host, genetic factors, 
and concomitant infections. For instance, a 
previous infection with M. tuberculosis may 
boost the immune system, diminishing the 
chances of developing leprosy (105). BCG vac- 
cination seems to provide protection against 
leprosy, but the figures proving it are quite 
different, ranging from 20% to 80% (106). 
Conflicting results are reported also about the 
influence of concomitant HIV infection on the 
development of leprosy. So far there is no in- . 
dication that the HIV epidemic is causing an 
increase in the number of leprosy patients. It 
is possible that the incubation period for lep- 
rosy is too long to discover the relationship 

,JdP 
between the two diseases (102). 

The influence of genetics is documented by 
familial clustering (107) by the link between 
NRAMPl gene (108) and susceptibility to lep- 
rosy, as well between HLA genes and the type 
of leprosy (109, 110). 

The Ridley and Jopling classification (1 11) 
correlates the clinical manifestations of lep- 
rosy with cell-mediated immune response. 
The types of disease defined as indeterminate 
(I) and tuberculoid (TT) occur in patients who 
exhibit a relatively good cell-mediated immu- 
nity against M. leprae, borderline (BT), mid- 
borderline (BB), and borderline lepromatous 
(BL) in patients with less effective cell-medi- 
ated immunity, and lepromatous (LL) in pa- 
tients anergic to M. leprae. In the last classes 
of patients, the disease is widespread and in- 
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volves the skin and upper respiratory tract, 
the anterior chamber of the eye, the testes, the 
lymph nodes, the periosteum, and the superfi- 
cial sensory and motor nerves. The WHO clas- 
sification is simpler. Leprosy is subdivided in 
two types: paucibacillary corresponding to I, 
TT, and BT and multibacillary corresponding 
to BB, BL, and LL (112-114). Paucibacillary 
leprosy is defined by five or fewer skin lesions 
with no bacilli on skin smears. The bacterial 
index can range from 0 (none found in 100 
oil-immersion fields) to 6+ (over 1000 bacilli 
per field). Multibacillary cases have six or 
more skin lesions and may be skin-smear pos- 
itive (100). 

The use of polymerase chain reaction 
(PCR) for M. leprae DNA in skin biopsies to 
increase sensitivity and specificity of diagnosis 
has proved to be of limited use. Sensitivity is 
high in multibacillary cases but low in pauc- 
ibacillary cases. The number of false positives 
is also high (115-117). At present, it repre- 
sents an interesting research tool for some 
particular investigations. 

Leprosy was an epidemic disease in Europe 
in medieval times but now is confined to some 
tropical areas, especially India, the Philip- 
pines, South America, and tropical Africa. So- 
cial and economic poverty is the main reason 
for the prevalence of this disease, which has 
the greatest distribution in underdeveloped 
countries. Chemotherapy offers a great possi- 
bility for eradication of the disease and multi- 
drug therapy gave very favorable results. 

The success of the multidrug therapeutic 
regimens recommended by WHO in 1981 led 
the WHO Assembly in 1991 to set a goal of 
elimination of leprosy as a public health prob- 
lem by the year 2000 (118). Elimination was 
defined as a prevalence of 51 case for 10,000 
population, with a case being defined as a pa- 
tient receiving or requiring chemotherapy. 

This goal has not been reached and it has 
been pushed back to 2005, but a significant 
decline in incidence has occurred in some 
countries such as China and Mexico. 

The estimates of total cases of leprosy have 
fallen from 10-12 million to about 5.2 million 
in 1991. In 1999 about 800,000 cases were reg- 
istered for treatment worldwide. About the 
same number of cases was detected in 1998. 
About 75% of registered patients live in South- 

East Asia, particularly in India, where the rate 
of cases per 100,000 population is 5.3 and the 
absolute number of patients is >500,000. 
However there are still 32 countries that have 
a leprosy prevalence of >1 case per 10,000 
population (104, 112-114). 

4 SCREENING AND EVALUATION OF 
ANTIMYCOBACTERIAL AGENTS 

In the search for new antimycobacterial 
agents, demonstration of in vitro activity 
against the virulent strain of M. tuberculosis 
H37 Rv is one of the simplest preliminary 
tests. Although much more predictive than 
other in vitro models using avirulent or fast- 
growing mycobacteria (M. smegmatis, M. 
phlei), the in vitro test with M. tuberculosis 
gives a large number of false positives, and 
unfortunately, also some false negative re- 
sults. Despite these limitations, the in vitro 
test, with various modifications of the inocu- 
lum size, the culture media, and the observa- 
tion time, is still used in many laboratories for 
the blind primary screening of a large number 
of compounds. It is also used in antibiotic 
screening, where thousands of fermentation 
broths must be tested, and a primary screen 
using in vivo models is a practical impossibil: 
ity. 

Rapid susceptibility testing of M. tubercu- 
losis can be performed using the radiometric 
assay of 14C0, produced by the action of the 
microorganism on 14C-palmitic acid substrate. 
Results from this method, which are useful for 
screening new chemical compounds, are avail- 
able after 4-10 days of incubation instead of 
the 20-30 days required by conventional cul- 
ture media (119, 120). 

To avoid the use of radioactive culture me- 
dium, the firefly bioluminescence is used to 
detect ATP during mycobacterial metabolism, 
comparing the ATP production in drug-con- 
taining broths with that of the control broths 
(121). 

Another test, devised to shorten the time 
required for sensitivity testing, uses mycobac- 
teria infected with a specific reporter phage 
expressing the firefly luciferase gene. The pho- 
toreaction produced by the reaction of lucife- 
rin with ATP allows the measurement of bac- 
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terial growth or inhibition by drugs. The 
assays requires small amounts of test com- 
pounds and is designed to screen a large num- 
ber of antimycobacterial products (122). 

The in vitro tests give only an indication of 
activity; quantitative evaluation of the poten- 
tial usefulness of the new products must be 
obtained through in vivo tests. These are per- 
formed, generally speaking, by inoculating 
virulent mycobacteria strains into laboratory 
animals, administering the product to a group 
of them, and comparing the course of infection 
in treated and untreated animals. There are a 
variety of procedures for performing these 
tests, differing with respect to animal species 
(mouse, guinea pig, rabbit, etc.), mycobacte- 
rial strain and size of inoculum, route of prod- 
uct administration, and evaluation of the re- 
sults. The most current procedure for the 
evaluation of antituberculous drugs uses mice 
infected with the human virulent mycobacte- 
rial strain, evaluating the results in terms of 
ED,,, survival time, the pathology of the lung, 
and bacterial count. The products active in the 
mice are then evaluated in other in vivo tests 
using more sophisticated techniques. 

The best species for extrapolation of the 
results to humans is the rhesus monkey, Ma- 
caca mulata (123, 124). Experimental tuber- 
culosis in this species closey parallels the hu- 
man disease, and despite the difficulties in 
terms of time, space, and cost of the test, it is 
advisable to perform it, especially when doubt- 
ful results have been obtained from other spe- 
cies. In any case, extrapolation to the human 
disease of the results obtained in animals re- 
quires comparison of the kinetics and metab- 
olism of the product in the different animal 
species and in humans. Differences in activity 
are sometimes clearly related to differences in 
the metabolic behaviors. 

In the case of leprosy, for a long time no 
screening or evaluation models were available 
using the pathogenic agent M. leprae, which 
could not be cultivated in vitro or transmitted 
to animals. Therefore, the experimental infec- 
tion of rodents with M. lepraemurium was 
used for evaluating the effect of potential 
drugs, although this model shows a low predic- 
tivity for activity in humans. For example, 
dapsone is inactive and isoniazid very active in 
this test, whereas the opposite is true for hu- 

man leprosy. Only in 1960 was local infection 
in the mouse footpad with M. leprae set up 
(125). This model has been successfully used, 
with various procedural modifications, for 
screening and evaluation of drugs (126, 127). 
Thymectomy and body irradiation of mice in- 
oculated with M. leprae provokes dissemina- 
tion of bacilli, and this may be a model for a 
generalized infection (128). Another model of 
experimental leprosy was set up using the ar- 
madillo, which develops a severe disseminated 
lepromatoid disease several months after inoc- 
ulation with a suspension of human leprosy 
bacilli (129). Limitations in the use of this 
model for chemotherapeutic evaluation are 
derived not only from its cost, but also from 
the importance to reserve the infected animals 
as a source of bacillary material for the devel- 
opment of a vaccine. 

All the available animal models for the 
evaluation of antileprotic agents are too time- 
consuming for the screening of a large number 
of compounds. The search for short-term mod- 
els is necessary. More recently it was reported 
that an in vitro culture system for M. leprae in 
cells harvested from livers of nine banded ar- 
madillos, inoculated earlier with human-de- 
rived microorganism had been created. The 
system seems to be adequate for initial screen- 
ing of the drugs (129). 

Activity of products against NTM is gener- 
ally tested ad hoc, in vitro, or in vivo, and the 
compounds selected for this purpose are ini- 
tially those showing antitubercular action, al- 
though their activity is quite variable against 
the various mycobacterial species. In recent 
years there has been increasing interest in 
identifying reliable in vitro susceptibility test 
methods against M. avium complex because of 
the severity of the infections caused by this 
microorganism and the increase of their fre- 
quency (130). 

In addition to the standard in vitro assays, 
some in vitro studies have been carried out in 
presence of macrophages to determine the ac- 
tivity of drugs against M. auium complex and 
other NTM when they are located intracellu- 
lady (131-133). A model of chronic dissemi- 
nated M. avium complex infection, developed 
in beige mice, revealed to be a useful tool in 
studying the in vivo activity of antimycobacte- 
rial drugs (134). 
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The inclusion of a number of NTM in the 
large antibacterial screening programs of new 
compounds could provide leads for finding 
new, more active chemotherapeutic agents for 
the diseases caused by these microorganisms. 
On the other hand, there is certainly need for 
more knowledge on the biochemistry and 
physiology of NTM and on their pathogenic 
behavior in laboratory animals. 

Using the laboratory models available for 
testing and evaluating products, there are two 
possible approaches in the search for antimy- 
cobacterial drugs. The first approach is the 
blind screening of a large number of com- 
pounds, which permits the detection of a cer- 
tain number of structures endowed with anti- 
mycobacterial activity. Chemical modification 
of these "lead" structures, accompanied by 
careful studies of structure-activity relation- 
ships (SARs), can yield the optimal derivative 
for therapeutic use. The second approach, 
more challenging from the scientific point of 
view, is based on designing drugs to act selec- 
tively on biochemical targets specific for the 
particular microorganism. 

The development of new antimycobacterial 
drugs is made difficult by a number of factors 
(135). First, large scale screening systems for 
the detection of new antimycobacterial agents 
are particularly time-consuming and entail 
some problems related to the handling of the 
pathogens. Second, the development of an an- 
timycobacterial drug takes more time and hu- 
man resources than the development of other 
antimicrobial agents. Third, and probably 
most important, tuberculosis and leprosy are 
predominant in developing countries with low 
economic resources, and industrial laborato- 
ries are reluctant to invest in research for new 
products to be used in those geographic areas, 
where an additional drawback is the lack of 
patent protection. However, the actual situa- 
tion makes the search for new and more effec- 
tive antimycobacterial drugs necessary. 

Although screening for antimycobacterial 
agents will continue to be a possible way to 
discover useful new drugs, the increasing 
knowledge of the biochemistry of the myco- 
bacteria makes possible a more rational 
approach to the problem. In particular, the 
studies of the biosynthesis of the unique con- 
stituents of the mycobacterial cell will indicate 

the targets for inhibitors of the biosynthetic 
pathways present specifically in the microor- 
ganisms of the mycobacterium species. 

The complete sequencing of M. tuberculosis 
genoma opens new opportunities to find the 
basic targets of the activity of antimycobacte- 
rial agents and possibly the way to design 
drugs specifically directed to inhibit essential 
enzymes. However precise functions have 
been attributed to about 40% of the encoded 
proteins, whereas there is only some informa- 
tion for 44%. Therefore, the horizon for 
screening unexploited antimicrobial targets is 
broad. The discovery of selective inhibitors 
will allow to have products ineffective on the 
eukariotic cells of the host, therefore, poten- 
tially with little toxicity and no activity on the 
normal microbial flora. At present it has been 
demonstrated that the fatty acid synthase 
(FAS 11) may be the target of isoniazid (136). 

A novel approach to identify new antimi- 
crobial agents has been the application of com- 
binatorial chemistry, which creates molecules 
starting from a rational building block. It rep- 
resents a powerful tool for a rapid and auto- 
mated screening of active components and for 
the creation of libraries including enormous 
series of derivatives. 

Although some important clues have ap- 
peared in the field of specific biochemical path- 
ways inside the mycobacteria and of the mech- 
anism of action of antimycobacterial drugs, 
little progress has been made till now in over- 
coming the problem of drug resistance in my- 
cobacteria. M. tuberculosis mutates spontane- 
ously and randomly to resistance to isoniazid, 
streptomycin, ethambutol, and rifampicin 
(1371, and that is in a genotype form. 

The knowledge of the mechanism of myco- 
bacterial resistance to a drug could indicate 
the direction in which to search for new prod- 
ucts specifically overcoming this mechanism. 
In the case of aminoglycoside antibiotics, the 
mechanism of resistance in Enterobacteri- 
aceae and some Pseudomonas strains has been 
extensively studied, and the inactivating en- 
zymes have been identified. This information 
has allowed a rational design of chemical mod- 
ifications of aminoglycoside antibiotics at the 
site of attack of inactivating enzymes giving 
new products that were active against resis- 
tant strains (138). 
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Unfortunately, strides toward understand- 
ing the molecular basis of mycobacterial resis- 
tance to the various drugs have been made 
only rather recently. The status of knowledge 
of the resistance mechanisms is not sufficient 
to conceive a rational design of molecules act- 
ing on the mutants resistant to the specific 
drugs. Also the knowledge of the genetic 
mechanisms and genotypical systems govern- 
ing resistance in mycobacteria is limited be- 
cause of the difficulty of using mycobacteria in 
classical genetic techniques (slow growth, lip- 
id-rich cell walls impermeable to DNA up- 
take). Only during the last decade, application 
of recombinant DNA technologies to the my- 
cobacteria has opened new doors to obtain in- 
formation on some basic mechanisms of resis- 
tance to drugs. However, at present, the delay 
or prevention of the evolution toward resis- 
tance of mycobacterial flora is accomplished 
only through combination therapy, based on 
the complementary action of the constituents. 
It is well known that in this case the probabil- 
ity of a concomitant mutation toward resis- 
tant strains is much lower than the probabil- 
ity of mutation to resistance to a single drug. 

5 CURRENT DRUGS ON THE MARKET 

Among the several thousand compounds 
screened for antimycobacterial activity, only a 
few have had therapeutic indices sufficient to 
warrant introducing them into clinical use 
(Table 16.1). These drugs are described in 
some detail, together with general informa- 
tion about the chemical analogs, mechanism 
of action, pharmacokinetics and metabolism, 
clinical use, and effects. The information, in 
summary form, is intended to cover the as- 
pects that are useful for understanding the 
role of each product in current therapy, the 
limitations of use, and the need for improve- 
ment or for further studies. 

The drugs have been subdivided arbitrarily 
into synthetic products and antibiotics, and 
within these two categories they are listed in a 
quasi-chronological order, with products hav- 
ing structural similarities grouped with the 
representative first introduced into therapy. 

5.1 Synthetic Products 

5.1.1 Sulfones 
5.1.1.1 History. The sulfones were synthe- 

sized by analogy to sulfonamides, which had 
no antimycobacterial activity. The first sul- 
fones prepared, 4, 4'-diaminodiphenylsulfone 
(dapsone) (9) and its glucose bisulfite deriva- 

tive, glucosulfone sodium (lo), were found to 
be active in suppressing experimental tubercle 
infections (139-140). The usefulness in the 
chemotherapy of human tuberculosis was lim- 
ited, but the discovery of some effect of com- 
pound (10) in leprosy experimentally induced 
in rats (141) opened the way to their success- 
ful introduction into the treatment of human 
leprosy. 

5.1.1.2 SARs. Because it was thought that 
the activity of compound (10) was caused by 
its metabolic conversion into dapsone, inten- 
sive studies have been carried out that vary 
the structure of the latter to find optimal ac- 
tivity and to improve its low solubility. Vari- 
ous substitutions on the phenyl ring yielded 
products less active than dapsone. The only 
product of this type that has some clinical use 
is acetosulfone sodium, which contains one 
SO,N(Na)--COCH, group in the ortho posi- 
tion to the sulfone group. Its antibacterial ef- 
fect seems to be caused by the unchanged 
drug. Substitutions in both the amino groups 
gave rise to products that are in general active 
only if they are converted metabolically into 
the parent dapsone. 
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Substitution on the amino groups to im- 
prove solubility yielded products such as the 
above-mentioned glucosulfone, the methane- 
sulfonic acid derivative, sulfoxone sodium, al- 
denosulfone (111, and the cinnamaldehyde-so- 
dium bisulfite addition product, sulfetrone 
sodium, solasulfone (12), which have limited 
use in leprosy treatment. They act through 
their metabolic conversion to dapsone in the 
body. Several methanesulfonic acid deriva- 
tives of 4, 4'-diamino-diphenyl sulfone have 
been tested for their ability to be metabolized 
to dapsone (142). 

The 4,4'-diacetyldiaminodiphenylsulfone, 
acedapsone (13), has low activity in vitro but is 
used as an injectable depot sulfone, which re- 
leases dapsone at a steady rate over several 
weeks. 

Although a large number of sulfones have 
been synthesized and tested as potential an- 
tileprotic agents, dapsone continues to be the 
basic therapeutic agent for M. leprae infec- 
tions, often as a component of multidrug pro- 
grams. 

5.1.1.3 Activity and Mechanism of Action. 
Dapsone is weakly bactericidal against M. leprae 
at concentration estimated to be of the order of 
0.003 &mL (143), when the microorganism 
has been isolated from untreated patients. M. 
leprae becomes resistant to dapsone and its con- 
geners after chronic administration. 

It is assumed that dapsone interferes with 
incorporation of p-aminobenzoic acid into di- 
hydrofolate, in analogy with the action of sul- 
fonamides in other bacterial systems This 
mechanism of action of dapsone has been 
proved for E. coli (144), and the finding of 
cross-resistance to sulfones and sulfonamides 
in Mycobacterium species 607 indirectly con- 
firms their similarity of action (145). Unfortu- 
nately, the inability to cultivate M. leprae in 
vitro makes it difficult ultimately to verify that 
dapsone acts through the proposed mecha- 
nism on this organism. 

5.1.1.4 Pharmacokinetics. Dapsone is usu- 
ally administered orally at a daily dose of 
100 mg (118). It is nearly completely absorbed 
from the gastrointestinal (GI) tract, well dis- 
tributed into all tissues, and excreted in high 
percentage in the urine as mono-N-sulfamate 
and other unidentified metabolites (143). It is 

monoacetylated in humans. The characteris- 
tics of dapsone acetylation parallel those of 
isoniazid and sulfametazine, thereby estab- 
lishing genetic polymorphism for the acetyla- 
tion of dapsone in humans (146). Two meta- 
bolic factors, greater acetylation and greater 
clearance of dapsone from the circulation, may 
contribute to emergence of dapsone-resistant 
M. leprae (147). 

Acedapsone is administered intramuscu- 
larly in oily suspension at a dose of 225 mg 
every 7 weeks, The product is slowly released 
from the site of injection, and the plasma con- 
tains mainly dapsone and its monoacetyl de- 
rivative; the ratio of these two products de- 
pends on whether the patient is a slow or rapid 
acetylator, as in the case of dapsone. The ad- 
vantage of this type of depot usage was also 
considered for the prophylaxis of people ex- 
posed to risk (148). 

5.1.1.5 Adverse Effects. Dapsone and its 
derivatives may be administered for years 
with certain precautions: gradual increase of 
doses, rest periods to prevent cumulative ef- 
fects, and laboratory and clinical supervision. 
Among the most common side effects are gas- 
trointestinal and central nervous system dis- 
turbances. Also, the most common effect is 
hemolysis in varying degrees. There are indi- 
cations that individuals with a glucose-6-pbos- 
phate dehydrogenase deficiency are more sus- 
ceptible to hemolysis during sulfone therapy, 
although this is controversial (149). 

5.1.2 Para-amino-salicylic Acid 
5.1.2.1 History. The observation that ben- 

zoate~ and salicylates have a stimulatory ef- 
fect on the respiration of mycobacteria (150) 
suggested that analogs of benzoic acid might 
interfere with the oxidative metabolism of the 
bacilli. When various compounds structurally 
related to benzoic acid were tested, it was 
found that some of them had limited antitu- 
berculous activity;p-aminosalicylic acid (PAS) 
(14) was the most active (151). The discovery 
of PAS cannot be quoted as an example of bio- 
chemically oriented chemotherapeutic re- 
search, because in fact, its mechanism of ac- 
tion is not by way on the respiration of 
mycobacteria. 

5.1.2.2 SARs. The in vitro and in vivo anti- 
mycobacterial activity of a simple molecule 
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such as PAS stimulated the synthesis and test- 
ing of many derivatives. This extensive re- 
search failed to give rise to better drugs but 
did provide knowledge of the structural re- 
quirements for activity in the series. 

Modification of the position of the hydroxy 
and amino groups with respect to the carboxy 
group resulted in a sharp decrease of activity. 
The amino group confers a distinct pharmaco- 
dynamic property to the molecule, eliminating 
the antipyretic and analgesic activities of sali- 
cylic acid and giving the specific tuberculo- 
static activity. Further nuclear substitution 
and replacement of the amino, hydroxy, or 
carboxy groups with other groups yielded in- 
active or poorly active products. Also, func- 
tional derivatives on the amino, hydroxy, and 
carboxy groups of PAS are generally inactive, 
unless they are converted in vivo into the ac- 
tive molecule. Among the latter, the phe- 
nylester (15) and benzamidosalicylic acid (16) 
must be mentioned. 

5.1.2.3 Activity and Mechanism of Action. 
PAS has bacteriostatic activity in vitro on M. 
tuberculosis at a concentration of the order of 
1 &mL. It is active only against growing tu- 
bercle bacilli, being inactive against intracel- 
lular organisms. Other microorganisms are 
not affected by the compound. Most of the 
other mycobacteria are insensitive to the 
drug. Although active against M. leprae in the 
mouse footpad test (152), is not used in the 
current treatment of leprosy. 

The mechanism of action of PAS is not 
clear. It was demonstrated earlier that p-ami- 
nobenzoic acid antagonizes the antibacterial 

activity of PAS in vitro and in vivo, and there- 
fore, it could act by competitively blocking the 
synthesis of dihydrofolic acid. On the other 
hand the formation of mycobactin, an iono- 
phore for iron transport, is strongly inhibited 
by PAS, and the bacteriostatic activity of PAS 
might be caused by the inhibition of the met- 
abolic pathway for iron uptake (153-155). 

5.1.2.4 Pharmacokinetics. PAS is readily 
absorbed by the gastrointestinal tract and well 
distributed throughout the body, but it does 
not penetrate into cerebrospinal fluid (CSF) of 
patients with uninflamed meninges. Peak se- 
rum levels of 7-8 &mL are reached 1-2 h af- 
ter oral administration of 60 mg/kg of PAS. 
The half-life time of serum levels is very short 
(0.75 h) It is quickly eliminated through the 
urine in form of inactive metabolites, the N- 
acetyl (17) and the N-glycyl (18) derivatives. 
The common daily dose for adults is around 
10-20 g, generally divided in two or four doses 
administered after meals, according to patient 
tolerance. In children the usual daily dose is 
0.2-0.5 g/kg. Probenecid interferes with renal 
tubular secretion of PAS and increases the se- 
rum levels of the drug. 

Although PAS easily undergoes decarbox- 
ylation in vitro, it seems quite stable in the 
body. The in vivo acetylation of PAS competes 
with acetylation of isoniazid, resulting in 
higher plasma concentration of free isoniazicl 
than when isoniazid is given alone. This fact 
has no proven clinical relevance. 

5.1.2.5 Adverse Effects. PAS has been used 
for many years in combination with strepto- 
mycin and isoniazid for the treatment of all 
forms of tuberculosis. 

Gastrointestinal irritation is a very com- 
mon side effect, with manifestations of various 
degrees of intensity and severity, which may 
lead to discontinuation of treatment. Hyper- 
sensitivity reactions occur in about 5-10% of 
patients, usually with manifestations like 
rash, fever, and pruritus, rarely followed by 
exfoliative dermatitis or hepatitis of allergic 
nature. PAS should be used with caution in 
patients with renal diseases, because it is 
largely excreted in the urine. 

The therapeutic use of PAS is declining be- 
cause of the high incidence of side effects and 
poor patient acceptance and the introduction 
of more potent and safer antituberculous 
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drugs. However it is still used in developing 
countries because it is inexpensive. 

5.1.3 Thioacetazone 
5.1.3.1 History. The synthesis of a series of 

thiosemicarbazones as intermediates in the 
preparation of analogs of sulfathiadiazole 
(156-157), which has weak antituberculous 
activity (158), led to the discovery of the thio- 
semicarbazone of p-acetamidobenzaldehyde 
(thioacetazone, amithiozone, 19), the most ac- 

tients who do not tolerate dapsone (162), but 
the last WHO report on chemotherapy of lep- 
rosy does not mention thiambutosine among 
the currently available antileprosy drugs 
(118). 

5.1.3.3 Activity and Mechanism of Action. 
Thioacetazone is active against M. tuberculo- 
sis at concentration of 1 pg/mL. Its activity in 
tuberculous animal infections is comparable - 
with that of streptomycin. Its action'is bacte- 
riostatic, and the dev&opment and frequency 
of resistant strains is rather high. Some of the - 
thioacetazone-resistant strains are also resis- 
tant to ethionamide (163). The mechanism of 
action of thioacetazone is not known. Its tu- 
berculostatic activity is not counteracted by 
p-aminobenzoic acid (1641, and there is a 

tive substance in uitro and in uiuo of the series 
(159-161). 

5.1.3.2 SARs. In the search for better prod- 
ucts, many modifications of the thioacetazone 
molecule have been made. The studies clearly 
indicate that the activity resides in the thio- 
semicarbazone structure of the aromatic alde- 
hydes. In fact, several products with modified 
aromatic moieties, including some heterocy- 
clic nuclei, have been found to be active. Some 
of them have been tested clinically with posi- 
tive results, but thioacetazone is the only thio- 
semicarbazone still in clinical use. 

Several thioureas that are structurally re- 
lated to thiosemicarbazones have been found 
to be active in uitro and in uivo against M. 
tuberculosis, the most active being the diphe- 
nylthioureas with p-alkoxy groups in one or 
both the aromatic nuclei. Of these, thiocarlide 
(20) and thiambutosine (21) have been stud- 
ied clinically with disappointing results. Thi- 
arnbutosine was recommended for leprosy pa- 

- 

partial cross-resistance to antituberculous - 

thioureas. 
Its good activity in uitro and in uiuo, and the 

lack of cross-resistance to isoniazid and strep- 
tomycin, indicated the use of thioacetazone as 
a drug to combine with these drugs to delay 
bacterial resistance. 

5.1.3.4 Pharmacokinetics. Thioacetazone 
is well absorbed from the gastrointestinal 
tract (165). Oral administration of 150 mg of 
thioacetazone gives serum levels of 1.6 pg/mL 
at peak and of 0.2 pg/mL after 2 days. Large 
amounts of thioacetazone are excreted insthe 
urine, but there is not enough information on 
its metabolism. 

5.1.3.5 Adverse Effects. Despite relatively 
low toxicity in laboratory animals, thioaceta- 
zone has limitations in clinical use because of 
serious side effects (such as gastrointestinal 
disorders, liver damage, and anemia) when ad- 
ministered to humans at the initial proposed 
daily dose of 300 mg. A review of the side ef- 
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fects and efficacy of thioacetazone in relation 
to the dosage indicates that the drug has an 
activity comparable with that of PAS and an 
acceptable toxicity when administered at 
lower dosage (166). 

A dose of 300 mg of isoniazid plus 150 mg of 
thioacetazone is an inexpensive and accept- 
able combination for long-term therapeutic 
treatment after the initial treatment with 
three drugs. This schedule is used in develop- 
ing countries (167), although there are consid- 
erable differences in side effects among pa- 
tients from different geographic areas (168). 
The reported effectiveness in leprosy (169) 
notwithstanding, thioacetazone is of limited 
usefulness in the treatment of this disease be- 
cause of its side effects and the emergence of 
resistance of M. leprae to the drug. 

5.1.4 lsoniazid 
5.1.4.1 History. After the early report that 

nicotinamide possesses tuberculostatic activ- 
ity (170-171), several compounds related to it 
were examined. Attention was aimed at the 
isonicotinic acid derivatives, and in view of the 
already established antituberculous activity of 
thiosemicarbazones, the thiosemicarbazone of 
isonicotinyl aldehyde was prepared. When 
isonicotinyl hydrazide (isoniazid, 221, de- 
scribed in the chemical literature in 1912 
(172), was prepared as an intermediate in the 
synthesis of the aldehyde and tested, it proved 
to be a potent antitubercular agent in vitro 
and in vivo (173-175). 

5.1.4.2 SARs. The outstanding antituber- 
culous activity of isoniazid in experimental in- 
fections, confirmed by the clinical trials, stim- 
ulated the study of chemical modifications of 
this simple molecule. At least 100 analogs 
were prepared, but structural changes caused 
a reduction in or loss of activity. Among the 
modified forms that retained appreciable ac- 
tivity, the N2-alkyl derivatives should be men- 
tioned. In particular the N2-isopropyl deriva- 
tive (iproniazid, 23), was found to be active in 
vivo. Extensive clinical trials proved the ther- 
apeutic effectiveness of iproniazid and re- 
vealed its psychomotor stimulant effect, 
caused by the inhibition of monoamine oxi- 
dase (176). Use of iproniazid in the treatment 
of tuberculosis or of psychotic and neurotic 
depression was discontinued because of the 

CONHNRR' 
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hepatic toxicity of the drug. Although acetyl 
isoniazid is inactive, its hydrazones constitute 
a group of isoniazid congeners that have activ- 
ity of the same order of the parent compound. 
The activity of these compounds generally is 
related to the rate of their hydrolysis to the 
parent compound. Some hydrazones have 
been introduced into therapeutic use, such as . 
the 3,4-dimethoxybenzilidene (verazide, 24) 
and the 3-methoxy-4-hydroxy-benzilidene 
(phthivazid, 25) derivatives; however, their 
use is questionable, and products of this kind 
now have limited or no application. 

5.1.4.3 Activity and Mechanism of Action. 
Isoniazid has bacteriostatic and bactericidal 
activity in vitro against M. tuberculosis and 
also against strains resistant to other antimy- 
cobacterial drugs. The minimal inhibitory 
concentration for the human strain is about 
0.05 pg/mL. It acts on growing cells and not on 
resting cells and is also effective against intra- 
cellular bacilli. Its effect on the non-tubercu- 
lous mycobacteria is marginal or non-existent. 
Isoniazid is active in various models of exper- 
imental tuberculosis in animals. It shows lim- 
ited activity against M. leprae in the mouse 
footpad test (177), and it is essentially inactive 
in human leprosy (178). 

Resistance of M. tuberculosis to isoniazid 
develops rapidly if it is used alone in the treat- 
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ment of clinical infection and can be prevented 
or delayed by combination with other antimy- 
cobacterial agents. Resistance does not seem 
to be a problem when isoniazid is used alone in 
prophylaxis, probably because the bacillary 
load is low. It is recommended as a single drug 
in tuberculosis chemoprophylaxis, especially 
in household contacts and close associates of 
patients with isoniazid-sensitive tuberculosis. 

Several hypotheses have been put forward 
concerning the mechanism of action of isonia- 
zid, taking into account that the activity of 
this drug is very specific against mycobacteria 
at low concentrations. Investigations in this 
direction have indicated that the action of iso- 
niazid is on the biosynthetic pathway to the 
mycolic acids (179-180). Apparently, isonia- 
zid blocks the synthesis of fatty acids longer 
than C26 in chain length (181). 

Another hypothesis suggests that it is the 
isonicotinic acid the responsible for the inhib- 
itory effect of isoniazid on mycobacteria (182- 

184). Isoniazid is said to penetrate the cell, 
where it is hydrolyzed enzymatically to isoni- 
cotinic acid, which at the intracellular pH is 
nearly completely ionized and cannot return 
across the membrane and accumulates inside 
the cell. Isonicotinic acid is then quaternized 
and competes with nicotinic acid through the 
formation of an analog of the nicotinamide- 
adenine dinucleotide, which does not have the 
activity of the natural coenzyme. ~l terat ion of 
the metabolic functions of the cell follows, par- 
ticularly with respect to lipid metabolism. 

More recently it has been discovered that 
the activity of isoniazid results from a peroxi- 
dative reaction catalysed by a catalase-peroxi- 
dase, which is encoded by the kat G gene (185). 
In fact, clinical isolates of M. tuberculosis 
highly resistant to isoniazid lack kat G (186). 
The most common and potent mechanism of 
resistance to INH involves loss of Kat G activ- 
ity to prevent activation of the drug. The kat 
G-mediated oxidation of INH to a potent elec- 
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trophile proceeds at the expense of hydrogen 
peroxide, which acts as an electron sink for the 
reaction (187). The activated INH electrophile 
is then free to interact with any number of 
cellular nucleophiles poisoning the nicotin- 
amide biosynthetic pool. The discovery of a 
novel gene, inh A, may complete the under- 
standing of the mechanism of action of isonia- 
zid. The product of inh A has a certain analogy 
with the enterobacterial env M enzyme, which 
is associated with the biosynthesis of fatty ac- 
ids, phospholipids, and lipopolysaccharides 
(188). The inh A protein could be the primary 
target of action of isoniazid, but there is also 
the possibility that inh A requires NAD(H) as 
a coenzyme and that its activity can be af- 
fected by the incorporation of iso-NAD pro- 
duced by action of catalase-peroxidase on iso- 
niazid, leading to a block of the synthesis of 
mycolic acid and loss of acid fastness. It is still 
to be clarified the fact that inh A and kat G are 
also present in the non-tubercular mycobacte- 
ria naturally resistant to isoniazid. In M. tu- 
berculosis, the two genes are altered in isoni- 
azid resistant isolates (189). 

5.1.4.4 Pharmacokinetics. Isoniazid is 
readily absorbed from the gastrointestinal 
tract in humans. Peak serum levels of the or- 
der of 5 pg/mL are obtained 1-2 h after ad- 
ministration of a 5-mg/kg dose. After absorp- 
tion, isoniazid is well distributed in body fluids 
and tissues, including the cerebrospinal fluid, 
and penetrates into the macrophages. Isonia- 
zid is excreted mainly in the urine in un- 
changed form, together with various inactive 
metabolites: N-acetyl isoniazid (22a), mono- 
acetyl hydrazine (22b), diacetyl hydrazine 
(22c), isoniazid hydrazones of pyruvic acid 
(22d), and a-ketoglutaric acid (22e), isonico- 
tinic acid (220, and isonicotinylglycine (22g). 

The primary metabolic route that deter- 
mines the rate at which isoniazid is eliminated 
from the body is acetylation in the liver to 
acetyl isoniazid. There are large differences 
among individuals in the rate at which isonia- 
zid is acetylated. The acetylation rate of isoni- 
azid seems to be under genetic control (190- 
191), and individuals can be slow or rapid 
acetylators of the drug. The serum half-lives of 
isoniazid in a large number of subjects show a 
bimodal distribution; the isoniazid half-lives 
of rapid metabolizers range from 45 to 

110 min and those of slow metabolizers from 2 
to 4.5 h (192). The rate of acetylation seems to 
be conditioned by ethnic background. The pro- 
portion of slow acetylators varies from 10% 
among the Japanese and Eskimos to 60% 
among blacks and Caucasians. The isoniazid - 
acetylator status of tuberculosis patients 
treated with isoniazid-containing regimens 
seems to be relevant only for once-weekly 
treatments with the drug (193). 

5.1.4.5 Adverse Effects. Isoniazid is usu- 
ally well tolerated for a long period of treat- 
ment. Hepatic side effects consist of frequent 
subclinic asymptomatic enzyme abnormali- 
ties (increase of SGOT and bilirubin), which 
occasionally cause severe clinical hepatitis, es- 
pecially in patients with previous hepatobili- 
ary diseases and in alcoholics. The risk of hep- 
atitis is age-related, being very rare in 
children or young people. Neurological side ef- 
fects, such as peripheral neuritis, are rare at 
the daily dose of 5 mgtkg, but more frequent at 
doses of 10 mg/kg. Administration of pyridox- 
ine to patients receiving high doses of isonia- 
zid generally prevents neurological distur- 
bances. Other rare effects are at the GI level 
and moderate hypersensitivity reactions. 

5.1.5 Ethionamide 
5.1.5.1 History and SARs. As mentioned 

before, the discovery of isoniazid was the con- 
sequence of research based on the weak anti- 
tubercular activity of nicotinamide. This lead 
was pursued in various directions, and among 
the earliest modifications, thioisonicotin- 
amide (26) (194-196) seemed to have the in- 

triguing property of an i n  vivo efficacy supe- 
rior to that expected from the i n  vitro activity. 
The hypothesis that some metabolic product 



Antirnycobacterial Agents 

of the drug was responsible for the activity in 
vivo stimulated the synthesis as well the test- " 

ing of a series of potential thioisonicotinamide 
metabolites and various other derivatives. 
Among the latter, increased activity was ob- 
served for the 2-alkyl derivatives (197). 
2-ethyl thioisonicotinamide (ethionamide, 27) 
and the 2-n-propyl analog (prothionamide, 28) 
were selected for clinical use. Of these two 
drugs, ethionamide has been more extensively 
studied, although prothionamide seems to 
possess biological properties similar to it. 

5.1.5.2 Activity and Mechanism of Ac- 
tion. At concentrations around 0.6-2.5 ~g/mL, 
ethionamide is active in vitro against M. tuber- 
culosis strains, either sensitive or resistant to 
isoniazid, streptomycin, and p-aminosalicylic 
acid. It also shows activity against other my- 
cobacteria, especially M. kansasii. Adminis- 
tered orally, ethionamide is effective in the 
treatment of experimental tuberculosis in an- 
imals. Although activity against M. leprae in 
animal infections has been reported, ethion- 
amide is rarely used in the therapeutic treat- 
ment of leprosy. Bacterial resistance develops 
quickly when ethionamide is given alone; 
therefore, it is used in combination with other 
antimycobacterial drugs. 

The antibacterial action of ethionamide 
seems to be caused by an inhibitory effect on 
mycolic acid synthesis, with a concomitant ef- 
fect on nonmycolic acid-bound lipids (198). 
This pattern is like that shown by isoniazid. 
However, other studies indicate that ethio- 
namide disturbs the synthesis of mycolic acid 
in both resistant and susceptible mycobacte- 
ria, whereas isoniazid inhibits the synthesis of 
all kinds of mycolic acid in the same way in all 
susceptible strains and has no effect on my- 
colic acid synthesis in resistant strains (199). 
On the other hand. a missense mutation 
within the mycobacterial inh A gene was 
shown to confer resistance to both isoniazid 
and ethionamide in M. smegmatis and M. bo- 
vis (188). 

5.1.5.3 Pharmacokinetics. In case of tuber- 
culosis, ethionamide is given orally at doses 
varying from 125 mg to a maximum of 1 g 
daily. It is rapidly absorbed and widely distrib- 
uted in the body tissues and fluids, including 
the CSF. It has a short half-life and is rapidly 
excreted in the urine, but only a minor per- 

centage is in the form of unaltered product. A 
series of metabolites has been found in the 
urine: the active sulfoxide, the 2-ethyl isonico- 
tinic acid and amide, and the corresponding 
dihydropyridine derivatives (200). 

5.1.5.4 Adverse Effects. GI side effects, 
sometimes very severe, are common and con- 
stitute the major cause for discontinuation of 
the treatment with ethionamide. Neurotoxic- 
ity with manifestations of mental distur- 
bances is also relatively frequent during the 
treatment with ethionamide. 

5.1.6 Pyrazinamide 
5.1.6.1 History. In studies of chemical 

modifications of the nicotinamide structure, 
other heterocyclic nuclei have been investi- 
gated, and the 2-carboxamidopyrazine (pyra- 
zinamide, 29) was synthesized and tested for 

antituberculous activity (201-203). The in 
vitro activity of pyrazinamide against M. tu- 
berculosis was found to be negligible at neu- 
tral pH and of the order of 5-20 ~ g l m L  at pH 
5.5. The best activity of pyrazinamide is 
against intracellular mycobacteria in mono- 
cytes, probably because of the low intracellu- 
lar pH, which favors its activity. 

5.1.6.2 SARs. Compounds with other sub- 
stitutions on the pyrazine nucleus or other 
carboxamido heterocycles were found to be in- 
active or less active than pyrazinamide. The 
only active analog developed because of its po- 
tential superiority over pyrazinamide was 
morphazinamide (N-morpholinomethylamide 
of pyrazinoic acid, 30) (204). Interest in this 
drug ceased when it was ascertained that the 
activity and toxicity parallel those of pyrazin- 
amide, to which morphazinamide is converted 
in vivo (205). Some pyrazinoic acid esters 
(206) and some N-pyrazinylthyoureas (207) 
were found to be more active in vitro against 
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M. tuberculosis than pyrazinamide, but no 
data in vivo have been reported. 

5.1.6.3 Activity and Mechanism of Action. 
The activity of pyrazinamide against intra- 
cellular mycobacteria parallels the fact that 
pyrazinamide is inactive in guinea pig tuber- 
culosis, predominantly extracellular, and very 
active in murine tuberculosis, which has an 
important intracellular component. Apart 
from these observations, the mechanism of 
action of pyrazinamide remains unknown. Ac- 
cording to some authors, the activity of pyra- 
zinamide is caused by its intracellular con- 
version into pyrazinoic acid (208), but the 
mechanism of action of the latter is unknown. 
Recently, the genepncA, encoding the pyrazin- 
amidase (PZase) of M. tuberculosis has been 
identified (209); mutations inpncA have been 
shown to be associated with pyrazinamide 
resistance. Recent studies suggest that the 
mutations found in pncA occur preferentially 
in conserved regions of pncA that might be 
very important for the binding and processing 
of PZA (210). Recent work has revealed that 
the target of pyrazinamide is the eukaryotic- 
like fatty acid sinthetase 1 (FAS-1) ofM. tuber- 
culosis (211). 

Pyrazinamide was introduced in therapy in 
1952 for the treatment of tuberculosis. After a 
period of declining use, a renewed interest has 
been shown on this drug for its potential role 
in the short-course chemotherapy regimens. 
Because of its bactericidal effect on the intra- 
cellular mycobacteria, pyrazinamide is recom- 
mended especially in the first 2 months of 
treatment of tuberculosis in combination with 

ages are 20-35 mgkg given orally in three or 
four equally spaced doses. 

5.1.6.4 Pharmacokinetics. Pyrazinamide 
(29a) is well absorbed from the gastrointesti- 
nal tract. Peak serum concentrations occur 
about 2 h after a dose by mouth and have been 
reported to be about 35 pg/mL after 1.5 g, and 
66 pg/mL after 3 g. Pyrazinamide is widely 
distributed in body fluids and tissues and dif- 
fuses into the CSF. The half-life time has been 
reported to be about 9-10 h. It is metabolized 
primarily in the liver by hydrolysis to the ma- 
jor active metabolite pyrazinoic acid (29a) 
which is subsequently converted into the ma- 
jor excretory product 5-hydroxypyrazinoic 
acid (29b) and pyrazinuric acid ( 2 9 ~ ) .  It is ex- 
creted through the kidney mainly by glomer- 
ular filtration. About 70% of a dose appears in 
the urine within 24 h, mainly as metabolites 
and 4-14% as unchanged drug. 

5.1.6.5 Adverse Effects. Hepatotoxicity is 
the most common and serious side effect of 
pyrazinamide and is related with the dose and 
length of treatment. Liver functions should be 
checked before the administration of the drug 
and at frequent intervals during the therapy. 
Another side effect observed with pyrazin- 
amide is arthralgia, caused by elevation of 
plasma uric acid levels. 

5.1.7 Clofazimine 
5.1.7.1 History. Clofazimine belongs to a 

peculiar class of phenazines called rimino- 
phenazines. Studies on these compounds de- 
rived from the original observation that treat- 
ing a solution of 2-aminodiphenylamine with 

rifampicin and isoniazid. The usual daily dos- ferric chloride produced a red crystalline pre- 
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cipitate that completely inhibited the growth 
of tubercle bacilli H37Rv strain in vitro and 
was not inactivated by human serum (212- 
214). The in vivo activity was moderate and 
the toxicity low. Such a compound, named 
B-283 (31), was the leading structure for a se- 

can be transferred from a respiratory enzyme 
to clofazimine (214). Its action has been also 
related to iron chelation, with resulting pro- 
duction of nascent oxygen radicals intracellu- 
larly (218). 

In the treatment of murine tuberculosis. 

ries of riminophenazines, which are alkyl or 
arylimino derivatives. Among the first com- 
pounds synthesized, B-663, later named clofa- 
zimine (32), was the most active (215,216). 

5.1.7.2 Activity and Mechanism of Action. 
Clofazimine has an in vitro inhibitory activity 
against M. tuberculosis a t  concentrations of 
0.1-0.5 pglmL. Strains resistant to isoniazid, 
and/or streptomycin, PAS, and thioacetazone, 
are susceptible to the drug. Some MOTT are 
also susceptible to this compound. Minimal in- 
hibitory concentrations for M. avium complex 
(MAC) are 0.125-1 pg/mL (217). This activity 
has rendered the drug eligible for the treat- 
ment of infections caused by this organism. 

Clofazimine is not only bacteriostatic, but 
also bactericidal (but the latter action is rather 
slow) and only on multiplying mycobacteria. 
The mechanism of action of riminophenazines 
has not been elucidated, mainly because of the " 

low solubility of these compounds in aqueous 
media. The activity seems to be correlated 
with thep-quinoid system; in fact, when this is 
removed by reductive acylation, activity disap- 
pears. The mycobacteria under anaerobic con- 
ditions reduce the quinoid system. It has been 
shown that 20% of the respiratory hydrogen 

clofazimine was found to be very active, but 
much higher doses were necessary to achieve a 
therapeutic effect in guinea pigs and monkeys. 
Trials in chronic human pulmonary tubercu- 
losis indicated that clofazimine had no signif- 
icant effect on the disease at doses up to 
10 mgtkg. In experimental infections with my- 
cobacteria, clofazimine was found to be much 
more active than isoniazid against M. kansasii 
(219). Other studies have shown that clofazi- 
mine is also active in experimental infections 
with M. johnei (220), M. ulcerans (2211, M. 
lepraemurium (222,2231, and M. leprae (224- 
231). In particular, M. leprae seems to be 
about 10 times more susceptible to clofazi- 
mine than M. tuberculosis (177). The marked 
activity against leprosy was confirmed in clin- 
ical trials (224-230). Generally speaking, the 
activity of clofazimine is similar to that of 
dapsone. Dapsone-resistant mutants are sus- 
ceptible to clofazimine. During treatment of 
lepromatous leprosy with clofazimine, the 
characteristic inflammatory reaction ery- 
thema nodosum leprosum (ENL) seldom de- 
velops; if clofazimine is combined with dap- 
sone, the latter agent no longer causes ENL. 
This makes the concurrent use of corticoste- 
roids unnecessary. It was suggested that clo- 
fazimine would have a corticosteroids like an- 
ti-inflammatory action (231). In a dye- 
hyaluronidase spreading test, clofazimine had 
a hyaluronidase inhibitory effect, after a sin- 
gle oral administration of 100-200 mg in hu- 
mans (232). In agreement with these results, 
it was found that clofazimine (50-100 mglkg 
per day) inhibited rat adjuvant arthritis and 
the inflammatory paw swelling following an 
adjuvant injection (233). It did not inhibit the 
primary antibody response to sheep erythro- 
cytes or the tuberculin skin response. Thus 
clofazimine seems to have anti-inflammatory 
but not immunosuppressive activity. 

5.1.7.3 Pharmacokinetics. Clofazimine is 
an effective alternative drug in the therapy of 
leprosy. It is most active when administered 
twice weekly or daily, but can be administered 
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at monthly intervals as well, permitting mon- 
itoring of the treatment. The daily dose should 
not exceed 100 mg. Clofazimine has a peculiar 
pharmacokinetic pattern, characterized by 
slow absorption, low blood concentration, and 
extremely slow excretion. All riminophena- 
zines are soluble in fats, and in micronized 
form, are well absorbed by the intestine. Rim- 
inophenazines, once absorbed by the intes- 
tine, are carried by lipoproteins in the blood 
and ingested by macrophages. After continued 
oral administration, the macrophages appear 

1 as red-orange phagosomes. Therefore, the 
compounds have a diffusion that is mainly in- e tracellular. They are stored in the body for a 
long time, and this confers some prophylactic 
action on them (219). 

5.1.7.4 SARs. To obtain compounds with 
better pharmacodynamic and pharmacoki- 
netic properties, which would be more useful 
than clofazimine in the treatment of mycobac- 
terial infections, a number of riminophena- 
zines were prepared and tested. All the deriv- 
atives with hydrophilic groups are either less 
active or inactive. Compound B-1912 (33) was 
selected for further investigation because it 
showed higher serum levels and lower tissues 
levels (except than in lipids) than clofazimine. 
In Jf. leprae infections experimentally in- 
duced in mice, it was shown that clofazimine 
and B-1912 have the same activity (234). 
Newer riminophenazines, such as B746 and 
B4157, showed increased antimycobacterial 
activity and produced less skin pigmentation, 
which is the main drawback of this group of 
compounds, and both need further investiga- 
tion (235). 

5.1.7.5 Adverse Reactions. In laboratory 
animals, clofazimine has low acute and sub- 
acute toxicity (236). In clinical use, treatment 
with clofazimine is not accompanied by rele- 
vant toxicity. The main and sometimes unac- 
ceptable side effect is a red-purple coloration 
of skin, particularly within skin lesions (231). 
Gastrointestinal intolerance may also occur. 

5.1.8 Ethambutol 
5.1.8.1 History. Extensive studies of the 

chemical and biological properties of com- 
pounds related to alkylenediamine were car- 
ried out after the discovery, during the screen- 
ing of randomly selected compounds, of the 

antimycobacterial activity of N,N1-diisopropy- 
lethylenediamine (34) (237, 238). This com- 

(35) R = CHCzH5 
I 
CHzOH 

(36) R = CHC2H5 
I 
CHO 

(37) R = CHC2H5 
I 
COOH 

pound was found to be active both in vitro and 
in vivo, with a therapeutic index of the same 
order of streptomycin. 

5.1.8.2 SA Rs. Chemical modifications of 
the compound (341, attempted with the aim of 
obtaining the product with the highest thera- 
peutic index, gave indications of the structural 
requirements for antimycobacterial activity. 
More relevant are the following: the presence 
of two basic amine centers, the distance be- 
tween the two carbons, and the presence of a 
simple, small branched alkyl group on each . 
nitrogen. A correlation between metal chela- 
tion of compounds of this structure and anti- 
mycobacterial activity suggested the use of 
synthesizing products with hydroxy substitu- 
tion of the N-alkyl groups as more effective 
metal chelators and possibly more active anti- 
mycobacterial agents The most active of these 
derivatives was the dextro isomer of N,N1 -bis- 
(1-hydroxy-2-buty1)ethylenediamine (etham- 
butol, 35). The meso isomer is less active and 
the levo almost inactive. Furthermore, hy- 
droxy substitution on other alkyl groups (iso- 
propyl, t-butyl) or in other positions of the bu- 
tyl group gave inactive products. These data 
seem in contrast with the working hypothesis 
of a correlation between metal chelation and 
antimycobacterial activity. Various other 
modifications of the structure of ethambutol 
gave inactive products, with a few exceptions. 
The OCH,, OC,H,, and HNCH, derivatives 
have the same activity in vivo as the parent 
compound because dealkylation occur in the 
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body. In addition, the monohydroxy unsym- 
metrical analog has activity equal to ethambu- 
to1 but is more toxic. 

5.1.8.3 Activity and Mechanism of Action. 
Ethambutol inhibits in vitro the growth of 
most of the human strains of M. tuberculosis 
at concentrations around 1 pg/mL. Strains re- 
sistant to other antimycobacterial agents are 
just as sensitive to ethambutol. Among the 
other mycobacteria, M. bovis, M. kansasii, and 
M. marinum are usually susceptible. The 
MICs for M. avium intracellulare range be- 
tween 0.95 and 15 pg/mL; 63% of strains is 
inhibited by 1.9 pg/mL or less (239, 240). 
Ethambutol is not active in the experimental 
mouse infection with M. leprae (177) and is 
not used in the treatment of human leprosy. 
The efficacy of ethambutol against M. tubercu- 
losis in vivo was proved in various experimen- 
tal models in animals and confirmed in the 
clinical trials in human tuberculosis. 

The effect of ethambutol on mycobacteria 
is primarily bacteriostatic, with a maximum 
inhibitory effect at neutral pH. The primary 
mechanism of action is not understood. The 
growth inhibition by ethambutol is largely in- 
dependent of concentration, being more re- 
lated to the time of exposure. It seems that 
most of ethambutol taken up by mycobacteria 
has not direct role in growth inhibition, and 
there is no information on the subcellular 
components responsible for critical ethambu- 
to1 binding (241,242). Treatment of mycobac- 
teria with ethambutol results in inhibition of 
protein and DNA synthesis, and it was pro- 
posed that ethambutol interferes with the 
role of polyamines and divalent cations in ri- 
bonucleic acid metabolism (243-245). Other 
authors have found an inhibitory effect of 
ethambutol on phosphorylation of specific 
compounds of intermediary metabolism, un- 
der conditions of endogenous respiration 
(246). Other proposed that primary sites of 
inhibition include arabinogalactan biosynthe- 
sis (247) and glucose metabolism (248). How- 
ever, further studies are necessary to clarify 
the primary action of the drug. 

5.1.8.4 Pharmacokinetics. In current ther- 
apeutic use, the drug is administered orally at 
daily doses of 15-25 mgkg, in combination 
with other antitubercular agents, to prevent 
emergence of resistant strains (249,250). The 

drug is well absorbed from the gastrointesti- 
nal tract. Except for the cerebrospinal fluid, it 
is widely distributed to most tissues and fluids. 
About one-half the ingested dose is excreted as 
active drug in the urine, where there are also 
minor quantities of two inactive metabolites: 
the dialdehyde (36) and the dicarboxylic acid 
(37) derivatives (251, 252). 

5.1.8.5 Adverse Effects. Ethambutol is 
rather well tolerated. The main side effect of 
concern is ocular toxicity, consisting of retro- 
bulbar neuritis with various symptoms, in- 
cluding reduced visual acuity, constriction of 
visual fields, and color blindness. Ocular tox- 
icity seems to be dose-related (253). At a daily 
dose of 25 mgkg, visual impairment occurs in 
about 3% of patients, rising to 20% at doses 
higher than 30 mgkg per day. 

5.2 Antibiotics 

5.2.1 Streptomycin 
5.2.1.1 History. Streptomycin was discov- 

ered in 1944 as a fermentation product of 
Streptomyces griseus (254). It belongs to the 
family of aminoglycoside antibiotics, which in- 
cludes kanamycin, gentamicin, neomycin, 
amikacin, nebramycin, paromomycin, ribosta- 
mycin, tobramycin, sisomicin, dibekgcin, 
netilmicin, kasugamycin, and spectinomycin. 
In terms of chemical structure, they are arni- 
nocyclitols (cyclohexane with hydroxyl and 
amino or guanidino substituents) with glyco- 
syl substituents at one or more hydroxyl 
groups. Streptomycin is an N-methyl-L-glu- 
cosaminidostreptosidostreptidine made up of 
three components: streptidine, streptose, and 
N-methyl-L-glucosamine (38). The intact mol- 
ecule is necessary for antibacterial action. 

Mannosidostreptomycin (39) is another 
antibiotic, produced together with streptomy- 
cin by S. griseus, which has not found clinical 
application because it is less active than strep- 
tomycin itself. Hydroxystreptomycin (40), 
produced by S. griseocarneus, has biological 
properties similar to those of streptomycin, 
with no advantages over it. 

5.2.1.2 SARs. In the attempt to improve 
activity andlor decrease toxicity of streptomy- 
cin, some chemical modifications have been 
performed (e.g., on aldehyde or guanidino 
functions), which yielded generally less active 



5 Current Drugs on the Market 

products. One chemical derivative of strepto- 
mycin, dihydrostreptomycin (41), obtained by 
catalytic hydrogenation of the carbonyl group 
of streptose, has almost the same antibacterial 
activity of the parent compound and investi- 
gators hoped that it would differ from the par- 
ent in having lower toxicity. Later clinical ex- 
perience did not confirm this hope. 

5.2.1.3 Activity and Mechanism of Action. 
Streptomycin is both bacteriostatic and bacte- 
ricidal for the tubercle bacillus in vitro, 
according to the concentration of the antibi- 
otic. Concentrations of streptomycin around 
1 pg/mL inhibit the growth of M. tuberculosis 
H37Rv. NTM are not susceptible to strepto- 
mycin. The antibacterial activity of strepto- 
mycin is not restricted to M. tuberculosis but 
includes a variety of Gram-positive and Gram- 

negative bacteria. The most important clinical 
use of streptomycin is in the therapy of tuber- 
culosis and it was the first really effective drug 
for this disease. Its importance declined after 
the introduction of other powerful oral antitu- 
berculous agents. Since the introduction of 
other broad-spectrum antibiotics, the use of 
streptomycin in the treatment of infections is 
limited to diseases in which other alternatives 
are lacking and the sensitivity of the infecting 
organism indicates the choice and eventually 
the use of this drug in combination with other 
antibiotics. Thus, it is still a drug of first choice 
for enterococcal endocarditis (in combination 
with penicillin or ampicillin), in brucellosis (in 
combination with tetracycline), in plague, and 
in tularemia. 

The investigation on the mechanism of ac- 
tion of streptomycin has involved a number of 
elegant studies in microbiological chemistry 
and molecular biology that have led to a suc- 
cession of hypotheses and to a continuous in- 
crease in knowledge not only of the mode of 
action of the antibiotic but also of the biology 
of the bacteria. After a series of preliminary 
hypotheses, it was finally ascertained that the 
drug is a specific inhibitor of protein biosyn- 
thesis in intact bacteria (255, 256). The ribo- 
some, and particularly its 30s subunit, is the 
site of action of the antibiotic (257, 258), and . 
after careful disassemble of 30s ribosomes, a 
protein designated PI0 was determined to be 
the genetic locus responsible for the pheno- 
typic expression of sensitivity and resistance 
and dependence on streptomycin (259). The 
antibiotic induces a misreading of the genetic 
code, demonstrated through studies of the er- 
roneous incorporation of amino acids in cell- 
free ribosome systems (260). It was deduced 
that the misreading in vivo was the cause of 
the bactericidal effect of streptomycin, be- 
cause it resulted in "flooding the cell" with 
erroneous, non-functional proteins. However, 
it was subsequently demonstrated that this 
could not be the case because in the intact 
bacteria the antibiotic inhibits the synthesis of 
proteins (261). The ultimate mode by which 
streptomycin exerts its bactericidal activity is 
not yet clear. Two hypotheses have been put 
forward: one suggesting that streptomycin 
specifically inhibits initiation of protein syn- 
thesis (262) (this is supported by the involve- 
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ment of protein P10, the site of action of strep- 
tomycin, in the initiation reaction) and the 
other suggesting that it inhibits peptide chain 
elongation, that is, the synthesis of peptide 
bonds at any time during the growth of the 
peptide chain (263,264). As noted before, sen- 
sitivity and resistance to and dependence on 
streptomycin all seem to be expressed in the 
ribosome and apparently are multiple alleles 
of a single genetic locus. Streptomycin-resis- 
tant mutant cells arise spontaneously in a bac- 
terial culture, with a frequency of the order 
1 - lop6 (265). 

In the phenomenon of streptomycin depen- 
dence, bacteria require streptomycin to grow; 
these bacteria also arise by spontaneous mu- 
tation (266), and the mechanism of their be- 
havior is also related to the reading of codons. 
This can be done correctly only in the presence 
of streptomycin, which overcomes an undis- 
criminating restriction (caused by mutation), 
leading to a mutant in which the ribosomal 
screen does not allow normal translation for 
growth (261-267). In addition, resistance to 
streptomycin can be transferred by means of 
R-factors or plasmids, namely, by extra-chro- 
mosomal DNA carrying multiple antibiotic re- 
sistance (268). 

The mode of transmission of resistance is 
particularly frequent among enterobacteria. 
Enzymatic inactivation is a frequent cause of 
resistance to streptomycin in eubacteria. The 
aminoglycoside-inactivating enzymes are phos- 
photransferases, acetyl-transferases, and ade- 
nyl-transferases. Because they act by inacti- 
vating a chemical group that is common to 
different aminoglycosides, bacterial strains 
that produce only one of them can be resistant 
to all aminoglycosides possessing the same 
chemical group (cross-resistance). Streptomy- 
cin can be inactivated by some streptomycin- 
adenyltransferase and streptomycin-phospho- 
transferase, which usually do not affect other 
aminoglycosides except spectinomycin (172). 

In mycobacteria, mutations in the rpsL 
gene, which encodes the ribosomal protein 
S12 have been shown to confer resistance to 
streptomycin. Analysis of the primary struc- 
ture of the ribosomal motein S12 in M. tuber- - 
culosis has revealed that mutations in the 
gene replacing Lys43 or Lysa8 by arginine are 
frequently associated with resistance to strep- 

tomycin (269-272). A second type of mutation 
conferring resistance has been identified in 
streptomycin-resistant strains of M. tubercu- 
losis that have a wild-type rpsL gene. These 
strains have point mutations in the 16s rRNA 
clustered in two regions around nucleotides 
530 and 915 (273,274). In those isolates with a 
wild-type 16s rRNA and rpsL gene, other 
mechanism of drug resistance can be hypoth- 
esized, such as modifications of other compo- 
nents of the ribosome or alteration in cellular 
permeability. 

5.2.1.4 Pharmacokinefics. Streptomycin, 
like all other aminoglycoside antibiotics, is not 
absorbed from the gastrointestinal tract, and 
therefore, it must be administered parenter- 
ally. Serum peak levels are reached in 1-2 h, 
and the values are 9-15 pg/mL after adminis- 
tration of 1 g. Its half-life is 2-3 h. The serum 
protein binding of streptomycin is 25-35% 
(275). Streptomycin diffuses slowly into the 
pleura and better into the peritoneal, pericar- 
dial, and synovial fluids. It does not penetrate 
into spinal fluid, unless the meninges are in- 
flamed. Urinary elimination is rapid, and 70% 
of the drug is excreted in unmodified form in 
the first 24 h. 

5.2.1.5 Adverse Effects. The most impor- 
tant toxic effects of streptomycin involve the 
peripheral and central nervous system. The 
eighth cranial nerve is the most frequently in- 
jured by prolonged administration of strepto- 
mycin, especially in its vestibular portion, 
causing equilibrium disturbances to appear. 
Treatment with 2-3 g/day for 2-4 months 
produces this type of side effect in about 75% 
of patients, but the incidence is much less at 
doses of 1 g/day. Other side effects are hyper- 
sensitivity reactions and renal damage. 

5.2.2 Kanamycin 
5.2.2.1 History. Another aminoglycoside 

antibiotic, used in the therapy of tuberculosis 
and named kanamycin, was isolated in 1957 as 
a fermentation product of Streptomyces kana- 
myceticus. It consists of three components: 
kanamycin A, B, and C (42-44). Kanamycin A 
(42) is the largest part of the mixture (98%). 
Structural studies indicated that the molecule 
contains deoxystreptamine (instead of the 
streptidine present in the streptomycin mole- 
cule) and two amino sugars: kanosamine and 
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6-glucosamine. It is water soluble and stable 
at both acid and basic pH as well as at high 
temperature. 

5.2.2.2 Activity and Mechanism of Action. 
Kanamycin has a quite broad spectrum of ac- 
tivity, including Gram-positive cocci and 
Gram-negative bacteria, as well as M. tubercu- 
losis and some other mycobacteria. Its activity 
against M. tuberculosis is weaker than that of 
streptomycin (276). The bactericidal concen- 
trations are close to the bacteriostatic ones, 
but they are hard to achieve in vivo (277). 
Kanamycin is used in therapy of infections 
caused by penicillin-resistant Staphylococcus 
aureus (now less frequently used because the 
availability of penicillinase-resistant penicil- 
lins and other antistaphylococcal antibiotics) 
or by Gram-negative bacilli, such as E. coli, 
Klebsiella, Enterobacter, and Proteus. It has 
no activity against Pseudomonas. It has been 
used in the therapy of tuberculosis, in combi- 
nation with other antituberculous drugs. The 
common dose is 15 mgkg per day, but a total 
dose of 1.5 g must not be exceeded. 

The mechanism of action of kanamycin is 
similar to that of streptomycin, because it pro- 
duces a misreading of the genetic code, inter- 
acting with 30s ribosomal subunit in more 
than one site (whereas streptomycin is bound 

only to one site), and inhibits protein synthe- 
sis (278-280). All aminoglycoside antibiotics 
that contain a 2-deoxystreptamine moiety 
cause miscoding. Kanamycin, like streptomy- 
cin and other aminoglycosides, blocks both the 
initiation and elongation of peptide chains. 
This mechanism was confirmed in mycobacte- 
ria. In vitro studies on cell-free preparations of 
M. bovis have shown that kanamycin inhibits 
polypeptide synthesis, followed by breakdown 
of polysomes and detachment of mRNA (281). 
A kanamycin-induced increase in 14C-isoleu- 
cine incorporation by poly-U-directed ribo- 
somes indicated a misreading of the genetic 
code, but this did not seem to be directly re- 
lated to the bactericidal action of the anti- 
biotic. 

Resistance to kanamycin can be acquired in 
vitro in a stepwise fashion by kubculturing 
bacteria in increasing concentrations of anti- 
biotic. In addition to chromosomal resistance, 
resistance to kanamycin can be acquired by 
conjugation, through the transfer of extra- 
chromosomal DNA, the so-called R-factors or 
plasmids, and coding aminoglycoside-inacti- 
vating enzymes (phosphotransferases, acetyl- 
transferases, and nucleotidyltransferases). 
Kanamycin A can be inactivated by neomycin- 
kanamycin phosphotransferases I and 11, 
kanamycin acetyltransferase, and gentamicin . 
adenyltransferase. Cross-resistance will ap- 
pear to any other aminoglycoside antibiotic 
that may be inactivated by the same enzyme 
(269). Cross-resistance is total with neomycin 
and paromomycin. With streptomycin, a "one- 
way resistance" is observed, namely strains 
resistant to kanamycin and neomycin are usu- 
ally resistant to streptomycin, whereas strep- 
tomycin-resistant strains are usually suscep- 
tible to kanamycin and gentamicin. It has 
been suggested that this is caused by different 
sites of action of the antibiotics on the ribo- 
somes (282). Thus, in therapy, it is advisable 
to administer streptomycin before kanamycin. 

5.2.2.3 Pharmacokinetics. From a ~harma-  
A 

cokinetic point of view, kanamycin behaves 
similarly to the other aminoglycosides: it is 
not absorbed when given by the oral route, but 
it is rapidly absorbed after intramuscolar ad- 
ministration, reaching high peak serum levels 
2-3 h after administration (283). There is al- 
most no serum protein binding (275). Diffu- 
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sion into cerebrospinal fluid is poor when me- 
ninges are normal but increases when they are 
inflamed. Kanamycin diffuses quite well into 
pleural, peritoneal, synovial, and ascitic fluids 
(284-285), but poorly into bile, feces, amniotic 
fluid, and so on. It is excreted by the kidney, 
mainly by glomerular filtration (50-80%) and 
in unmodified form. 

5.2.2.4 Adverse Effects. Drawbacks to the 
use of kanamycin are its ototoxicity and neph- 
rotoxicity (286). Cochlear and vestibular func- 
tions are damaged in about 5% of patients, but 
the percentage increases proportionally to the 
total dose administered. Thus, in prolonged 
treatments, as in the case of tuberculosis, pa- 
tients must be closely followed. Nephrotoxic- 
ity can be prevented if dosage to patients with 
impaired renal function is reduced in accord 
with the decrease in creatinine clearance or 
the increase in creatininemia (284). Kanamy- 
cin can produce neurotoxicity, with curare- 
like effects caused by neuromuscular block- 
ade. 

5.2.3 Amikacin 
5.2.3.1 History. Amikacin (45) is a semi- 

synthetic analog of kanamycin, in which the 
C-1 aminogroup is amidated with a 2-hydroxy- 
4-amino-butirric acid moiety. The synthesis of 
amikacin was suggested by the observation 
that butirosin B (an antibiotic produced by B. 
circulans differing from ribostamycin only in 
having an a-hydroxy- y-aminobutyric acid sub- 
stituent on the amine in position 1 of 2-deox- 
ystreptamine) was active against Pseudomo- 
nus and other inactivating strains, unlike 
ribostamycin. The different aminoglycosides 
obtained by acylation with a-hydroxy-~-ami- 
nobutyric acid were found to be insensitive to 
the enzymes phosphorylating the oxygen in 
position 3', to those acylating the nitrogen in 
position 3, and to those determining the nucle- 
otide attachment to the oxygen in position 2. 

5.2.3.2 Activity. Amikacin, the derivative 
obtained by acylating the nitrogen on C-1 of 
kanamycin A with a-hydroxy- y- aminobutyric 
acid, is the aminoglycoside with the broadest 
spectrum of activity and can be used especially 
in cases of infections caused by bacteria resis- 
tant to other aminoglycosides. In fact, amika- 
cin is not inactivated by many of the R-factor 
mediated enzymes that attack kanamycin. In 

particular, useful activity against Pseudomo- 
nus aeruginosa results. In in vitro and animal 
trials, amikacin is among the most active, if 
not the most active, aminoglycoside against 
M. tuberculosis (287). 

Amikacin is not used for the initial treat- 
ment of susceptible tuberculosis, mainly be- 
cause of its cost, but it seems to have merit as 
an alternative drug for the retreatment of re- 
sistant M. tuberculosis infections. Amikacin 
seems to have a role in the treatment of NTM 
infections, especially if the infections are 
caused by rapidly growing mycobacteria (M. 
fortuitum and M. chelonae) (288). It is one of 
the most bactericidal agent against M. avium 
complex both in vitro and in beige mouse mod- 
els (289-290).. In some clinical studies with 
AIDS patients, M. avium intracellulare com- 
plex bacteremia was cleared by combination of 
amikacin with other drugs (clarithromycin 
and ciprofloxacin) (291). 

5.2.4 Viomycin and Capreomycin 
5.2.4.1 History. Viomycin and capreomy- 

cin are two structurally similar polypeptide 
antibiotics. Viomycin (46) was discovered in- 
dependently by two groups of investigators in 
1951 (292, 293) from an actinomyces named 
Streptomyceus puniceus by one group and S. 
floridae by the other. Capreomycin ia a 
polypeptide complex isolated in 1960 from 
Streptomyces capreolus (294) and the struc- 
ture of the same components of the complex 
(47) indicated its similarity with viomycin. 

5.2.4.2 Activity and Mechanism of Action. 
Viomycin is relatively more active against the 
mycobacteria than against other bacteria. It 
inhibits protein synthesis (295) but has little 
or no miscoding activity (279). Viomycin-resis- 
tant mutants isolated from M. smegmatis 
have altered ribosomes (296): one of these mu- 
tants had altered 50s subunits and others 
have 30s subunits. The genetic locus for vio- 
mycin-capreomycin resistance (vic locus) in 
M. smegmatis consisted of two groups: vie A 
and vic B. It is likely that alterations in the 
30s subunit conferred by vic B and alterations 
in the 50s subunit conferred by vic A interact 
in response to viomycin (297). There is a 
one-way cross-resistance with kanamycin: 
viomycin-resistant strains may retain their 
susceptibility to kanamycin, but kanamycin- 
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resistant strains are also resistant to vio- 
mycin. It is interesting to note that in M. 
smegmatis, the genetic locus for neomycin- 
kanamycin resistance (nek locus) is not linked 
to str locus (for streptomycin resistance) as in 
E. coli but is linked to vic locus (297). 

Capreomycin is active only against M. tu- 
berculosis and some other mycobacteria, par- 
ticularly M. kansasii. Cross-resistance to 
kanamycin, neomycin, and viomycin has been 
described, and a phenomenon of partial "one- 
way resistance" to kanamycin has been dem- 
onstrated. Capreomycin-resistant strains are 

not always fully resistant to kanamycin, but 
kanarnycin-resistant strains are always resis- 
tant to capreomycin. 

5.2.4.3 Pharmacokinetics. This type of an- 
tibiotics behaves like the aminoglycosides. 
They are not absorbed by the gastrointestinal 
tract. Peak serum concentrations of capreo- 
mycin are achieved 1-2 h after intramuscular 
administration of 1 g of the drug. The half-life 
is 3- 6 h. The drug is eliminated unchanged in 
the urine. 

5.2.4.4 Adverse Reactions. Side effects pro- 
duced by viomycin are severe and frequent. 
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Vestibular and auditory impairment, renal 
damage, and disturbance in the electrolyte 
balance have a high incidence during viomycin 
therapy. For these reasons the drug is now 
seldom used. 

Renal damage is the most consistent and 
significant toxic effect of capreomycin, which 
is also potentially toxic to the eighth cranial 
nerve. Capreomycin is usually reserved for re- 
treatment regimens, when the primary anti- 
tuberculous drugs cannot be used because of 
toxicity or the presence of resistant bacilli. 

5.2.5 Cycloserine 
5.2.5.1 History. D-Cycloserine was isolated 

in 1955 independently by several groups of 
workers from cultures of Streptomyces gary- 
phalus, S. orchidaceus, and S. lavendulae 
(298-300). On the basis of degradation studies 
and physicochemical properties, the structure 
of D-4-amino-3-isoxazolidone (48) was as- 

signed to this antibiotic (301, 302). The struc- 
ture was confirmed by synthesis (303), and 
various methods of preparation have been re- 
ported subsequently, which have also been 
used to prepare L-cycloserine from L-serine. 

5.2.5.2 SARs. No improvement on the anti- 
bacterial activity of D-cycloserine was obtained 
through chemical variation of its structure. 
Only the synthetic L-cycloserine possesses some 
antibacterial activity, but probably with a dif- 
ferent mechanism of action. 

5.2.5.3 Activity and Mechanism of Action. 
Cycloserine inhibits M. tuberculosis at concen- 
trations of 5-20 &mL. Strains resistant to 
other antimycobacterial drugs have the same 
sensitivity to cycloserine. The antibiotic is also 
active in vitro against a variety of Gram-posi- 
tive and Gram-negative microorganisms, but 
only in cultures media-free of D-alanine, which 
results to be an antagonist of the antibacterial 
activity of cycloserine. 

Concerning the mechanism of action of cy- 
closerine, it has been proven in some bacterial 

species that this antibiotic interferes with the 
synthesis of the cell wall. In fact, cycloserine 
induces the formation of protoplasts in E. coli. 
Microorganisms treated with cycloserine ac- 
cumulate a muramic-uridine-nucleotide pep- 
tide, which differs from that produced by pen- 
icillin in the absence of the terminal D-alanine 
dipeptide. The inhibition of alanine racemase, 
which converts L-alanine into D-alanine, is 
probably the primary action of cycloserine 
(304-306). The mechanism of action in myco- 
bacteria is likely the same. 

5.2.5.4 Pharmacokinetics. Cycloserine pos- 
sesses different pharmacokinetic properties in 
the various animal species and this explains 
the different responses in animal infections. 
In viuo, cycloserine was ineffective against ex- 
perimental tuberculosis in mice and margin- 
ally effective in guinea pigs, but some activity 
was found against the disease induced in the 
monkey. The drug is more effective in humans 
than in animals. When given orally to hu- 
mans, cycloserine is well and quickly absorbed 
from the gastrointestinal tract and is well dis- 
tributed in the body fluids and tissues. The 
usual dose for adults is 250 mg twice a day 
orally, always in combination with other effec- 
tive tuberculostatic agents. About one-half of 
the ingested dose is excreted unchanged in the 
urine in 24 h. A part of the antibiotic is metab- 
olized into products not yet identified. 

5.2.5.5 Adverse Reactions. Cycloserine pro- 
duces severe side effects in the central nervous 
system that can also generate psychotic states 
with suicidal tendencies and epileptic convul- 
sions. Therefore, its use is limited only to cases 
in which other drugs cannot be used. 

5.2.6 Rifamycins 
5.2.6.1 History. The rifamycin antibiotics 

were discovered in 1959 as metabolites of a 
microorganism originally considered to belong 
to the genus Streptomyces and subsequently 
reclassified as a Nocardia (Nocardia mediter- 
ranea) (307-309) and more recently as Amyco- 
latopsis mediterranea. The crude material 
extracted from the fermentation broths con- 
tained several rifamycins (rifarnycin complex) 
(310). Only rifamycin B was isolated as a pure 
crystalline substance, and it is essentially the 
only component found when sodium diethyl- 
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barbiturate is added to the fermentation me- 
dia (311). 

Rifamycin B (49) has the unusual property 
that, in oxygenated aqueous solutions, it tends 
to change spontaneously into other products 
with greater antibacterial activity (rifamycin 
0,50; rifamycin S, 51). Rifamycin SV (52) was 
obtained from rifamycin S (310-313) by mild 
reduction. The structures of rifamycin B and 
of the related compounds involved in the "ac- 
tivation" process have been elucidated by 
chemical and X-ray crystallographic methods 
(314-316). 

The rifamycins are the first natural sub- 
stances to have been assigned an ansa struc- 
ture consisting of an aromatic moiety spanned 
by an aliphatic bridge. At present, several nat- 
ural substances with ansa structures are 
known, and for those that are metabolites of 
actinomycetales, (e.g., streptovaricins, tolypo- 
mycins, and halomycins), the general name of 
"ansamycins" has been proposed (317). 

Among the first rifamycins, the sodium salt 
of rifamycin SV was introduced into therapeu- 

tic use in 1963 and is currently used in various 
countries for the parented and topical treat- . 
ment of infections caused by Gram-positive 
bacteria and infections of the biliary tract also 
caused by Gram-negative bacteria. Systematic 
studies of the chemical modifications of the 
natural rifamycins were planned with the aim 
of obtaining a derivative presenting the fol- 
lowing advantages over rifamycin SV: oral ab- 
sorption, more prolonged therapeutic blood 
levels, and higher activity in the treatment of 
mycobacterial and Gram-negative bacterial 
infections (318). Several hundred rifamycin 
derivatives have been prepared and carefully 
evaluated for their potential therapeutic effi- 
cacy. These efforts brought forth rifampicin 
(synthesized in 1964 and introduced in thera- 
peutic use in 1968), rifapentine in 1978, ri- 
fabutin in 1983, rifalazil (KRM-1648) in 1993, 
and rifamycin T9 in 1995. 

5.2.6.2 SARs. Extensive chemical modifi- 
cations have been performed on the various 
parts of the rifamycin molecule: the glycolic 
chain of rifamycin B, the aliphatic ansa, and 
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the chromophoric nucleus. A great deal of in- 
formation about the structure-activity rela- 
tionships has been obtained (318-321). All ri- 
famycins possessing a free carboxy group are 
partially or totally inactive because they do 
not enter into the bacterial cell. Requirements 
for activity seem to be the presence of two free 
hydroxyls in positions C21 and C23 on the 
ansa chain and of two polar groups (either free 
hydroxyl or carbonyl) at positions C1 to C8 of 
the naphtoquinone nucleus, together with a 
conformation of the ansa chain that results 
in certain specific geometrical relationship 
among these four functional groups. 

This conclusion is based on the following 
data. First, substitution or elimination of the 
two free hydroxyls in position C21 and C23 
gives inactive products. Inversion of the con- 
figuration at C23 leads to an inactive com- 
pound, and the inversion at C21 strongly 
reduces the activity (322, 323). Second, modi- 
fications of the ansa chain that alter its con- 
formation (e.g., C16-C17 and C18 -Cl9 mono- 
epoxy and diepoxy derivatives) give inactive or 
less active products. Also, the stepwise hydro- 
genation of the ansa chain double bonds re- 
sults in a gradual decrease in activity as a con- 
sequence of the increase in flexibility of the 
ansa diverging from the most active confor- 
mation. Third, the oxygenated functions at C1 
and C8 must be either free hydroxyl or car- 
bony1 to maintain biological activity. Fourth, 
the four oxygenated functions at C1, C8, C21, 
and C23 not only must be unhindered and un- 
derivatized, but must display well-defined re- 
lationships with one another. The absolute re- 
quirements for these four functions to be in a 
correct geometrical relationship suggest that 
they are involved in the noncovalent attach- 
ment of the antibiotic to the bacterial target 
enzyme. This contention is supported by the 
observation that in the active derivatives 
these four functional groups lie on the same 
side of the molecule and almost in the some 
plane with identical interatomic distances be- 
tween the four oxygens (3241, as seen in the 
spatial model derived from X-ray studies 
(325). However, conformational differences 
have been observed at the junction of the ansa 
chain to the naphtoquinone chromophore, ac- 
cording to the nature of the substituents in 
position 3 (326). Protonic nuclear magnetic 

resonance ('H NMR) studies of rifamycin S 
have confirmed that the conformation of the 
molecule in solution corresponds well to that 
obtained in the solid state (327). 

Finally, all modifications at C3 and/or C4 
position that do not interfere with the previ- 
ous requirements do not affect the general ac- 
tivity of the products (318-321). 

A great number of active derivatives have 
been obtained by modifications on the glycolic 
moiety of rifamycin B and on position C3 
andlor C4 of the aromatic nucleus of rifamycin 
S or SV, leaving unaltered the structure and 
the conformation of the ansa chain. Among 
the earlier derivatives of the glycolic side 
chain, the diethylamide of rifamycin B, rif- 
amide (531, had a better therapeutic index 

than rifamycin SV (328), but it still suffers 
from most of the limitations of use of rifamy- 
cin SV (329). 

Chemical modifications of the chromophoric 
nucleus of rifamycin on C3 and/or C4 positions 
gave a large number of derivatives. The nature 
of the substituents at positions C3 and/or C4 
influences the physicochemical properties of 
the derivatives, especially lipophilicity. The 
various derivatives show a minor degree of 
variation in antibacterial activity against in- 
tact cells, because the transport through bac- 
terial wall and membrane is the major factor 
affected by these substituents (330). Other bi- 
ological characteristics influenced by the vari- 
ous modifications of the positions C3 and/or 
C4 are the absorption from the gastrointesti- 
nal tract and the kinetics of elimination. Rifa- 
mycin derivatives with substitutions at posi- 
tion C4 include a series of 4-aminoderivatives. 
Modifications at positions C3 and C4 include 
rifamycins with heterocyclic nuclei fused on 
these positions (e.g., 3,4-phenazinerifamycins, 
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phenoxazinerifamycins, pyrrolerifamycins, many of its N,N-disubstituted hydrazones had 
thiazolerifamycins, and imidazorifamycins) high activity, both in vitro and in vivo, against 
with various groups on the heterocyclic nuclei. M. tuberculosis and Gram-positive bacteria, 
Rifamycins with substituents only in position and moderate activity against Gram-negative 
C3 are represented by 3-thioethers, 3-amin- bacteria. For some of these derivatives, the in 
omethylrifamycins, 3-carboxyrifamycins, vivo activity in animal infections was of the 
3-aminorifamycins, and 3-hydrazinorifamy- same order whether the products were admin- 
cins. When the 3-formyl-rifamycin SV (54) istered orally or parenterally, indicating good 
was prepared by oxidation ofN-dialkyl-amino- absorption from the gastrointestinal tract 
methyl rifamycin SV (331), it was found that (318). The hydrazone of 3-formylrifamycin SV 
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with N-amino-N'-methylpiperazine (rifampi- 
cin, 55) (318, 332) was the most active in vivo 
and was selected for clinical use. 

The knowledge of the SARs in the rifamy- 
cins was the basis for further development of 
this family of antibiotics, leading to other 
products in clinical use [rifabutin (56), rifa- 
pentine (571, rifalazil (58), and rifamycin T9 
(5911. 

5.2.6.3 Mechanism of Action and Resistance. 
Studied mainly for rifampicin, the mechanism 
of antibacterial action is the same for all the 
active rifamycins and resides in the specific 
inhibition of the activity of the enzyme DNA- 
directed RNA polymerase (DDRP). The mam- 
malian DDRP is resistant even to high con- 
centration of rifamycins (333, 334). The inhi- 
bition of the action of the bacterial RNA 
polymerase by rifampicin is caused by the for- 
mation of a rather stable, noncovalent com- 
plex between the antibiotic and the enzyme 
with a binding constant of lo-' M at 37°C 
(355). One molecule of rifampicin (mol. wt. 
823) is bound with one molecule of the enzyme 
(mol. wt. 455,000) (336). The drug is not 
bound covalently to the protein because the 
complex dissociates in presence of guadinium 
chloride (337). The binding site of rifampicin 
to the RNA polymerase has been particularly 
well studied in E. coli (338-340). The inhibi- 
tory effect of rifampicin on DDRP as the cause 
of its bactericidal activity has been verified on 
several mycobacterial species, e.g., M. smeg- 
matis, M. bovis BCG, and M. tuberculosis 
(34 1-342). 

The DDRP is comprised of five subunits (a, 
a', p, p', and a) and rifampicin binds to the p 
subunit. When rifampicin is bound to the en- 
zyme, the complex can still attach to the DNA 
template and catalyze the initiation of RNA 
synthesis with the formation of the first phos- 
phodiester bond, e.g., of the dinucleotide pp- 
pApU. However, the formation of a second 
phosphodiester bond, and therefore, the syn- 
thesis of long chain RNAs, is inhibi.ted. The 
action of rifampicin is to lead to an abortive 
initiation of RNA synthesis (344, 345). 

Resistance to rifampicin arises spontane- 
ously in strains not exposed previously to the 
antibiotic at a rate of one mutation per lo7 to 
10' organisms. In E. coli, but also in M. leprae 
and in M. tuberculosis, resistance to rifampi- 

cin results from missense mutations in the 
rpoB gene, which encodes the /3 subunit of 
RNA polymerase. These mutations are all lo- 
cated in a short region of 27 codons near the 
centre of rpoB and consist predominantly of 
point mutations, although in-frame deletions 
and insertions also occur. In most of M. tuber- 
culosis rifampicin resistant clinical isolates, 
changes have occurred in the codons for Ser 
531, or His 526, or Asp 516 (346-351). The 
analysis of genetic alterations in the rpoB gene 
has been suggested for predicting rifampicin 
and other rifamycins susceptibility (352). In 
addition to the mechanisms caused by the 
rpoB mutations, the lower susceptibility of 
fast growing Mycobacterium spp. to rifampicin 
may be partly caused by antibiotic inactiva- 
tion mechanisms, consisting in the 23-0-ribo- 
sylation of rifampicin (353). 

Although the main mechanism of resis- 
tance is the modification of the target enzyme, 
some mutagenic treatments yield resistant 
mutants in which the RNA polymerase is still 
highly sensitive to the drug, but the rate of 
rifampicin uptake is reduced. The mechanism 
of this permeability mutation is not yet clear 
(354). 

5.2.7 Antimycobacterial Rifamycins . 
5.2.7.1 Rifampicin. Rifampicin (Rifampin, 

USAN, 55) is the 3-[(4-methyl-1-piperazin- 
y1)iminomethyll-rifamycin SV. It has an am- 
photheric nature (pKa 1.7, 7.9) and is soluble 
in most organic solvents, slightly soluble in 
water at neutral pH, but more soluble in acidic 
and alkaline solutions. 

Rifampicin is active in  vitro against M. tu- 
berculosis at concentrations below 1 wgImL in 
semisynthetic media. It is active against other 
Gram-positive bacteria at lower concentra- 
tions and against Gram-negative bacteria at 
concentrations of 1-20 pg/mL. Rifampicin is 
active at the same concentrations against 
strains resistant to other antibiotics and anti- 
mycobacterials. 

The bactericidal activity of rifampicin is 
demonstrated at concentrations close to the 
static ones. It is ~ossible to isolate strains re- * 

sistant to rifampicin from mycobacterial cul- 
tures exposed to the antibiotic, but the fre- 
quency of resistant mutants to rifampicin in 
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sensitive populations of M. tuberculosis is 
lower than that to other antimycobacterial 
drugs (355). 

Rifampicin is active against M. leprae, sup- 
pressing the multiplication and the viability of 
the bacilli in laboratory animal infections 
(128, 356-359). It is also active against many 
other mycobacteria, although at concentra- 
tions generally higher than those effective 
against M. tuberculosis. Among the various 
mycobacteria tested, M. kansasii and M. ma- 
rinum are the most sensitive (360). There is no 
evidence of cross-resistance among rifampicin 
and other antibiotics or antituberculous drugs 
(361). Transfer of resistance to rifampicin 
could not be obtained. 

Preliminary in vivo studies (362) showed 
that the antituberculous efficacy of rifampicin 
in experimental infections in mice was compa- 
rable with that of isoniazid and markedly su- 
perior to that of streptomycin, kanamycin, 
and ethionamide. In guinea pigs, it was com- 
parable with streptomycin. Rifampicin was 
also remarkably active in experimental infec- 
tions caused by Gram-positive and some 
Gram-negative bacteria. 

The excellent antituberculous activity of ri- 
fampicin in vivo was confirmed by other exper- 
iments in many laboratories using various an- 
imal models (mice, guinea pigs, rabbits) and 
various schedules of treatment and criteria of 
evaluation (363-373). The overall results indi- 
cate that rifampicin has a high bactericidal ef- 
fect and a therapeutic efficacy of the same or- 
der of isoniazid and superior to all the other 
antituberculous drugs. The combination of ri- 
fampicin plus isoniazid has been shown to pro- 
duce a more rapid, complete, and durable ster- 
ilization of infected animals than other 
combination (366). 

Many clinical trials have confirmed the ef- 
ficacy of rifampicin in a variety of bacterial 
infections (374). In particular, rifampicin is 
largely used for the treatment of human tu- 
berculosis both in newly diagnosed patients 
and in patients whose primary chemotherapy 
has failed. Normally, rifampicin is adminis- 
tered orally in a dose of 600 mg daily in com- 
bination with other antituberculous drugs. 
The short-course chemotherapy (SCT) of tu- 
berculosis is a very effective treatment based 
on the combined administration of rifampicin 

with isoniazid and other antituberculous 
drugs for 6-9 months. In human leprosy (128, 
356-359,375,376), treatment with rifampicin 
alone or in combination with other antileprosy 
drugs gave favorable results in almost all the 
patients. In particular, the variations of the 
morphological index, and when carried out, 
the mouse footpad inoculation, showed the 
rapid and constant bactericidal action of ri- 
fampicin. The same effect was observed in - 
many patients who had become resistant to 
other antileprosy drugs. 

5.2.7.1.7 Pharmacokinetics. After oral ad- 
ministration, rifampicin is well absorbed in 
animals and humans (377). After administra- 
tion of 150 and 300 mg to humans, serum lev- 
els reach maximum values around h 2 and per- 
sist as appreciable values beyond h 8 and h 12, 
respectively. When the dose is increased, se- 
rum levels are high and long lasting. Gener- 
ally, the serum levels found at the beginning of 
treatment are higher than the levels that 
gradually set in as treatment continues. This 
phenomenon occurs during the first few weeks 
of treatment (378,379). The half-life of rifam- 
picin is around 3 h and increases in patients 
with biliary obstruction or liver disease (380- 
382). Rifampicin shows an extensive distribu- 
tion in the tissues and crosses the blood-brain 
barrier. It reaches good antibacterial levels in ' 

cavern exudate and in pleural fluid. It pene- 
trates inside the macrophages, where the tu- 
bercle bacillus, as an intracellular parasite, 
can live and multiply. 

Rifampicin is eliminated through both the 
bile and the urine. It appears rapidly in the 
bile, where it reaches high concentrations that 
last even when the antibiotic is not measur- 
able in the serum. After reaching the thresh- 
old of hepatic eliminatory capacity, biliary lev- 
els do not increase with an increased dosage, 
but serum and urinary levels do. In humans, 
rifampicin is mainly metabolized to 25-0- 
desacetylrifampicin (3831, which is only slightly 
less active than the parent drug against M. 
tuberculosis, but considerably less active 
against some other bacteria. Both rifampicin 
and desacetylrifampicin are excreted in high 
concentrations in the bile. Rifampicin is reab- 
sorbed from the gut, forming an enterohepatic 
cycle, but the desacetyl derivative is poorly ab- 
sorbed and thus is excreted with the feces. Ri- 
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fampicin has a stimulating effect on microso- 
mal drug-metabolizing enzymes (3841, which 
leads to a decreased half-life for a number of 
compounds, including prednisone, norethis- 
terone, digitoxin, quinidine, ketoconazole, and 
the sulfonylureas. 

5.2.7.1.2 Adverse Reactions. Rifampicin has 

average plasma concentrations remain rela- 
tively low after repeated administration of 
standard doses. Binding to plasma proteins is 
about 70%. Rifabutin is slowly but extensively 
metabolized, possibly to more than 20 com- 
pounds in humans, the 25-desacetyl derivative 
being the main metabolite (395). 

a low toxicity according to acute, subacute, 
and chronic toxicity studies in several animal 
species (385, 386). Results of animal and hu- 

- 
Rifabutin has proven value in preventing 

or delaying mycobacterial infections in immu- - ~ 

nocompromised patients (396). It has been ap- 
man studies showed no toxic effect on the ear 
and eye. 

In humans, adverse reactions to daily ri- 
fampicin are uncommon and usually trivial. 

proved in the United States and in other coun- 
tries for the prevention of MAC infections in 
AIDS patients. 

5.2.7.3 Rifapentine. Rifapentine (57) is the 
The most freauent ill effects are cutaneous re- - 
actions and gastrointestinal disturbances. Ri- 
fampicin can also disturb liver function, but 

- 

the risk of its causing serious or permanent 
liver damage is limited, particularly among 
patients with no previous history of liver dis- 
ease. 

3-(4-cyclopentyl-l-piperazinyl-iminomethyl)- 
rifamycin SV and therefore is an analog of ri- 
fampicin in which a cyclopentyl group substi- 
tutes for a methyl group on the piperazine ring 
(397). Its activity is similar to that of rifampi- 
cin, but is slightly superior against mycobac- 
teria, including MAC (398, 408). It is more li- 

In the case of intermittent therapy, when pophilic and has a serum half-life about five 
the drug is given three times, or once a week, a 
high incidence of severe side effects (such as 
the "flu-like" syndrome and cytotoxic reac- 

times longer than rifampicin. This is because 
of its stronger binding to serum proteins than 
rifampicin (401, 402). Rifapentine is excreted 

tions) mav result. These adverse reactions " 

seem to be associated with rifampicin-depen- 
dent antibodies, suggesting an immunological 
basis. However, with proper adjustment of the 

primarily as intact drug in the feces; less than 
5% of it and its metabolites are excreted in the 
urine. The primary metabolite in bile and fe- 
ces is 25-desacetyl-rifapentine, with smaller 

size of each single dose, the interval between 
doses, and the length of treatment, it has been 
possible to develop intermittent regimens 
with rifampicin that are highly effective and 
acceptably safe (386). 

5.2.7.2 Rifabutin. Rifabutin (56) belongs 
to the group of spiroimidazorifamycins ob- 
tained by condensation of 3-amino-4-iminori- 
famycin SV with N-butyl-4-piperidone (387- 
389). Rifabutin has an antibacterial spectrum 
similar to rifampicin, but seems to possess in- 
complete cross-resistance with rifampicin in 

amounts of the degradation byproducts, 
3-formyl-rifapentine and 3-formyl-desacetyl- 
rifapentine, formed in the gut. 

In experimental tuberculous infections, ri- 
fapentine administered once a week has prac- 
tically the same therapeutic efficacy as rifam- 
picin administered daily (397). It is in clinical 
trial as a drug for the therapy of tuberculosis 
and leprosy at a lower dosage and frequency of 
administration than rifampicin. However, re- 
lapse with rifamycin monoresistant tubercu- 
losis occurred among HIV-seropositive tuber- 

uitro. In fact some strains resistant to rifampi- 
cin are still moderately sensitive to rifabutin. 
Another characteristic of rifabutin is that its 
activity against Mycobacterium auium com- 
plex is higher than that of rifampicin (390- 
394). 

Rifabutin is rapidly absorbed by mouth, 
but its oral bioavailability is only 20%, and 
there are considerable interpatient variations. 
The elimination half-life is long (35-40 h), but 
as a result of a large volume of distribution, 

culosis patients treated with a once-weekly 
isoniazidlrifapentine continuation phase regi- 
men (403). 

5.2.7.4 Rihki l .  RXRifalazil (previously known 
as KRM-1648) (58) is the 3'-hydroxy-5'- 
(4-isobutyl-1-piperazinyl) benzoxazinorifamy- 
cin, selected among various benzoxazine rifa- 
mycins (404-406). Rifalazil is more potent 
in uitro and in uivo against M. tuberculosis 
and M. auium complex than rifampicin. Ri- 
falazil demonstrated excellent in uiuo efficacy 



5 Current Drugs on the Market 

against M. tuberculosis infections produced by 
rifampicin-sensitive organisms, having activ- 
ity in the murine model superior to rifampicin 
(407). The potent antimycobacterial activity 
of rifalazil is largely because of its increased 
ability to penetrate the mycobacterial cell 
walls (408). The high tissue drug levels and 
long plasma half-life of rifalazil significantly 
contributes to its excellent in vivo efficacy. 
Various experiments with rifalazil in combi- 
nation with isoniazid demonstrated its poten- 
tial for short-course treatment of M. tubercu- 
losis infections. Rifalazil plus isoniazid for a 
minimum of 10 weeks was necessary to main- 
tain a non-culturable state through the obser- 
vation period (409). Rifalazil in combination 
with pyrazinamide and ethambutol has steril- 
izing activity comparable with that of the 
combination isoniazid plus rifampicin, but sig- 
nificantly better with respect to relapse of in- 
fection (410). If rifalazil will be developed for 
human therapy, because of its remarkable ac- 
tivity, it can, in combination with isoniazid, 
significantly shorten the duration of therapy. 
This suggests that ultra-short-course therapy 
is an attainable goal. 

5.2.7.5 Rifamycin T9. Rifamycin T9 (59) 
is the 3-(4-cinnamyl-1-piperazinyl-iminomethyl) 
rifamycin SV, synthesized and evaluated for 
its antimycobacterial activity in the Chemical 
Pharmaceutical Research Institute of Sofia, 
Bulgaria. Investigations conducted by the de- 
velopers of the drug indicated good therapeu- 
tic activity, lack of toxicity, and favorable 
pharmacokinetic and bioavailability in exper- 
imental animals. The in vitro activity of T9 
against M. tuberculosis and MAC and its che- 
motherapeutic activity in experimental tuber- 
culosis in mice gave encouraging results. The 
excellent in vitro, intracellular, and in vivo ac- 
tivities of T9, as well as its promising bioavail- 
ability, warrant its potential usefulness in the 
treatment of mycobacterial infections (411). 
Results of other studies show that T9 is twice 
as active as rifabutin and four times more ac- 
tive than rifampicin in inhibiting the growth 
of rifampicin-sensitive strains of Mycobacte- 
rium leprae. Furthermore, there is a demon- 
strated synergy between T9 and ofloxacin, 
suggesting that combination of T9 and ofloxa- 
cin would be an ideal formulation in multidrug 
regimen for leprosy (412). 

5.3 Drugs Under investigation 

In recent years the need of new drugs to meet 
the problems connected with the emergence of 
multidrug resistant (MDR) tuberculosis and 
mycobacteriosis particularly in AIDS patients, 
failing any really new antituberculous com- 
pound, has led to carefully evaluate the anti- 
tuberculous activity of antimicrobial agents 
developed for their activity against common 
Gram-positive and Gram-negative bacteria. 

Some promising drugs are present in the 
groups of fluoroquinolones, macrolides, and 
p-lactams (in combination with p-lactamase 
inhibitors), but also in a new series of prod- 
ucts, such as azaindoloquinazolindione alka- 
loids and nitroimidazopyrans. 

5.3.1 Fluoroquinolones 
5.3.1.1 Historical Development, These prod- 

ucts represent a development of the earlier an- 
alogs (nalidixic acid, oxolinic acid, pipemidic 
acid, and cinoxacin) in being more potent in 
vitro and in having broader antibacterial spec- 
trum, which includes Gram-positive and Gram- 
negative organisms. 

They have also improved pharmacokinetic 
properties; whereas the old agents distributed 
very poorly in body tissues and fluids, so that 
they can be employed only as urinary antisep- 
tics, the new derivatives distribute much bet- 
ter in all body districts, penetrate cells, and 
can be efficaciously used in the treatment of 
systemic infections. Their oral bioavailability 
is excellent (413). 

Key points in determining these character- 
istics are the attachment of a fluorine atom at 
C-6 and of piperazinyl or N-methylpiperazinyl 
groups at C-7 and of alkyl or cycloalkyl groups 
at N-1 of the 1,4-dihydro-4-0x0-3-quinoline- 
carboxylic acid (414). 

5.3.1.2 Antimycobacterial Activify andMech- 
anism of Action. Derivatives recognized with 
activity against mycobacteria are ofloxacin 
(60) and ciprofloxacin (611, which have been 
studied at a larger extent (415-4211, whereas 
sparfloxacin (419, 420), levofloxacin, which is 
the levoisomer of ofloxacin (421), lomefloxacin 
(422, 423), WIN 5723 (424), and AM-1155 
(425) have been more recently submitted to 
investigation and are under development. An- 
other fluoroquinolone, moxifloxacin, recently 
introduced in clinical practice, shows a good in 
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vitro activity against M. tuberculosis and M. 
avium complex and does not cause phototox- 
icity (426). 

MICs of ofloxacin and ciprofloxacin for M. 
tuberculosis range from 0.12 to 2 pg/mL. Both 
drugs are bactericidal, the MBC/MIC ratio be- 
ing from 2 to 4. Levofloxacin, the levo-isomer 
of ofloxacin, is twice as active as the parent 
drug; the bactericidal concentration corre- 
sponds to MIC. Ciprofloxacin and ofloxacin are 
also active against M. avium complex. MICs of 
ciprofloxacin for 50% of strains range from 1 
to 16 pg/mL and MIC for 90% from 2 to 
16 pg/mL (with data from some series exceed- 
ing 100 pg/mL). MICs of ofloxacin are a little 
higher, ranging from 2 to 16 pg/mL for 50% of 
strains and from 8 to 16 pg/mL for 90% of 
strains (again with values from a few studies 
exceeding 100 pg/mL). The MBC/MIC ratio 
most commonly ranges from 1 to 8. In addi- 
tion, ciprofloxacin and ofloxacin show a quite 
good in vitro activity against M. bovis, M. kan- 
sasii and M. fortuitum, but not against M. che- 
lonae. 

The targets of quinolone action in bacterial 
cell are topoisomerase 11, a DNA girase that 
contains two A subunits (Gyr A) and two B 
subunits, encoded by the Gyr A gene. DNA 
girase functions within viable bacterial cell in- 
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clude introduction of negative supercoils and 
Iopoisomerase IV, involved with decatenation 
of linked DNA molecules. They are essential 
for DNA recombination and repair. The main 
effects of fluoroquinolones are the inhibition 
of DNA supercoiling and the damage to DNA, 
whose synthesis is rapidly interrupted. At 
high quinolone concentrations, RNA and pro- 
tein synthesis is also inhibited and cell fila- 
mentation occurs. It has been suggested, how- 
ever, that quinolones may have other effects 
in the bacterial cells, for instance, the forma- 
tion of an irreversible complex of drug, DNA, 
and enzyme, functioningas a "poison." In fact, 
nalidixic acid reduces the burst size of bacte- 
riophages T7 at permissive temperature in E. 
coli strain containing thermosensitive Gyr A 
subunits, but not at non-permissive elevated 
temperature, suggesting that the inhibitory 
action of the drug on phage T7 depends on 
DNA inhibition even if the girase function is 
not required for phage growth (427,428). 

Moreover, quinolone concentrations that 
inhibit the DNA supercoiling and decatenat- 
ing activity of purified DNA gyrase are sever- 
al-fold higher than those required to inhibit 
bacterial growth. Again this discrepancy has 
suggested that other targets for quinolones ex- 
ist in bacterial cell and several interpretations 
of this behavior have been put forward. 

Activity of fluoroquinolone on susceptible 
bacterial species is bactericidal, but the inhi- 
bition of DNA synthesis does not seem suffi- 
cient to explain bacterial killing. All steps of 
this effect have not yet been elucidated; cells 
in logarithmic phase of growth are rapidly 
killed and the rate of killing increases with the 
increase of drug concentration, up to a maxi- 
mum above which, paradoxically, the killing is 
reduced (429-430). This effect was already 
observed with penicillin and is known as the 
"Eagle" effect (431) from the name of the au- 
thor who first described it. It is possible that 
this effect is a result of the inhibition of pro- 
tein synthesis occurring in presence of high 
concentrations of quinolones. This hypothesis 
is supported also by the observation that bac- 
teria exposed to antibiotics that inhibits pro- 
tein synthesis (chloramphenicol, rifampicin) 
or to aminoacid starvation are less efficiently 
killed by fluoroquinolones. 



5 Current Drugs on the Market 

In vitro association with other antitubercu- 
lous drugs has given variable results. Combi- 
nation of ciprofloxacin with major antituber- 
culous drugs did not show any synergistic 
effect, but only indifference against M. tuber- 
culosis. Synergism between ciprofloxacin or 
ofloxacin and ethambutol could be put in evi- 
dence for some strains of M. avium. whereas 
the effect was less evident when rifampicin 
replaced ~thambutol. The combination of 
sparfloxacin with ethambutol, but not with ri- 
fampicin, had a synergistic effect against M. 
avium. Triple combination of sparfloxacin, ri- 
fampicin, and ethambutol resulted in syner- 
gism (415, 432,433). 

Triple combinations including isoniazid, ri- 
fabutine plus either ciprofloxacin, ofloxacin or 
norfloxacin, and isoniazid, rifapentine plus ei- 
ther pefloxacin or ciprofloxacin were the most 
active ones against resistant strains of M. tu- 
berculosis. Rifampicin in combination with 
ciprofloxacin and amikacin in combination 
with isoniazid and ciprofloxacin gave the best 
results against M. fortuitum (433). 

The synergistic interaction of antitubercu- 
lous drugs in vitro, when obtained with in vivo 
achievable concentrations, may give some in- 
dications on the possible clinical efficacy. 

Further information for the clinical appli- 
cation of fluoroquinolones can be drawn also 
from the activity of ofloxacin (4341, ciprofloxa- 
cin (435), sparfloxacin (436), and levofloxacin 
(437), both singly or in combination with other 
antituberculous drugs in some experimental 
models of M. tuberculosis infection in mice. 

Ofloxacin was shown to be highly active 
against M. leprae (MIC = 1.5 pg/mL), and the 
combination of ofloxacin and rifabutin or ri- 
fampicin has a synergistic effect (438). The 
combination of ofloxacin and rifabutin de- 
serves further attention in the multidrug 
therapy of leprosy. 

5.3.1.3 Clinical Uses in Mycobacterial In- 
fection. Fluoroauinolones have been intro- * 

duced in several multidrug regimens, particu- 
larly in retreatment regimens, of MDR 
tuberculosis both in immunocompetent and 
AIDS patients and in MAC disease. Ofloxacin, 
ciprofloxacin, and more recently, sparfloxacin 
have been administered either with ethambu- 
tol, pyrazinamide, or with isoniazid and rif- 
abutin and in other combinations. Even if 

some results seem promising, no definite con- 
clusion on the clinical value of these new ap- 
proaches to treatment can be drawn. 

5.3.1.4 Clinical Doses and Adverse Effects. 
The daily dosage varies according to the differ- 
ent derivatives as follows: ofloxacin, 400 mg 
b.i.d.; ciprofloxacin, 750 mg 0.d. or b.i.d. or 
500 mg t.i.d.; sparfloxacin, 200-400 mg 0.d. 
and moxifloxacin, 400 mg 0.d. (439,440). 

Fluoroquinolones are usually well toler- 
ated. The most common side effects are gas- 
trointestinal reactions, central nervous dis- 
turbances, and skin and hypersensitivity 
reactions, particularly photosensitivity reac- 
tions (441). So far the quoted side effects have 
been observed during therapies of limited 
duration. Concerning the photosensitizing 
potential of the fluoroquinolones, it varies 
considerably between different agents. The 
likelihood of phototoxicity has probably been a 
limiting factor for the use of sparfloxacin in 
tuberculosis patients. There is an indication 
that a methoxy group at position 8 confers re- 
duced phototoxicity, and this is the case of 
moxifloxacin. So far, however, no data support 
an increase of adverse events connected with 
the use of fluoroquinolones in the treatment of 
tuberculosis and mycobacteriosis. 

Sporadic cases of hepatotoxicity have been 
reported, probably because of the association 
with other hepatotoxic drugs. It is suggested 
to monitor closely patients with concomitant 
liver impairment to stop medication if neces- 
sary (442,443). 

5.3.2 Macrolides 
5.3.2.1 Historical Development. Macroli- 

des are a group of antibiotics characterized by 
a large lactonic structure of 12, 14, or 16 at- 
oms. The lactone ring has hydroxyl, alkyl, and 
ketone groups in various positions. In the 16- 
membered ring macrolides, an aldehydic 
group can also be present. Sometimes two of 
three hydroxyl groups are substituted by sug- 
ars, which can be neutral (6-deoxy-hexoses), 
bound through a a-glycosidic linkage, or basic 
(3-amino-sugars) bound through a P-glyco- 
sidic linkage. 

The first derivative introduced in therapy 
was erythromycin, which was isolated in 1952 
from the fermentation broths of Streptomyces 
erythreus and followed by other natural deriv- 
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atives, such as spiramycin and oleandomycin, 
produced by other Streptomyces species. For 
some decades no other derivative was added to 
this antibiotic family until the 1980s, when 
josamycin and myocamycin, a semi-synthetic 
product, entered clinical use. Since then, new 
semi-synthetic derivatives have become avail- 
able, namely roxithromycin, dirithromycin, 
flurithromycin, clarithromycin, and azithro- 
mycin. They belong to the 14-membered ring 
derivatives except the last one, which has a 
Ismembered ring with an N-methyl group 
between C9 and C10; for this reason, the name 
"azalides" has been proposed for azithromycin 
and other 15-membered ring macrolides (444). 

Macrolides are usually administered by 
oral route, but because of their physico-chem- 
ical properties, they are poorly and erratically 
absorbed. Passage through the stomach can 
result in degradation and loss of activity. To 
obviate to this inconvenience, different salts 
and esters as well as adequate pharmaceutical 
formulations have been prepared (445). Once 
absorbed, they diffuse well in tissues and pen- 
etrate cells, so that they can be active in intra- 
cellular infections (446). They are metabolized 
in liver to a different extent according to de- 
rivatives, and because of their inducing activ- 
ity on cytochrome P-450, they can interfere in 
the activity of other drugs metabolized by the 
same enzyme such as teophylline, antipyrine, 
and methylprednisolone (447). Macrolides are 
eliminated mainly by gastrointestinal route. 

Among side effects, gastrointestinal distur- 
bances prevail, and some derivatives show a 
certain degree of hepatotoxicity. However 
they are considered to be among the best-tol- 
erated antibiotics (448). 

5.3.2.1. I Antimycobacterial Activity. The 
general spectrum of activity of macrolides in- 
cludes Gram-positive cocci, some Gram-nega- 
tive species, and intracellular pathogens 
(449). 

The most recent macrolide derivatives 
show better pharmacokinetic characteristics, 
particularly longer half-life, and higher tissue 
and intracellular concentration than old de- 
rivatives. In addition, they show better activ- 
ity against some Gram-negative species, such 
as H. influenzae, and in addition, clarithro- 
mycin and azithromycin have some action 
against mycobacteria (449). 

It was known that erythromycin could be 
active in infections caused by rapidly growing 
mycobacteria, M. fortuitum and M. chelonae, 
and probably also in M. smegmatis infection. 
New macrolides (clarithromycin, azithromy- 
cin, and roxithromycin) have a similar or 
higher activity (416,450). 

At present, the interest is focused on deter- 
mining which derivatives can have some clin- 
ically exploitable activity against MAC and M. 
tuberculosis. 

5.3.2.2 Cl~i~romycin.  Clarithromycin (62), 
as well as its hydroxy-metabolite (14-hydroxy- 
clarithromycin), are active in vitro against 

MAC. However, MICs are quite variable from 
study to study (451-454). Several in vitro ex- 
periments were carried out in presence of hu- 
man macrophages, where clarithromycin ac- 
cumulates (455-466). MIC is 1 g / m L  and 
MBC range from 16 to 64 pg/mL (456): these 
values are similar to those obtained in broth 
cultures at pH 7.4 and lower than those found 
in broth culture at pH 6.8 and 5. Intracellu- 
larly, mycobacteria grow at pH 6.8 and pH 5 in 
phagosomes and phagolysosomes, respec- 
tively. The fact that MIC and MBC against 
them were lower than those found in broth 
cultures is an indirect indication of concentra- 
tions of clarithromycin exceeding those in ex- 
tracellular medium. In fact it was previously 
demonstrated that clarithromycin accumu- 
lates in cells at concentration 10- to 16-fold 
higher than those in the extracellular fluid 
(457-459). 
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Moreover, it was showed that single 2-h 
pulsed exposure of macrophages infected with 
M. avium to clarithromycin at 3 pg/mL com- 
pletely inhibited the intracellular bacterial 
growth during the first 4 days of observation. 
This finding suggests that in vivo, the intra- 
cellular bacteria can be inhibited after a short 
period of exposure to the high concentrations 
of drug that can be reached at the time of blood 
peak level, rather then to prolonged exposure 
to low concentrations (460). 

In vivo ex~eriences confirmed the in vitro * 

results; clarithromycin showed a good activity 
in the beige mouse model of disseminated M. 
avium infection, inducing a dose-related re- 
duction in spleen and liver microbial cell 
counts for treatment with doses of 50, 100, 
and 200 mg/kg. Also, in patients with infection 
caused by M. avium, susceptible to 2 pg/mL or 
less. a dramatic decline in intensity of bacte- " 

remia up to a negative blood culture was 
achieved after 4-10 weeks of therapy (416, 
453). 

Combination of clarithromvcin with ami- " 

kacin, ethambutol, or rifampicin did not result 
in activity superior to that of clarithromycin 
alone, whereas the combinations with clofazi- 
mine or rifabutin were more active than clar- 
ithromycin alone. The triple combinations cla- 
rithromycin-rifampicin-clofazimine, 
clarithromycin-rifampicin-clofazimine, or cla- 
rithromvcin-clofazimine-ethambutol were " 

significantly more active than the macrolide 
alone (461). 

Clarithromycin has been recommended by 
the U.S. Public Health Service Task Force on 
Prophylaxis and Therapy for MAC as a pri- 
mary agent for the treatment of disseminated 
infection caused by M. avium. It should be 
used in combination with other antimycobac- - 
terial drugs that have shown activity against 
MAC, including ethambutol, clofazimine, and 
rifampicin (467). 

The activity of some macrolides has been 
recently tested against M. 2epra.e in vitro using 
ATP assay and in vivo using a food-pad model. 
Erithromycin was active in vitro but not in 
vivo (466, 468). Clarithromycin was active 
both in vitro (MIC = 0.1-2 pg/mL) and in vivo, 
demonstrating also a bactericidal activity 
(469). Similar data were obtained with rox- 
ithromycin. The acid stability of these new 

macrolides together with their long half-life, 
better penetration, and longer persistance in 
tissues are probably the reason for their activ- 
ity, which deserves further investigation 
(466 - 469). 

5.3.2.3 Azithromycin. Among the new mac- 
rolide derivatives, azithromycin (63) has a pe- 

culiar place because of its chemical structure, 
consisting of a 15-membered lactone ring, and 
its pharmacokinetic characteristics. In fact, 
blood levels are very low, whereas very high 
concentrations are reached in tissues and . 
cells; in polymorphonuclear neutrophyles, 
they can be up to 200- to 300-fold higher than 
extracellular concentrations. From cells, the 
antibiotic is slowly released, a phenomenon 
that assumes a particular relevance at the in- 
fectious focus where PMN accumulate. Half- 
life is about 60 h (470,471). Because of these 
features, azithromycin can be administered 
for 3 days, assuring therapeutic tissue and 
cell concentrations for about 7-10 days (472- 
474). Azithromycin is endowed with good ac- 
tivity against some rapidly growing mycobac- 
terial species and MAC. Its MICs on the latter 
species vary quite widely; the values range be- 
tween 17 and 94 pg/mL (475, 476), but the 
MIC,, (62 pg/mL) exceeds concentrations in 
tissues after oral dosing (477-478). It is bacte- 
ricidal against M. avium and M. xenopi in mac- 
rophages. The addition of another active anti- 
mycobacterial drug such as amikacin or 
rifabutin enhanced the intracellular killing (479). 
Uptake of azithromycin by macrophages was 
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increased by the addition of TNF or inter- acillin, and have been proven to be active not 
feron-y, but it is not known if the stimulation 
of azithromycin uptake accounts by itself for 
the increased killing of the macrolide (480). 

The activity of azithromycin against MAC 
was confirmed in infection of rats treated with 
cyclosporine (481) and in the beige mouse 
model of M. aviurn infection (476, 482). The 
drug was efficacious when administered inter- 
mittently. Azithromycin given in combination 
with rifapentine on a once weekly basis for 
8 weeks showed promising activity (483). 

Combination with amikacin and clofazi- 
mine (484) or with clofazimine and ethambu- 
to1 enhanced the efficacy of treatment; combi- 
nation with rifabutin did not seem to be 
significantly superior to rifabutin alone (482). 

In the same experimental model in beige 
mice, azithromycin had activity comparable 
with clarithromycin and rifampicin against M. 
kansasii, M. xenopi, M. sirniae, and M. rnal- 
rnoense. The combinations with amikacin and 
clofazimine were more effective than the sin- 
gle drug (485). 

Azithromycin was less active than clar- 

only in vivo but also in clinical setting, in the 
treatment of infections caused by p-lacta- 
mase-producing strains (488,489). A number 
of p-lactamases have been characterized; they 
have different properties and different suscep- 
tibilities to p-lactamase inhibitors (490). p-lac- 
tamase produced by M. tuberculosis is suscep- 
tible to clavulanic acid; therefore, interest has 
been focused to ascertain whether its combi- 
nation with a penicillin derivative could have 
some activity against M. tuberculosis (491). In 
vitro, the combination amoxycillin-clavulanic 
acid was remarkably more active than amoxy- 
cillin alone and had bactericidal activity (492, 
493). 

Two patients with multidrug resistant tu- 
berculosis and poorly responding to multidrug 
regimens including ethionamide, capreomy- 
cin, and cycloserine, in addition to streptomy- 
cin, ethambutol, or pyrazinamide, were suc- 
cessfully treated following the addition of 
amoxycillin-clavulanic acid to these regimens 
(494). 

Imipenem and meropenem, two carbapen- 
ithromycin and roxithromycin against M. lep- 
rue (118). 

A few clinical trials have been carried out 
with azithromycin in M. aviurn infection in 
AIDS patients; after a few weeks of treatment 
(0.5-0.6 g once daily), a consistent reduction 
of bacteremia and improvement of clinical 
signs were observed (486). As already noted, 
macrolides cannot be employed alone in the 
therapy of mycobacteriosis; they must be in- 
cluded in polychemotherapeutic regimens. 

ems highly resistant to p-lactamases, were 
shown to have antimycobacterial activity only 
when a peculiar technique of in vitro dosing 
(daily addition of the drug) was adopted, com- 
pensating for the loss of activity of the antibi- 
otics during the test incubation period. In fact 
the instability of the two compounds, particu- 
larly of imipenem, in the culture medium can 
hide their antimycobacterial activity (495). 

Other p-lactams resistant to the p-lacta- 
mase action should be investigated for activity 
against mycobacteria and for their possible in- 

5.3.3 P-Lactams and P-Lactamase Inhibi- 
tors. The resistance of M. tuberculosis to 
p-lactams has been attributed to the produc- 
tion of B-lactamases, with characteristics of 
both penicillinases and cephalosporinases 
(487). 

One of the ways that was useful in over- 
coming the problem of p-lactamase resistance 
in other microorganisms has been to associate 
an inhibitor of the enzyme to penicillin, re- 
storing the activity of the antibiotic suscepti- 
ble to the enzymatic action. Inhibitors of p-lac- 
tamase such as clavulanic acid, sulbactam, 
and tazobactam have been associated to 
amoxycillin, ampicillin, ticarcillin, and piper- 

clusion in multidrug regimens. 

5.3.4 Nitroimidazopyrans. It has been re- 
ported recently the synthesis and the biologi- 
cal properties of a series of compounds con- 
taining a nitroimidazopyran nucleus that 
possess antitubercular activity (496). After ac- 
tivation by a mechanism dependent on M. tu- 
berculosis F 420 cofactor, nitroimidazopyrans 
inhibited the synthesis of proteins and cell- 
wall lipids. In contrast to current antitubercu- 
lar drugs, nitroimidazopyrans exhibited bac- 
tericidal activity against both replicating and 
static M. tuberculosis. Structure-activity rela- 
tionship studies focusing on antitubercular 
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activity revealed substantial variety in the tol- 
erated substituent at C3, but optimal activity 
was achieved with lipophilic groups. The ste- 
reochemistry at C3 was important for activity, 
as the S-enantiomers were generally at least 
10-fold more active than the R-enantiomers. 

Lead compund PA-824 (64) showed potent 
bactericidal activity against multidrug resis- 
tant M. tuberculosis and promising oral activ- 

ity in animal infection models. The nitroimi- 
dazopyrans represent a class of antitubercular 
compounds that act by a new mechanism but 
share some interesting parallels and contrast 
with INH. Like INH, the PA-824 prodrug re- 
quires bacterial activation, albeit by a differ- 
ent F420 dependent mechanism. PA-824 also 
inhibit a step in the synthesis of cell-wall my- 
colates, but at a more terminal step than INH. 

centration of 1 mg/L and against MAC at 
2 mg/L, and it retained its activity against a 
panel of multiple drug-resistant strains. 

Extensive structure-activity studies have 
been performed on trytanthrin, with synthe- 
sis of many analogs using two parts of the mol- 
ecule suitable for combinatorial chemistry. Af- 
ter examination of the various features of 
many analogs, PA-505 (the 2-aza-8-isooctyl 
analog of tryptanthrin (66) was considered the 

best and tested in detail. Its MIC against drug- 
sensitive and drug-resistant M. tuberculosis 
was 0.015 pg/mL and against MAC 19075 was 
0.06 pg/mL. However, the in vivo activity in 
infected mice was unsatisfactory and the re- . 
search is continuing on another series of de- 
rivatives (497). 

5.3.5 Tryptanthrin. The indolo-quinazolin- 5.3.6 Oxazolidinones. The oxazolidinones 
one alkaloid tryptanthrin (65) has been represent a class of products, with a general 

skeleton indicated in (67), extensively studied 
for their activity against Gram-positive and 
Gram-negative pathogens resistant to several c:-$ antibacterial drugs. Some of them have been 
selected for their effect against mycobacteria. 
In particular, U-100480 (68) and DuP-721 
(69) showed very low MIC against drug-sensi- 

0 tive and drug-resistant M. tuberculosis iso- 

(65) 
lates and deserve further development (498, 
499). 

known about since 1915. Isolated from a Chi- 5.3.7 Thiolactomycins. Thiolactomycins 
nese-Taiwanese medicinal plant, Strobilantes (TLM) (70) have been isolated as a metabolite 
cusia, it was pursued intensively because of its of a soil Nocardia species. It is a unique thio- 
very attractive in vitro properties, simple lactone that exhibits antimycobacterial activ- 
structure, and ease of synthesis. It retained its ity by specifically inhibiting fatty acids and 
activity against M. tuberculosis H37Rv at con- mycolic acid biosynthesis. TLM targets two 
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P-ketoacyl-carrier protein synthases, KasA 
and KasB, consistent with the fact that both 
enzymes belong to the fatty acid synthases 
type I1 system involved in fatty acid and my- 
colic acid biosynthesis. The design and synthe- 
sis of several TLM derivatives have led to com- 
pounds more potent both in uitro against fatty 
acids and mycolic acid biosynthesis and in viuo 
against M. tuberculosis. A three-dimensional 
structural model of Kas has been generated to 
improve understanding of the catalytic site of 
mycobacterial Kas proteins and to provide a 
more rational approach to the design of new 
drugs (500). 

5.3.8 Rifazalil and Rifamycin T9. See Sec- 
tion 5.2.6. 

6 RECENT DEVELOPMENTS AND PRESENT 
STATUS OF CHEMOTHERAPY 

6.1 Tuberculosis 

Chemotherapy has been the most potent and 
useful tool for modifying the evolution and 

prognosis of tuberculosis and has almost 
reached the goal of eradicating tuberculosis 
from some western countries. This positive 
tendency has been interrupted around 1985 
when the incidence of tuberculosis started to 
increase for different reasons, outlined earlier. 
Moreover the rate of disease caused by resis- 
tant strains of mycobacteria, steadily falling in 
previous decades (being about 5% in industri- 
alized countries), has risen to a varying extent 
according to countries and to socioeconomic 
status of some population classes. Data have 
not been systematically monitored in each 
country or region: therefore they have only an 
indicative value. 

Recent data (1996-1999) reported by WHO 
and International Union Against Tuberculo- 
sis and Lung Disease, which undertook a 
global project on anti-tuberculous drug resis- 
tance surveillance in 35 countries, indicate 
that among patients not submitted to previous 
treatment, a median of 10.7% (range, 1.7- 
36.9%) of M. tuberculosis strains were resis- 
tant to at least one drug among the four first- 
line drugs taken into account (streptomycin, 
isoniazid, rifampicin, and ethambutol). The 
prevalence increased in Estonia from 28.2% in 
1994 to 36.9% in 1998, and in Denmark from 
9.9% in 1995 to 13.1% in 1998. In Western 
Europe, the median prevalence of primary 
multidrug resistance was less than i%, 
whereas in Eastern Europe it was increasing, 
after a period of decline. In Estonia, it was 
14.1% and in Latvia it was 9%. In the United 
States, the prevalence of primary resistance to 
any drug was 12.3%, whereas it was 1.6% for 
multidrug resistance. In patients who had 
prior treatment for more that 1 month, the 
prevalence of resistance for any drug ranged 
from 5.3% to 100% and that for MDR myco- 
bacteria from 0% to 54% (501, 502). When 
there was a concomitant resistance to INH 
and RMP, the failure rate was over 50% in 
immunocompetent patients and about 100% 
with mortality of 50-90% in AIDS patients. 

Data from many countries, China, India, 
and most African countries, are still lacking 
and are being collected together with those of 
other 40-50 countries. High rates of resis- 
tance were found in the countries of the 
former Soviet Union, The Domenican Repub- 
lic, and Argentina. Of great concern is the very 
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high incidence of 89% of non-responding pa- 
tients and 24% of patients with newly diag- 
nosed tuberculosis among the prison popula- 
tion of some countries of the former Soviet 
Union, whose disease was caused by MDR tu- 
bercle bacilli. It is evident that there is an 
enormous threat for the transmission of the 
drug-resistant strains to the community (503- 
505). 

The success of chemotherapy is strictly re- 
lated to the use of drug combination (to avoid 
the emergence of resistance) and to the rigor- 
ous adherence to the prescribed therapy regi- 
mens. Unfortunately, despite the introduction 
of simpler and shorter course of antimycobac- 
terial chemotherapy, the compliance of pa- 
tients is poor, particularly in developing coun- 
tries. In the attempt to avoid the disastrous 
consequences of this behavior, after limited 
experiences in same countries, by the early 
1980s, WHO implemented the directly ob- 
served therapy short-course (DOTS), i.e., pa- 
tients had to be administered drugs (standard 
drugs for 6 months) under the direct observa- 
tion of a supervisor (health workers) along 
with other measures to favor the accomplish- 
ment of the therapy (506, 507). Undeniably, 
DOTS achieved remarkable successes in some 
countries such as China (508). The first expe- 
riences, however, have shown that, even if the 
rate of implementation increases, tuberculosis 
mortality will not be halved (509) before 2030, 
and that the DOTS program is unable to con- 
trol tuberculosis in countries with high levels 
of HIV infection and MDR tuberculosis. In 
these settings, where the DOTS regimen is ex- 
pected to be ineffective, a new control strategy 
has been proposed, the "DOTS-plus" program, 
introducing either standardized or individual- 
ized regimens with second-line drugs. Second- 
line drugs are expensive, and the organization 
of this program is complex. Therefore, it 
seems that "DOTS-plus" strategy will be hard 
to implement on a large scale in low socioeco- 
nomic countries where MDR tuberculosis is 
prevalent (510,511). 

A turning point for the polychemotherapy 
of tuberculosis was represented by the intro- 
duction in clinical use of rifampicin in 1968. 
The addition of this potent drug to the associ- 
ation of the other active drugs already in use 
allowed the application of short-course treat- 

ment by reducing the period of treatment 
from 12-24 months to 6 months (or a maxi- 
mum of 9 months). At present the choice of 
the therapeutic regimen is based on the 
knowledge of the epidemiology of resistant 
strains in the area where a patient is treated to 
apply the most adequate therapeutic regimen. 
This commonly must be prescribed on empir- 
ical basis, because the results of susceptibility 
tests require some weeks to be available: In 
the case of a presumably susceptible popula- 
tion of tubercle bacilli, an initial treatment 
with an association of three drugs is advised, 
whereas if a multiple resistance is suspected, a 
four- or five-drug regimen is recommended. 

Drugs of first choice for the initial treat- 
ment are rifampicin, isoniazid, pyrazinamide, 
and ethambutol. Drugs should be adminis- 
tered daily for a 2-month period. In the mean- 
time, the results of susceptibility tests should 
be available, which together with the clinical 
observation of the patient, will give indica- 
tions for further treatment. A 4- to 6-month 
period follows in which drugs can be adminis- 
tered intermittently, two or three times a 
week. If the strain is susceptible to isoniazid 
and rifampicin, the maintenance treatment 
can continue with these two drugs (512,513). 
However, many other options are to be consid- 
ered, according to patient condition and re- 
quirements. An array of regimens have been 
suggested and applied with success for main- 
tenance period: one of the most commonly em- 
ployed regimen includes isoniazid + rifampi- 
cin + pyrazinamide + streptomycin or 
ethambutol administered twice or thrice a 
week. The same therapeutic regimen can be 
followed in HIV patients, but it should be ex- 
tended to at least 9 months, and a fourth drug 
should be added initially for severe disease. 
When isoniazid-resistant tuberculosis is sus- 
pected, a three-drug regimen can be adopted 
for the first 2 months (rifampicin + ethambu- 
to1 + pyrazinamide) followed by 7 months of 
daily rifampicin and ethambutol. An alterna- 
tive treatment is a four-drug regimen (rifam- 
picin + isoniazid -t pyrazinamide and etham- 
but01 or streptomycin), applied for the first 
2 months, followed by rifampicin + ethambu- 
to1 twice a week for 7 months or more. For 
patients responding to treatment in which tu- 
bercle bacilli turn out to be susceptible to all 
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administered drugs, ethambutol (or strepto- 
mycin) can be withdrawn and isoniazid and 
rifampicin are continued for 4 or 6 months. 

For patients living in areas where tubercu- 
losis sustained by multidrug-resistant myco- 
bacteria is widespread, a five-drug regimen is 
recommended initially, including both etham- 
but01 and rifampicin. Successively, the treat- 
ment will be modified on the basis of results of 
susceptibility tests. In such patients, other an- 
tituberculous drugs, the second-line drugs, 
ethionamide, cycloserine, capreomycin, kana- 
mycin, para-aminosalycilic acid, and some- 
times clofazimine, are variably combined with 
each other and with first-line drugs with the 
aim to overcome resistance. The activity of 
other drugs showing in vitro activity against 
M. tuberculosis are under clinical investiga- 
tion: amikacin, ciprofloxacin, and ofloxacin. 
Rifabutin has been included in some drug 
combinations, and it seems to have some effi- 
cacy also in the treatment of cases associated 
with low-level rifampicin resistance. Multi- 
drug-resistant tuberculosis often requires 
prolonged treatment up to 24 months to reach 
sputum conversion (514-518). 

The common dosages of antituberculous 
drugs and the schemas of some possible regi- 
mens are given in Tables 16.3 and 16.4. 

The side effect of antituberculous therapy re- 
flects the toxicity of the drug that is associated in 
the different combination regimens. Hepatotox- 
icity is quite frequent because drugs, and partic- 
ularly the first-line drugs, are endowed with 
liver toxicity. Hepatitis with liver enzymes ele- 
vation can occur and it should be determined 
which is the responsible drug to discontinue it. 
Usually, after 1 week, liver enzymes return to 
baseline levels, and therapy can be resumed, but 
in some cases, the drug responsible of hepatotox- 
icity must be substituted with another better- 
tolerated agent. Other severe side effects are 
represented by hematologic derangements and 
neuropathy. 

Antitubercolus drugs, particularly rifampi- 
cin and isoniazid, caused by the induction of 
citochrome P-450 system, may interfere with 
the metabolism of other drugs, metabolized 
through the same enzymatic pathway and the 
reverse can be true. In Table 16.5, the princi- 
pal drug interactions of antituberculous drugs 
are indicated. 

So far the prevention of TB has been put 
into practice by the vaccination with BCG 
since the late 1940s. The evaluation of its ac- 
tivity is still controversial (519). The explana- 
tion of the disparate results obtained in differ- 
ent countries has been attributed to variation 
between strains of BCG and/or to the different 
policy adopted for vaccination (vaccination 
has been prescribed to neonates, to school age 
children, to select high-risk groups, to tuber- 
culin negative subjects). Repeated doses of 
BCG have been administered in countries of 
the ex-Soviet Union. Unfortunatelv there " 

have been almost no comparative evaluations 
of the effectiveness of the different policies. It 
has been observed that Door results are ob- 

A 

tained in populations that are exposed to 
many different "environmental" mycobacte- 
ria, which could itself provide a kind of "vacci- 
nation" so that BCG could not improve greatly 
the response. This assumption seems con- 
firmed by the results of a large trial performed 
in 1968 in South India, where the exposure to 
environmental mycobacteria was high. Nei- 
ther of the two vaccines tested that were ob- 
tained from different BCG strains offered pro- 
tection against tuberculosis. On the other 
hand, in front of continue decline in TB inci- 
dence in the community, countries of north- 
ern Europe (Sweden and England) showed a 
trend to discontinue the routine use of E@G 
and to restrict its use to high-risk groups (TB 
contacts and recent immigrants). 

At present, about 100 million children re- 
ceive BCG annually throughout the world. 
Most countries now follow the policies of the 
Expanded Program on Immunization (EPI)/ 
Global Program on Vaccines of the WHO, 
which recommends only a single dose of BCG 
be given at birth or at the earliest contact with 
a health service. 

Another form of TB prevention is chemo- 
prophylaxis (520), i.e., the administration of 
isoniazid to individuals not yet infected (tu- 
berculin-negative) but at risk to acquire tu- 
berculosis because of close contacts with TB 
patients. Chemoprophylaxis should be also 
prescribed to infected subjects, i.e., tubercu- 
lin-positive (under 35 years of age), to prevent 
the progression of the infection to the active 
disease when they live or have close contacts 
with high-incidence groups (nursing home, 



Table 16.3 Common Dosages of Available Antimycobacterial Drugs 

Dose and Route of Administration in Adults 

Daily Dose Twice Weekly Dose Thrice Weekly Dose 

First-line drugs 
Isoniazid (INH) 5 m& os (max. 300 mg) 15 mgkg os (max. 900 mg) 15 mgkg os (max. 900 mg) 
Rifampicin (RMP) 10 mgkg os (max. 600 mg) 10 mgkg os (max. 600 mg) 10 mgkg os ( m a .  600 mg) 
Rifabutin (RTB) 300 mg 0s 300 mg os 150 mg os 
Ethambutol (EMB) 15-25 mgkg os (max. 2.5 g) 50 mgkg 0s 25-30 mgkg os 
Streptomycin (SM) 15 mgkg IM (max. 1 g) 25.30 m& IM ( m a .  1.5 mg) 25-30 mgkg IM (max. 1.5 g) 
Pyrazinamide 15-30 mgkg os (max. 2 g) 30 m& os (max. 2 g) 30 mg/kg osa 

Second-line drugsb 

p -Aminosalicylic acid (PAS) 150 mgkg os ( m a .  10-12 g) 
Ethionamide 15-20 mgkg os (max. 1 g) 
Prothionamide 15-20 mgkg os (max. 1 g) 
Thioacetazone 150 mg 0s 
Capreomycin 15-30 mgkg IM ( m a .  1 g) 
Viomycin l g I M  
Cycloserine 15-20 mgkg os ( m a .  1 g) 
Kanamycin 15-30 mg/kg IM (max. 1 g )  

"Doses higher than 2 g are not well tolerated. 
bSecond-line drugs are seldom used at present. Some have been withdrawn from the market in many countries. The dosage in intermittent regimens is usually the same as for 

initial treatment. 
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Table 16.4 Tuberculosis Chemotherapy Regimens 

Regimen" 

Treatment (months) Initial Maintenance 

8 2SHRZ 6HR 
8 2HRE 6H3R3Z3E3 (or S) 
6 2HRE 4H3R3 
6 2HRZ (2s or E) 4H3R3 
6 6HRS 
6 2HRZ 4H2R2 . 
6 2S3H3R3Z3 2S3H3R32H3R3 
6 6H3R3Z3(S or E) 
6 0.5SHRZ 1.5S2H2RzZ2 4HzRz 

"A numeral preceeding letters indicates the number of months that drug combination is given, e.g., 4RH indicates 4 
months of daily isoniazid and rifampicin. A numeral in subscript following a letter indicates the number of doses per week in 
intermittent regimens, e.g., 5H3R3E, indicates rifampicin, isoniazid, and ethambutol each given three times weekly for 5 
months. If there is no subscript, the drug is given daily. 

E, ethambutol; H, isoniazid; R, rifampicin (rifampin); S, streptomycin; Z, pirazinamide. 

mental institution, correctional or long-term laxis at the dosage of 10 mg/kg up to 600 mg 
facilities, etc.). The recommended doses of daily. The duration of the preventive therapy 
INH are 10 mg/kg for children and adoles- ranges from a minimum of 6 months up to 
cents and 5 mg/kg daily for adults (maximum 12 months. - - 
daily dose = 300 mg). For subjects requiring 

6.2 Mycobacteriosis from NTM 
DOT, a twice-weekly dose of 15 mgkg to a 
maximum of 900 mg is suggested when daily These mycobacteriosis are particularly fre- -- 
DOT is not possible-1f the contact is likely to quent in AIDS patients; about 90% of them are 
be infected with INH-resistant strain, rifam- affected. The most frequent opportunistic in- 
picin should substitute INH in chemoprophy- fection in these patients is now caused by the 

Table 16.5 Interaction of Some Antimycobacterial Drugs with Other Agents 

Antimycobacterial Drug Interaction with 

Ethambutol 

Isoniazid 

Pyrazinamide 
Rifampicin 

Rifabutin 

Streptomycin 

.T Chloroquine, chloramphenicol, didanosine, disulfiram, isoprinosine, 
thiazide diuretics, zalcitabine 

T Anticoagulants, acetaminophen, barbiturates, carbamazepin, 
cyclosporine, corticosteroides, diazepam, didanosine, disulfiram, 
flucitosine, ketoconazole, methyldopa, phenitoin, rifampicin," 
pyrazinamide," theophylline, vidarabine, zalcitabine 
Didanosine, isoniazid," ketokonazole, viridazole, thiazine diuretics 

k Analgesic, anticoagulants, anticonvulsant, azathioprine, 
barbiturates. beta-adrenergic blockers, chloramphenicol, oral - 
contraceptives, corticosteroides, cyclosporine, dapsone, diazepam, 
digoxin, disopyramide, estrogens, haloperidol, methadone, protease 
inhibitors (saquinavir, ritonavir, indinavir, nelfinavir), quinidine, 
zidovudine 

T Didanosine, isoniazid," zalcitabine 
Less interaction than rifampicin. 
J, clarithromycin, cyclosporine, protease inhibitors 
T Acyclovir, amphothericin, nephrotoxic beta-lactams, carboplatinum, 

cisplatinum, cyclosporine, loop diuretics, 5-fluorocytosine 
neuromuscolar blocking agents, NSAID, vancomycin 

~- ~ 

T Possibile increase of activity and/or toxicity. 
J Possibile decrease of activity. 
"Antimycobacterial drug that contributes to the increased hepatotoxicity of therapeutic regimens. 
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M. auium complex. The disease may be local- 
ized in lungs, lymph nodes, and skin while in 
patients with less >50 CD4/mm3 the disease is 
disseminated. M. kansasii and M. xenopi cause 
chronic pulmonary infections, M. genauense is 
responsible for disseminated infections, and 
M. haemophilum causes septic lesions involv- 
ing skin and joints. Except M. kansasii, NTM 
are scarcely susceptible to classic antitubercu- 
lous drugs. Therapeutic regimens (521) ap- 
plied in these infections are summarized in 
Table 16.6. 

6.3 Leprosy 

The therapy of leprosy has reached significant 
achievements since 1982, when WHO pro- 
moted new protocols of treatment, providing a 
short-term multidrug therapy (MDT) (522, 
523). In this period, the estimates of the total 
number of leprosy cases in the world has been 
falling downward. This tendency has not to be 
attributed only to implementation of MDT but 
to a series of other factors, such the revision in 
the definition of patients. Patients who have 
completed their course of chemotherapy are 
no longer counted as registered cases even if 
they have residual disabilities. In addition, 
better living conditions and better nutrition 
greatly contributed to the decline of incidence 
of the disease in some countries. There has 
been a reduction of 42% in cases of leprosy in 
the world since 1985; the global estimates in 
1991 were 5.5 million cases (of which 2 million 
were not receiving treatment) compared with 
10-12 million in the past (522-524). 

The regimens that have been followed ac- 
cording to WHO recommendations in develop- 
ing countries are mainly two, one directed to 
treat paucibacillary disease and the other for 
multibacillary disease. The former consist in 
the administration of dapsone 100 mg daily 
plus rifampicin 600 mg monthly for 6 months, 
the latter in the administration of dapsone 
100 mg plus clofazimine 50 mg daily plus ri- 
fampicin 600 mg and clofazimine 300 mg 
monthly for a minimum of 2 years (522, 523). 
Relapse rates have been considered low 
enough for WHO to recommend the reduction 
of the therapy to 1 year (525). In some cases a 
daily treatment with rifampicin and dapsone 

is privileged for 1 year in paucibacillary lep- 
rosy and for 2 years with the addition of clofa- 
zimine in multibacillary disease (522, 523). 

On the basis of a multicenter trial, the 
WHO Committee on Leprosy concluded that 
single-lesion paucibacillary disease could be 
treated with a single dose of therapy consist- 
ing of 600 mg rifampicin, 400 mg ofloxacin, 
and 100 mg minocycline. This regimen seems 
to be as effective as the standard paucib&il- 
lary regimen previously approved by WHO 
(526), that is, dapsone 100 mg daily plus ri- 
fampicin monthly for 6 months. However the 
results are still under debate. 

During therapy, about 25% of all borderline 
and lepromatous patients develop acute in- 
flammatory reactions probably caused by the 
formation of immune complexes caused by the 
high antigen load released by dying mycobac- 
teria, with a consequent secretion of TNF-a 
from macrophages (527). Reactions are of two 
main types, namely reversal reaction and ery- 
thema nodosum leprosum. The former con- 
sists in new and increased inflammation in 
preexisting skin lesions, with or without in- 
volvement of nerve trunks; the latter consists 
in the formation of small tender erythematous 
subcutaneous nodules, accompanied by fever, 
arthralgia, vasculitis, adenopathy, and fur- . 
ther inflammatory reaction in other organs. 
These reactions are usually controlled with 
corticosteroids. In the most severe cases tha- 
lidomide, azathioprine, and cyclosporine have 
been employed, but because of serious side ef- 
fects, their use has to be restricted and closely 
monitored (528). 

A field which attracts a particular interest 
is the possibility to develop a vaccine to pre- 
vent the disease. Three vaccines have been 
prepared combining BCG with M. leprae or 
other mycobacterial species and are currently 
under investigation, but results of these trials 
will only be available in 8-10 years (529). A 
preliminary report on a trial performed in 
Venezuela with a vaccine constituted by BCG 
and killed M. leprae does not evidentiate any 
advantage over the use of BCG alone (530). In 
fact, BCG alone, particularly if repeated, has 
shown some protective activity against both 
tuberculosis and leprosy (531). 
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Table 16.6 Regimens for the Treatment and Prophylaxis of Some NTM Infections 

Pathology Therapy Duration of Therapy 

M. kansasii: 
pulmonary disease 

M. avium complex: 
pulmonary disease 

M. avium complex: 
disseminated 
disease 

M. avium, M. 
scrofulaceum, M. 
malmoense: cervical 
lymphadenitis 

M. marinum: 
cutaneous diseases 

M. malmoense: 
pulmonary disease 

M. simiae: pulmonary 
and disseminated 
disease 

Isoniazid 300 mg, + rifampicin 600 
mg, + ethambutol25 m a g  for 2 
months, (then 15 m a g ) ,  daily. 

Possible alternative drugs: 
clarithromycin, sulfamethoxazole, 
amikacin, newer quinolones, 
rifabutin 

Clarithromycin 500 mg, twice daily 
(or azithromycin 250 o 500 mg 
three time a week) + rifabutin 300 
mg (or rifampicin 600 mg) + 
ethambutol25 m a g  daily for 2 
months, then (15 mg/kg) + 
streptomycin 0.750-1 g three times 
a week for 2-3 months 

Clarithromycin 500 mg twice a day 
(or azithromycin 250 mg three 
times a week) + rifampicin 600 mg 
(or rifabutin 300 mg + ethambutol 
25 m a g  for 2 months, (then 15 
m a g )  Streptomycin 0.75-1 g 2-3 
times a week for the first 8 weeks 
should be considered if tolerated. 

Prophylaxis in adults with AIDS with 
CD4 < 50 cells: Rifabutin 300 mg 
daily or clarithromycin 500 mg 
twice daily; or azithromycin 1200 
mg once weekly; or azithromycin 
1200 mg once weekly + rifabutin 
300 mg daily 

Possibly susceptible to clarithomycin, 
amikacin, ciprofloxacin, 
doxicycline, clofazimine. 

Surgical resection 
Clarythromycin 500 mg twice daily; 

or minocycline or doxycycline 100 
mg twice daily; or TMPISMX 1601 
800 mg twice daily: or rifampicin 
600 mg + ethambutol15 mgkg 
daily 

Ethambutol, rifampicin, 
streptomycin (in combination 
according to susceptibility tests) 

Clarithromycin, ethambutol, 
rifabutin, streptomycin (4 drug in 
combination according to 
susceptibility test) 

18 Months, with a minimum of 
12 months sputum 
negativity 

Until culture negative for at  
least 12 months 

Until culture negative or 
lifelong 

Lifelong 

4-6 Months 

3 Months 

Variable 

Variable 

7 THINGS TO COME The future projections of the global tuber- 
culosis epidemic, as estimated by WHO, are 

What is the future of tuberculosis? What is the not optimistic. If effective national tuberculo- 
way to overcome the many problems that this sis programs are not implemented, it is likely 
disease still poses? that the epidemic will worsen. Several factors, 
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Table 16.6 (Continued) 

Pathology Therapy Duration of Therapy 

Rapidly growing Amikacin, tobramycin, cefoxitin, 6-12 Months 
mycobacteria: imipenem, newer macrolides, 
M. fortuitum quinolones, doxycycline, 

minocycline, sulfonamides (2 drug 
combination therapy, according to 
susceptibility test) 

M. abscessus Amikacin, cefoxitin, itnipenem, 2-4 Weeks (curative course 
newer macrolides (2 drug probably of 4-6 months)' 
combination therapy, according to 
susceptibility test) 

Adapted from American Thoracic Society (ATS), Diagnosis and treatment of disease caused by nontuberculous Myco- 
bacteria, Am. J. Resp. Crit. Care Med., 156,51 (1997). 

mostly particular to developing countries, con- 
tribute to confirm this hypothesis: war, natu- 
ral disaster, poverty, malnutrition, demo- 
graphic changes, increasing antituberculous 
drug resistance, and expansion of HIV pan- 
demic, especially in Southeast Asia. It is esti- 
mated that the global HIV-related tuberculo- 
sis cases will increase from 700,000 in 1995 to 
1.4 million in 2000 (507, 532). 

However, some lines of research have to be 
pursued to find possibly innovative solutions 
to the problem of tuberculosis. 

It is a common feeling and it seems to be a 
realistic approach that the global problem of 
tuberculosis will be solved when an efficacious 
vaccine is (will be!) available. A first goal is 
achieving a better evaluation of the effective- 
ness of BCG vaccine, determining the factors 
that influence it, and identifying the immuno- 
logical correlates of its behavior in different 
populations, when the effectiveness of the vac- 
cine is known. A better knowledge of its mech- 
anism of action will allow some genetic modi- 
fications leading to an enhanced&tivity. This 
approach has been attempted, and encourag- 
ingresults have been obtained. Strains of BCG 
secreting cytokines or overexpressing specific 
antigens showed enhanced immunogenecity 
(533, 534). 

DNA vaccines have raised great interest; a 
recombinant antigen when administered as 
DNA vaccine is immunoprotective as the re- 
sults obtained in animal models demonstrated 
(535, 536). That means that any of the 4000 
genes identified in the M. tuberculosis genoma 
could be rapidly tested for their potential use 
as subunit vaccines. This possibility greatly 

enhances the projects for vaccine development 
(537). The steps for developing an improved 
tuberculosis vaccine have been indicated 
(538). More than 190 candidates vaccines have 
been screened in animal models (539). 

There are already at least 40 potential vac- 
cines that could be considered for clinical tri- 
als, but the enormous complexity and the cost 
of the organization of such trials delays or pre- 
vents their realization (537). 

From the point of view of treatment, immu- 
notherapy could offer a solution to the prob- 
lem of MDR tuberculosis as well of other of 
mycobacterioses scarcely susceptible to the 
classical antituberculous therapy. Cytokines . 
could be directly administered in patients sys- 
temically or by aerosol. Experiments that have 
been performed in animals and some limited 
trials in humans with IL-2 and IFN-y seem to 
give some promising results (540,541). 

The goal to be reached in the search of new 
antituberculous chemotherapeutic agents should 
be the development of drugs with novel mech- 
anism of action and new targets, high antimy- 
cobacterial activity, improved pharmacoki- 
netic characteristics, and better tolerability. 
Possibly, the ideal antimycobacterial agent 
should be capable to eradicate the infection by 
a very short course of therapy, better if by 
single-drug administration. This result has 
been practically reached by the use the single 
dose of the association rifampicin, ofloxacin, 
and minocycline in the treatment of certain 
forms of leprosy (542). 

Improvements in the implementation of 
the DOT program, which in past years has 
been deceiving in many countries, will be of 
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value. It was estimated that 25% of the world's 
population may have access to DOTS in mid- 
2000, in comparison with about 10% in 1995. 
To further improve the results, it is necessary 
to increase substantially case detection and 
notifications. The WHO targets for TB control 
are 85% treatment success rate among smear 
positive cases and detection of 70% of all such 
cases. These targets had not been met by the 
start of the year 2000, but could be achieved by 
2005. To achieve this program, it is necessary 
that the largest countries, particularly India, 
which have a high incidence rate of TB, extend 
the DOTS procedure to the whole population 
by 2004 (507, 532). 

In the near future new and old tools (drugs, 
vaccines, diagnostic methods) can be com- 
bined and used in different ways to improve 
the outcome of tuberculosis, but it is necessary 
that the recent discoveries and hopefully some 
new therapeutic agents will provide us with 
the means to apply better strategies to the 
therapy and prevention of tuberculosis. 
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1 INTRODUCTION 

Of the five fundamental Kingdoms of Life, the 
Kingdom F m g  is arguably the most diverse and 
prevalent. Unlike the W o m  Monera (contain- 
ing bacteria), fuqg are eukaryotic organisms 
whose cellular fundions consequently resemble 
those of plants and animals more closely. Thus the 
issue of selectivity predominates in the quest for 
safe and effective chemotherapeutic remedies for 
diseases caused by fungi. As with all chemother- 
apy, there is a risk-reward ratio to be taken into 
account; in the context of hngd infections, this 
ratio may vary greatly, from minor irritations such 
as athlete's foot to life-threatening systemic infec- 
tions such as those caused by Aspergillus fumiga- 
tus. This chapter addresses medicinal aspects of 
the treatment of fungal diseases of all types, but 
because most recent research has been directed 
toward the treatment of systemic infections, em- 
phasis is placed on this aspect. 

1.1 Fungal Diseases and Pathogens 

1.1.1 Candida spp. Invasive candidiasis is 
the most common nosocomial mycosis, per- 
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haps because the causative organism is a com- 
ponent of the endogenous flora of the human 
alimentary tract. There has been debate over 
the significance of positive blood cultures (can- 
didemia) in the progression of fungal disease. 
Given the high mortality rates (up to 75%) in 
cases of invasive candidiasis, the current con- 
sensus is that all high risk patients with can- 
didemia should receive therapy (1). 

C. glabrata, C. krusei, C. tropicalis, and C. 
parapsilosis have emerged in recent years as 
troublesome organisms, challenging the su- 
premacy of C. albicans in candida infections. 
The most common manifestation of these in- 
fections, particularly in AIDS patients, is oral 
or esophageal candidiasis ("thrush": white 
plaques that cause pain or difficulty upon 
swallowing); studies suggest that up to 90% of 
those suffering from AIDS have had at least 
one such episode (2). Catheter-related candida 
infections are also very common in hospital- 
ized patients and, if not treated adequately, 
may lead to disseminated disease in which vir- 
tually any organ may be affected. This is par- 
ticularly a risk in patients undergoing treat- 



Table 17.1 Common Fungal Infectionsa 

Disease Etiologic Agents Main Tissues Affected 

Contagious, Superficial Disease 

Dermatophytoses (ringworm/tinea) Epidermophyton, Microsporum, Trichophyton spp. Skin, hair, nails 

Noncontagious, Systemic Diseases 

Aspergillosis 
Blastomycosis 
Candidiasis 
Chromomycosis 
Coccidioidomycosis 
Cryptococcosis 
Histoplasmosis 
Mucormycosis 
Paracoccidioidomycosis 
Pneumocystosis 
Pseudoallescheriasis 

Aspergillus spp. 
Blastomyces dermatitidis 
Candida spp. 
Cladosporium, Fonsecaea, and Phialophora spp. 
Coccidioides immitis 
Cryptococcus neoformans 
Histoplasma capsulatum 
Absidia, Mucor, Rhizopus spp. 
Paracoccidioides brasiliensis 
Pneumocystis carinii 
Pseudoallescheria boydii 

External ear, lungs, eye, brain 
Lungs, skin, bone, testes 
Respiratory, gastrointestinal and urogenital tracts; skin 
Skin 
Lungs, skin, joints, meninges 
Lungs, meninges 
Lungs, spleen, liver, adrenals, lymph nodes 
Nasal mucosa, lungs, blood vessels, brain 
Skin, nasal mucosa, lungs, liver, adrenals, lymph nodes 
Lungs 
External ear, lungs, eye - 

Sporotrichosis Sporothrix schenkii Skin, joints, lungs 

"Reproduced with permission from Burger's Medicinal Chemistry and Drug Discovery: Therapeutic Agents, Vol. 2,5th ed., Chapter 35, p.  639. 
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ment for leukemia, with prolonged periods of 
bone marrow dysfunction and neutropenia. 

1.1.2 Cryptococcus neoformans, This or- 
ganism, which survives in the feces of pigeons 
and is probably acquired in humans by aero- 
solization and inhalation, emerged at the 
height of the AIDS pandemic as a life-threat- 
ening pathogen. In recent years incidence of 
these infections has abated somewhat, but an 
episode of cryptococcal meningitis remains a 
serious cause for concern, and after therapy a 
life-long antifungal regimen is required in 
AIDS patients to prevent relapse. 

1 .I .3 Opportunistic Filamentous Fungi. These 
are a group of organisms that cause very seri- 
ous infections, particularly in neutropenic pa- 
tients. Infection attributed to Aspergillus spp. 
is the most common. After the inhalation of 
spores, pulmonary disease develops; in severe 
cases, the disease spreads to any of several 
other organs. Mortality in cases of invasive 
pulmonary aspergillosis remains high, despite 
some improvement in early diagnosis, and the 
need for effective, less toxic therapies remains 
acute (3). The situation is complicated by the 
incidence of pulmonary infection resulting 
from other moulds that may be refractory to 
agents that have some effect on Aspergillus 
SPP . 
1.2 Trends in Incidence of Fungal Infection 

The greatest use of antifungal agents, by far, 
is in treatment of dermatophytic infections- 
dandruff, athlete's foot, and toenail infections, 
for example-that occur in otherwise healthy 
individuals. The incidence of such disease is 
relatively constant. Because these are infec- 
tions of the skin, many of the available agents 
are applied topically, although a few notable 
oral alternatives are now available. Despite 
the relative triviality of the infections, how- 
ever, their eradication is often problematic 
and requires many weeks or months of ther- 
apy. 

Far more serious, but much less prevalent, 
is the morbidity caused by systemic mycoses. 
In populations with a fully functioning im- 
mune system, the incidence of invasive fungal 
infections is low, but in the immunocompro- 
mised host the situation is very different. Be- 

cause the proportion of the population that is 
immunocompromised has increased sharply 
in recent years, so the incidence of life-threat- 
ening fungal infections has risen dramatically. 
Data from the National Nosocomial Infections 
Surveillance System conducted in the United 
States showed a 487% increase in candida 
bloodstream infections between 1980 and 
1989 (4). The increase in numbers of immuno- 
compromised patients is attributed princi- 
pally to three factors: ( I )  advances in trans- 
plant technology, necessitating a period of 
deliberate immunosuppression to avoid com- 
plications resulting from rejection of the for- 
eign organ; (2) chemotherapeutic regimens in 
cancer that kill rapidly dividing cells such as 
key parts of the immune system; and (3) the 
spread of the AIDS pandemic. By the early 
1990s, fungemia was recognized as the cause 
of 10% of nosocomial infections (5). The ad- 
vent of highly active antiretroviral therapy 
(HAART) in the treatment of AIDS has ame- 
liorated the number of fungal infections in 
this subpopulation, but fungal infections re- 
main a significant cause of morbidity and mor- 
tality, particularly in the nosocomial setting 
(6) .  

1.3 Epidemiology of Resistance 

As with all other areas of anti-infective drug 
therapy, the phenomenon of resistance to cur- 
rently available antifungal therapies is a ma- 
jor concern, and the biochemical means by 
which such resistance to various drug classes 
is manifest in the clinic is discussed in section 
3. However, it is appropriate at this juncture 
to compare and contrast the epidemiological 
circumstances by which such resistance devel- 
ops in the antifungal (as opposed to antibacte- 
rial or antiviral) context. 

A major cause of concern in antibacterial 
chemotherapy is the rapid spread of resistant 
genes within a bacterial strain (or even across 
species) by the exchange of genetic material on 
plasmids, a phenomenon that has been exac- 
erbated in the West by the growth in air travel, 
ensuring that any mechanism by which a pop- 
ulation of bacteria becomes resistant to a par- 
ticular agent will be shared across much of the 
world in a relatively short time. Fortunately, 
in the fungal context (where life-threatening 
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systemic diseases are not contagious), the 
spread of resistance by such means occurs at a 
negligible rate. Here, there are two major 
ways in which resistance becomes manifest. 
The first arises when initial antifungal ther- 
apy (combined with a defective immune sys- 
tem) fails to eradicate the organism from the - 
patient. Under these circumstances, repeated 
sublethal exposure to the drug allows a variety 
of resistance mechanisms to be induced, in 
much the same way as resistant strains are 
deliberately generated in the laboratory. The 
second mechanism for the emergence of infec- 
tions that are refractory to therapy arises (like 
all resistance phenomena) from the use of an- - 
tifungal agents: inevitably, any agent is less 
efficacious for some fungal species than for 
others. Thus, the use of any drug is bound to 
t resent an environmental stress on the most 
susceptible strains, allowing the less suscepti- 
ble to become more prevalent. In the clinical 
context, the most obvious manifestation of 
this vhenomenon has been the recent identifi- - 
cation of Candida spp. that are intrinsically 
resistant to fluconazole in cases of invasive 
candidiasis (7). These are strains that ordi- 
narily make up only a small proportion of the 
fungal burden, but emerge as predominant 
pathogens when the population of C. albicans 
is reduced through antifungal therapy. 

Thus, although antifungal therapy is not 
bedeviled by the facile mechanisms for the 
spread of resistance that are such a problem in 
the antibacterial or antiviral contexts, none- 
theless there are ways in which drugs become 
less efficacious over time, and the consequent 
clinical limitations should not be underesti- 
mated (5). 

1.4 Diagnostic and Microbiological Issues 

1 
Although the pharmaceutical industry com- 

k monly classifies antifungal with antibacterial 
I (and antiviral) research and development as a 

single therapeutic area (anti-infectives), there 
j are some important clinical differences that 

affect the way in which antifungal agents are 
i used, and that have a significant impact on the 
F discovery process. First, considerably fewer 

clinical microbiological data are available to 
allow meaningful analysis of the pathogenic 
organisms involved. This is partly because less 
routine identification of fungal species (much 

less individual strains) is performed in the 
general hospital setting. The generation time 
of most fungi is longer than that of bacteria, 
and consequently the common practice is to 
rule out bacteria as origins of an infection and 
proceed to antifungal therapy on an empiric 
basis. In some extreme cases, such as for inva- 
sive aspergillus infections, the incubation 
time is comparable with the time it takes for 
the disease to progress from presentation with 
fever to death. This, combined with the reduc- 
tion in postmortem clinical microbiological in- 
vestigations, may contribute to significant un- 
derreporting of the incidence of serious 
systemic fungal infections in general. 

Second, only recently have standard meth- 
ods begun to emerge for routine susceptibility 
testing, further confounding attempts to in- 
terpret historical data in a comparative man- 
ner (8). The variable morphology of important 
pathogens (the dimorphism of Candida spp. 
between yeast and hyphal forms, or the vastly 
different morphology of Cryptococcus neofor- 
mans in vitro and in vivo, for example), the 
differing correlations of growth time in vitro 
with clinical outcomes across species, "trail- 
ing" effects with important classes of agents 
confounding the definition of a minimum in- 
hibitory concentration (MIC), and difficulties 
in defining interpretative breakpoints for use 
in a predictive manner clinically, all combine 
to render the definition of broadly useful 
methods extremely problematic; the need for 
different methods for different organisms fur- 
ther increases the burden on clinical microbi- 
ology laboratories. 

Given the limited success in defining micro- 
biological susceptibility testing conditions 
that correlate with clinical outcomes, it is only 
to be expected that trends in the emergence of 
resistance may be hard to define. However, 
particularly for azoles, approximately 50% of 
azole-resistant isolates correlate with clinical 
failure (9, lo), and the increase in MIC upon 
sequential isolation from individual patients 
provides clear evidence of such trends (11). 

In this context, it is not surprising that the 
field of antifungal research is littered with ex- 
amples where tests in vitro were not adequate 
to predict effects in vivo, and many of these 
were false negatives, examples where the com- 
pounds turned out to be active in vivo despite 



Antifungal Agents 

apparently poor in vitro antifungal activity. 
Two very prominent and significant classes of 
antifungals (the azoles and the echinocandins) 
were significantly underestimated by conven- 
tional in vitro methods; the use of pharmaco- 
kinetic and in vivo efficacy tests at an early 
stage in the discovery process is therefore par- 
ticularly appropriate in this field of medicinal 
discovery (12). 

1.5 Selectivity 

The search for antifungal agents that are clin- 
ically useful may fairly be characterized as the 
search for selective ways to kill one eukaryotic 
organism within another, and for systemic 
mycoses, it is also fair to say that until recently 
clinicians have been forced to use agents 
whose mammalian toxicity has been the limit- 
ing factor in achieving successful outcomes. 
Indeed, amphotericin B, the gold standard of 
therapy for serious invasive mycoses for over 
40 years, causes nephrotoxicity in over 80% of 
patients who receive it, and a primary concern 
in the design of therapeutic regimens (both in 
amount and frequency of dosing, as well as in 
the search for new formulations) is to avoid 
permanent defects in renal function (see Sec- 
tions 3.1.4,3.1.7, and 3.1.8). 

The two primary differences between fungi 
and higher eukaryotes that have been ex- 
ploited in the identification of antifungal 
agents with clinical utility are the constitution 
of the cell membrane and the architecture of 
the cell wall. 

1.5.1 The Biosynthesis and Cellular Func- 
tions of Ergosterol. In virtually all pathogenic 
fungi, the principal sterol is ergosterol (Fig. 
17.1), which differs from its mammalian 
counterpart cholesterol in several structural 
respects. Although none of the classes of cur- 
rently available antifungal agents was discov- 
ered by a rational search based on this fact, a 
remarkable number of them turn out to de- 
pend on it for their utility. 

The principal route for the biosynthesis of 
ergosterol from squalene in C. albicans is 
shown in Schemes 17.1 and 17.2. Not surpris- 
ingly, there are many parallels with the bio- 
synthesis of cholesterol in mammals; even 
when the substrates differ, many of the chem- 

Ergosterol 

Cholesterol 

Figure 17.1. Ergosterol and cholesterol. 

ical transformations are analogous. Further- 
more, it is important to appreciate that the 
route to ergosterol in the latter stages is not 
identical in all fungal species, nor is there nec- 
essarily a unique path in each (13). For exam- 
ple, the order of methylenation at C,, and 
demethylations at C, and C,, may vary, as 
may the isomerizations and adjustments in 
oxidation state that lead thereafter to the ap- 
propriate installation of olefins. Thus inhibi- 
tion of one of these later steps may cause not 
only the depletion of cellular reserves of ergos- 
terol, but also the accumulation of aberrant 
sterols as intermediates in the pathway. 

Ergosterol may constitute 10% of the dry 
weight of a fungal cell. Using S. cerevisiae as a 
convenient model organism and studying 
growth patterns using surrogate sterols, it has 
been shown to be important for the growth 
and survival of fungi in a variety of ways (14). 
At least four sterol functions have been impli- 
cated: sparking, critical domain, domain, and 
bulk (15). Of these, the sparking function (as- 
sociated with cellular proliferation) is the 
most structurally demanding and requires a 
sterol with a planar a-face (i.e., no methyl 
group at C14) and bearing a C,, olefin, and 
the bulk function is the least demanding, re- 
quiring only a sterol bearing a 3P-hydroxy 
group. 



1 Squalene epoxidase (ERGI) 

Squalene epoxide 

1 Oxidosqualene cyclase I Lanosterol synthase (ERG7) 

C14 demethylase (ERG11) 

HO 

Lanosterol I A14 reductase (ERG24) 

1 Cq demethylase 

Scheme 17.1. Biosynthetic pathway from squalene to zymosterol. For further stereochemical de- 
tail, see Fig. 17.1. 
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/ A * Methyl transferase (ERG@ 

A5.6 desaturase (ERG3), 

A 22,23 desaturase (ERGS) 

1.5.2 The Fungal Cell Wall. The fungal cell 
wall is a complex structure external to the cell 
membrane containing a high degree of poly- 
saccharide content. It is essential for fungal 
viability, maintaining organism osmotic integ- 
rity and shape during its growth. In patho- 
genic fungi, adhesion to the mammalian host 
appears to be regulated by the cell wall. Given 
that there are no mammalian counterparts to 
the fungal cell wall, compounds that target it 
should be selective and inherently fungicidal, 
making them quite attractive for clinical de- 
velopment. The clinical success of antibacte- 
rial agents such as the p-lactams that target 
the bacterial cell wall suggest that a functional 
equivalent in fungi would have good clinical 
potential (16). 

The composition of the fungal cell wall var- 
ies among species but is generally composed 
of glucans, chitin, and mannoproteins. 
Chitin and glucan fibrils form the scaffolding, 
whereas embedded mannoproteins form the 
matrix that is responsible for cell wall porosity 
and hydrophobicity. 

Glucans, which constitute nearly 60% of 
the fungal cell wall, are variously linked 
p-1,3-, a-1,3-, and p-1,6-glucose polymers 
composed of approximately 1500 monomer 
units with side chains averaging 150 mono- 
mer units in length. Glucan is evenly distrib- 
uted over the entire cell surface but is pri- ' 

marily deposited a t  sites of new cell wall 
growth. Caspofungin (see Section 3.51, an in- 
hibitor of P-1,3-glucan synthase, was re- 
cently approved to treat patients with re- 
fractory invasive aspergillosis. Other glucan 
synthase inhibitors of the candin class that 
are currently in clinical development in- 
clude Micafungin (FK-463) and Anidulafun- 
gin (LY303366, V-002). 

Chitin, a homopolymer of monomer units 

1 A 24"8) reductase (ERG4p) 

- - - - 

of N-acetyl-D-glucosamine, is a minor but es- 
sential cell wall component. Its proportion in 
the fungal cell wall varies among species (i.e., 
2% in yeasts, higher in moulds). Chitin syn- 

Scheme 17.2. Biosynthetic pathway from zymos- 
terol to ergosterol (in C. albicans). For further ste- 
reochemical detail, see Fig. 17.1. 

thesis occurs on the cytoplasmic surface of the 
plasma membrane with the translocation of 
the linear polymer through the membrane to 
the cell surface. Chitin synthesis is competi- 
tively inhibited by the naturally occurring nu- 
cleoside-peptides polyoxins and nikkomycins 
(see Section 3.5.1.2). 
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Mannoproteins, which are 0- and N-glyco- 
sylated proteins that constitute approxi- 
mately 40% of the cell wall, are linked at their 
manno-oligosaccharide to P-1,3-glucan by a 
phosphodiester linkage. Because glycosylation 
of fungal mannoproteins is generally similar 
to that of mammalian mannoproteins, disrup- 
tion of this target is considered less attractive. 

2 CURRENT THERAPEUTIC OPTIONS 

2.1 Current Drugs 

The entries in the following tables are listed 
according to mode of action, with those affect- 
ing ergosterol biosynthesis or function (the 
vast majority) grouped together. 

The pharmaceutical requirements (and 
markets) of agents for use in treating systemic 
and superficial cutaneous mycoses differ 
greatly. Consequently, compounds for these 
different uses are listed in separate tables be- 
low. Where significant use for a single agent is 
found in both contexts, it is listed in both ta- 
bles. 

2.1.1 Drugs for Treatment of Systemic My- 
coses. See page 890. 

2.1.2 Drugs for Treatment of Superficial Cu- 
taneous Mycoses. See page 891. 

3 ANTIFUNGAL CHEMICAL CLASSES 

3.1 Polyenes: Amphotericin B and Nystatin 

3.1.1 Overview and Mode of Action. Am- 
photericin B (Fig. 17.2), produced by Strepto- 
myces nodosus, was discovered in 1955 by 
Gold and coworkers. It is the archetypal poly- 
ene antifungal and was the first systemic 
agent available to treat invasive fungal infec- 
tions. The primary indications of its current 
therapy include invasive candidiasis, crypto- 
coccosis, aspergillosis, and histoplasmosis. It 
is the treatment of choice for empirical ther- 
apy in febrile neutropenic patients. 

The polyenes act by binding to ergosterol, a 
sterol present in the membrane of sensitive 
fungi. The interaction with ergosterol forms 
pores within the fungal cell membrane, result- 

ing in leakage of cellular contents such as so- 
dium, potassium, and hydrogen ions. Polyenes 
display little or no activity against bacteria, as 
these organisms lack membrane-bound ste- 
rols. Although amphotericin B binds approxi- 
mately 10 times more strongly to fungal cell 
membrane components than to mammalian 
cell membrane cholesterol, the interaction 
with and disruption of mammalian cells by the 
compound can result in adverse side effects. 
Consequently, polyenes such as nystatin that 
have a higher affinity for cholesterol have cor- 
respondingly greater toxicities for mamma- 
lian cells. 

3.1.2 Structure-Activity Relationship. Ap- 
proximately 60 polyene antifungal compounds 
have been described to date. They are ampho- 
teric, poorly soluble in water, and somewhat 
unstable because of extensive unsaturation. 
They consist of a large, macrocyclic core (38- 
membered in the case of amphotericin B), 
where a hydrophilic, polyhydroxylated chain 
((3,-C,, in amphotericin B) is bound to a li- 
pophilic polyene fragment (C,,-C,, in ampho- 
tericin B) by two poly-substituted alkyl links 
(C,,-C,, and C,,-C,, in amphotericin B, 
where the latter exists in a pyranose hemiac- 
eta1 form). Diversity among the polyenes 
arises principally from the number and config- 
urational arrangement of hydroxyl groups and 
double bonds in the macrocycle. X-ray crystal- 
lography has shown amphotericin B to be rod- 
shaped, with the hydrophilic hydroxyl groups 
of the macrolide forming an opposing face to 
the lipophilic polyene portion. 

3.1.3 Resistance. Clinical resistance to poly- 
ene treatment remains rare; however, resis- 
tant strains have been isolated under labora- 
tory conditions. These strains typically dem- 
onstrate alterations in the nature of the 
sterols or in the amount of sterols present in 
the' membrane. 

3.1.4 Side Effects. The clinical use of poly- 
enes is limited, principally because of dose- 
limiting nephrotoxicity. The primary manifes- 
tations of nephrotoxicity include decreased 
glomerular filtration, loss of urinary concen- 
trating ability, renal loss of sodium and potas- 
sium ions, and renal tubular acidosis. Ampho- 



Table 17.2 Drugs for Treatment of Systemic Mycosesa 

Chemical 
Classb Generic Name Trade Name Originator Formulations Indications, Dose 

Polyenes Amphotericin B (AmB) Fungizone Bristol-Myers Squibb Deoxycholate Systemic fungal infections; no 
more than 70 mg over 2 
days 

Systemic fungal infections; 5 
mg/kglday 

AmB Lipid Complex ABELCET The Liposome 
Company 

Dimyristoyl 
phosphatidylcholine, 
dimyristoyl 
phosphatidylglycerol 

AmB Colloidal 
Dispersion 

Liposomal AmB 

Amphocil 
Amphotec 

Ambisome 

InterMune 

Fujisawa 

Invasive aspergillosis; 3-6 rngl 
kglday 

Empiric therapy, 3 mglkglday; Liposomal membranes 
systemic fungal infections, 
3-6 mg/kg/day 

Systemic fungal infections; 2 
glday 

Candidiasis, cryptococcal 
meningitis; up to 400 rngl 
day 

Blastomycosis, histoplasmosis, 

AmB Oral suspension 

Fluconazole 

Fungizone Oral 
Suspension 

Diflucan 

Bristol-Myers Squibb 

Pfizer 

Oral, 100 mg/mL 
suspension 

Oral, i.v. Azoles 

Itraconazole Sporanox Janssen Oral, i.v. 
aspergillosis; up to 400 rngl 
day 

Candidiasis; 400 mglday 
Acute invasive aspergillosis; 4 

mg/kg/day i.v." 
Candidiasis; 250 mglday 
Refractory invasive 

aspergillosis; 50 mglday 

Ketoconazole 
Voriconazole 

Allylamines Terbinafine 
Candins Caspo fungin 

Others Flucytosine 

Nizoral 
Vfend 

Lamisil 
Cancidas 

Ancobon 

Janssen 
Pfizer 

Sandoz (Novartis) 
Merck 

Roche 

Oral 
Oral, i.v. 

Oral 
i.v. infusion 

Oral Candidiasis, cryptococcal 
meningitis; 50-150 mg/kg/ 
day 

"Reproduced with permission from www.dodorfungus.org. 
bFor structures, see relevant sections. 
'FDA advisory committee recommendations; FDA approval still pending. 



Table 17.3 Drugs for Treatment of Superticid Cutaneous Mycoses" 

Chemical 
Classb Generic Name Trade Name Originator Formulationsc Indicationsc 

Polyenes Amphotericin B Fungizone Bristol-Myers Squibb c ,  L, 0 
Nystatin Various 

Azoles Butoconazole Femstat 
Clotrimazole Various 
Econazole Spectazole 

Various C, 0 ,  OS, P, VT, T CC, OC, VC 
Syntex (Fbche) C VC 
Bayer C, L, S, T, VT D, CC, OC, VC 
Janssen C D, CC 

Itraconazole Sporanox Janssen S D 
Ketoconazole Nizoral Janssen c ,  s D, CC 
Miconazole Micatin, Monistat Janssen C, L, S, P, VS D, CC, VC 
Oxiconazole Oxistat Roche c ,  L D, CC 
Sulconazole Exelderm Syntex (Roche) c, s D, CC 
Terconazole Terazole Janssen C, VS VC 
Tioconazole Vagistat Pfizer C, VO VC 

Allylamines Naftifine Naftin Sandoz (Novartis) c, 0 ,  p D 
Terbinahe Larnisil Sandoz (Novartis) c, s D 
Butenahe Mentax Kaken C D 

Miscellaneous Amorolfine Loceryl Roche C?? D 
Ciclopirox Loprox Aventis c ,  L D, CC 
Griseofulvin Various Various Oral D 
Haloprogin Halotex Bristol-Myers Squibb C D, CC 
Tolnaftate Aftate, NP-27, Tinadin, Ting Schering-Plough c ,  s, p D 
Undecylenate Cruex, Desenex Fisons c, p ,  0 ,  s D 

"Reproduced with permission from www.doctorfungus.org. 
bFor structures, see relevant sections. 
'C, cream; L, lotion; 0 ,  ointment; OS, oral suspension; P, powder; S, solution/spray; VO, vaginal ointment; VS, suppository; T, troche; VT, vaginal tablet; D, dermatophytosis; CC, 

cutaneous candidiasis; OC, oropharyngeal candidiasis; VC, wlvovaginal candidiasis. 
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Figure 17.2. Structures of polyenes. 

tericin B-induced renal impairment may 
result in the premature or. temporary cessa- 
tion of treatment or a reduction in dosage, 
leading to a worsening of the infection or pro- 
longed hospitalization. Complications in addi- 
tion to nephrotoxicity include hypokalemia 
and anemia, caused by reduced erythropoetin 
synthesis. 

3.1.5 Absorption, Distribution, Metabolism, 
Excretion (ADME). Amphotericin B is poorly 
absorbed when given orally, and therefore is ad- 
ministered only by intravenous injection. Serum 
concentrations of the compound plateau at 2.5 
m&, with little increase for dosages >1 mg/kgl 
day. Side effects appear more related to the total 
cumulative dose than serum concentrations of 
the drug. The distribution of amphotericin B is 
believed to follow a three-compartment model, 
with a reported total volume of distribution of 4 
Wkg; the compound is distributed to various or- 
gans of the body such as lungs, kidneys, and the 

spleen. Little of the agent penetrates into cere- 
brospinal fluid (CSF). The metabolism of the 
compound is not well understood, and the drug 
is eliminated primarily by way of renal and bili- 
ary routes. 

3.1.6 Drug Interactions. Because multiple 
drug therapy is typically required for patients 
receiving amphotericin B, the risk of drug in- 
teractions is quite high. Caution is advised 
with concomitant use of other nephrotoxic 
agents such as aminoglycosides. 

3.1.7 Polyene Liposomal Formulations. In 
an effort to overcome the side effects associ- 
ated with the use of amphotericin B, a number 
of lipid based formulations have been devel- 
oped, each with its own composition and phar- 
macokinetic behavior (17,18). There are three 
currently available lipid formulations of arn- 
photericin B that include: amphotericin B 
lipid complex (ABLC, Abelcet), amphotericin 
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Table 17.4 Lipid-Based Formulations of Amphotericin Ba 

Lipid 
Commercial Name Lipid Formulation Configuration Vehicle Lipid 

Abelcet ABLC Ribbonlike DMPC, DMPG 
Amphocil, Amphotec ABCD Disklike Cholesteryl sulfate 
AmBisome Liposomal amphotericin B Vesicle HSPC, DSPG, cholesterol 

"ABLC, amphotericin B lipid complex; ABCD, amphotericin B colloidal dispersion; DMPC, dimyristoyl phosphatidylcho- 
line; DMPG, dimyristoyl phosphatidylglycerol; DSPG, distearoyl phosphatidylglycerol; HSPC, hydrogenated soy phosphati- 
dylcholine. 

B colloidal dispersion (ABCD, Amphotec), and 
liposomal amphotericin B (L-AMB, AmBi- 
some) (Table 17.4). Comparative physico- 
chemical properties of amphotericin B and its 
lipid formulations are shown in Table 17.4. 
Clinical use of lipid-based formulations of 
amphotericin B has shown that antifungal ac- 
tivity is maintained while the rate of nephro- 
toxicity is appreciably reduced. One of the 
limitations to the use of polyene liposomal for- 
mulations is their cost. Ongoing evaluation of 
these compounds should address the phar- 
macoeconomic issues by analyzing the cost- 
benefit ratios for their wider use. 

3.1.8 Things to Come. Like amphotericin 
B, the use of nystatin has been limited because 
of its nephrotoxic side effects. Lipid formula- 
tions of nystatin have displayed decreased tox- 
icity with the maintenance of antifungal activ- 
ity; liposomal nystatin is a newer formulation 
whose pharmacokinetics, efficacy, toxicity, 
and comparative advantages to lipid formula- 
tions of amphotericin B are currently being 
evaluated 09-25]. 

3.2 Azoles 

3.2.1 Overview and Mode of Action. 
Azoles have emerged as the preeminent class 
of antifungal agents for all except the most 
life-threatening infections, and even in these 
cases highly active new variants are being de- 
veloped. The most significant agents in clini- 
cal use are shown in Fig. 17.3. Chlormidazole, 
miconazole, clotrimazole, and econazole are 
administered topically; ketoconazole, itracon- 
azole, and fluconazole are useful in the treat- 
ment of systemic infections. The discussion of 
the pharmacology of various members of the 
class below is limited to systemic agents. 

Azoles interfere with ergosterol biosyn- 
thesis by inhibiting demethylation a t  C,, of 
lanosterol (see Scheme 17.1), thereby caus- 
ing accumulation of l4a-methylated sterols 
that disrupt the various sterol functions in the 
cell. Except at very high concentrations, the 
agents are fungistatic, a feature that is of some 
clinical concern in highly immunocompro- 
mised patients, where eradication of the 
pathogen is a very desirable outcome of ther- 
apy. The target protein (C,, demethylase, also 
known as CYP51) is a cytochrome P450 
(CyP450) enzyme that achieves its effect by 
three sequential radical-mediated hydroxyla- 
tions, and spectroscopic studies were used to 
show that the triazole or imidazole moiety in 
the inhibitor coordinates at the sixth ligand 
binding site of the ferrous ion (26). Because 
the protein is membrane bound, X-ray crystal- 
lographic studies have not been readily forth- 
coming, despite the many years of intensive 
research in this area. Very recently, however, 
the structure of a complex of a soluble CYP51 
ortholog from Mycobacterium tuberculosis 
with fluconazole has been solved (27). 

Despite the presence of an analogous en- 
zyme for the C,,-demethylation of lanos- 
terol in mammalian cells, the fungal en- 
zymes are typically 100- to 1000-fold more 
susceptible to inhibition by azoles. For a t  
least one agent, inhibition of the fungal en- 
zyme was shown to be noncompetitive with 
respect to the substrate, whereas in the cor- 
responding mammalian enzyme the inhibi- 
tion was competitive (and therefore poten- 
tially reduced by increases in substrate 
concentration); this may provide a further 
explanation for the relative lack of effect in 
mammalian systems (28). 





3 Antifungal Chemical Classes 

3.2.2 History of Azole Discovery. The 
azoles were the first purely synthetic class of 
antifungal agents to be exploited clinically, 
and their discovery was facilitated by the 
search for agents for use in the control of fungi 
in an agrochemical context, where they have 
had an equally dramatic impact. Thus early 
antifungal screens soon established that sim- 
ple imidazole derivatives had activity, build- 
ing on the first (serendipitous) observation by 
Woolley in 1944 that benzimidazole affected 
fungal growth in vitro (29). Of the very many 
agents that have been reported, the chronol- 
ogy of discovery of the most significant clini- 
cally is highlighted below. 

The first azole to become available for clin- 
ical use (as a topical agent) was chlormidazole 
(Fig. 17.3), introduced by Chemie Gru- 
enenthal in 1958. It was followed in 1969 by 
Janssen's miconazole (30) and Bayer's clo- 
trimazole (311, and econazole (30) was 
launched by Janssen in 1974. Even today, the 
latter three agents remain the mainstay of 
topical therapy for many dermatophytoses. 

In the late 1970s and 1980s, the emphasis 
in research in anti-infectives was toward the 
identification of antibacterial agents, in that 
the clinical need was particularly evident in 
that area. The only significant event in the 
fungal context was the introduction by Jans- 
sen in 1981 of ketoconazole, the first azole 
with utility in the treatment of systemic my- 
coses (32). Like its forebears, this agent is an 
imidazole derivative, albeit of significantly 
greater structural complexity; the dioxolane 
ring was first incorporated in much simpler 
acetophenone derivatives that were reported 
as part of the miconazole discovery effort (33). 
It proved a significant advance in the treat- 
ment of serious fungal disease in that it pro- 
vided an orally available, less toxic alternative 
to arnphotericin B, and for nearly 10 years was 
the only azole available for this purpose. As 
such, it saw widespread use, despite limita- 
tions with respect to bioavailability and phar- 
macokinetic interactions (see below). 

The finding that imidazole could be re- 
placed by triazole as the C,,-demethylase 
heme-coordinating ligand was a major break- 
through because it provided both greater se- 
lectivity for the fungal enzyme and greater 
metabolic stability in vivo. The issue of selec- 

tivity was a particular concern, given the ubiq- 
uity of CyP450-mediated enzymes in mamma- 
lian systems and the attendant association of 
azoles with hepatic side effects and effects on 
hormone synthesis. Janssen's itraconazole 
made use of this key change (331, although the 
extended ketoconazole-like side chain ren- 
dered the compound extremely insoluble, pre- 
senting formidable challenges in identifying 
formulations that allowed parenteral adminis- 
tration or gave reliable oral bioavailability. 
Thus, despite the appearance on the market of 
an oral capsule form in 1992, an oral solution 
in cyclodextrin was not launched until 1997, 
and it took until 1999 for an intravenous for- 
mulation (in hydroxypropyl-p-cyclodextrin) to 
become available. 

The discovery of fluconazole at Pfizer was 
an interesting study in the optimization of mo- 
lecular properties important for good activity 
in vivo. As with most azole discovery programs 
at this time, a mouse survival model involving 
challenge with a lethal, systemic dose of C. 
albicans was being used at an early stage in 
the evaluation process to differentiate ana- 
logs. The use of the triazole moiety was based 
on the reduced propensity for first-pass me- 
tabolism, and the emphasis on analogs con- 
taining a tertiary alcohol (as opposed to diox- 
olanes or tetrahydrofurans) was also based on 
the superior activity observed in vivo. A con- 
scious attempt was made to focus on polar an- 
alogs, particularly with regard to the side 
chain, thereby minimizing serum protein 
binding and maximizing the amount of un- 
bound drug available at the site of infection; it 
was this consideration that led to the incorpo- 
ration of a second mole moiety into the mole- 
cule. Finally, systematic variation of the halo- 
substituted aromatic group, combined with 
pharmacokinetic studies in mice, led to the se- 
lection of the 2,4-difluorophenyl analog, which 
was notable for its high urinary recovery (in- 
dicative of metabolic stability) (34). This dis- 
covery strategy has been fully vindicated: the 
solubility, safety, and predictable pharmacoki- 
netics of fluconazole, launched in 1991, have 
driven its success as the world's predominant 
prescription antifungal agent. 

3.2.3 Structure-Activity Relationship. From 
the many series of azoles that have been re- 
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Figure 17.4. Azole pharmacophore. 

ported by diverse groups, several common 
structural features emerge: an imidazole or 
triazole heme-coordinating group, a halo- 
substituted aromatic separated from the azole 
moiety by two atoms, and a side chain (see Fig. 
17.4). The latter represents the feature of 
greatest diversity across the family. 

Early postulates that the halo-substituted 
aromatic residue binds in the pocket normally 
occupied by the AIB-ring region of lanosterol 
(see conformational depiction in Fig. 17.4) 
now seem less likely in the light of recent mod- 
eling and crystallographic studies (27, 35); in- 
deed, it may be that this residue binds in the 
same hydrophobic cleft as the C,, side chain of 
the substrate. The structural diversity and 
variable length of the side chains explored by 
various groups suggests that this part of the 
pharmacophore may extend beyond the sub- 
strate binding site, perhaps into the substrate 
access channel. This general binding model is 
further substantiated by the more recent dis- 
covery that incorporation of a methyl group /3 
to the aromatic ring gives added potency (par- 
ticularly against moulds), but only for one of 
the four possible stereoisomers (36). This may 
be because the methyl group occupies the 
binding pocket filled by the C,, methyl group 
on the /3 face of lanosterol; it is also likely that 
its presence favors conformations in which the 
side chain is antiperiplanar to the aromatic 
ring (37). 

3.2.4 Resistance. Resistance to azoles has 
become a significant problem since their use in 
the treatment of systemic fungal infections 
has increased (38). Target modification is 
clearly a common contributor to clinical resis- 
tance to azole therapy and has been implicated 
directly for C. neoformans (391, C. albicans 
(40-42), C. glabrata (43), and by inference for 
other Candida spp. (44). Different mutations 
have been documented, making it difficult to 

rationally design new agents that are less 
prone to this resistance mechanism. Azole re- 
sistance also occurs when compensatory 
changes exist in other enzymes in the ergos- 
terol biosynthesis pathway, notably inactiva- 
tion of A5s6-desaturase. This leads to the 
build-up of nontoxic 14a-methylated steroids 
in fungal membranes. The change in mem- 
brane composition can lead to cross-resistance 
to polyenes (45,46). 

Probably the most prevalent cause of resis- 
tance to azole therapy is caused by reduction 
in intracellular drug concentrations ascribed 
to active eMlux. In C. albicans, two types of 
efflux pump have been shown to be clinically 
relevant: a member of the Major Facilitator 
superfamily known as MDRl (or BEN), and 
ATP-binding cassette (ABC)-type transport- 
ers CDRl (47) and CDR2 (48). Fluconazole 
(Fig. 17.3) is a substrate for all three of these 
pumps, whereas other azoles are affected only 
by CDR112. Homologs of the ABC-type trans- 
porters have been shown to confer resistance 
in clinical isolates of C. glabrata (CgCDRlA) 
(49, 50) and A. fumigatus (ADR1) (51). Tools 
for the convenient characterization of such re- 
sistance mechanisms in clinical isolates are 
becoming available (52). 

3.2.5 Side Effects. The most common ad- 
verse effects of ketoconazole (Fig. 17.3) treat- 
ment are dose-dependent nausea and vomit- 
ing, which occur in approximately 20% of 
patients receiving a 400 mg daily dose. Better 
tolerance is achieved by administration with 
food. Hepatic abnormalities are common, with 
approximately 5-10% of patients experiencing 
a mild, asymptomatic elevation of liver 
transaminases, which return to normal after 
cessation of treatment. Liver function tests 
are indicated in patients with hepatic abnor- 
malities. Hepatic insult by the azoles is mech- 
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anism based, and the selectivity improves 
from ketoconazole to fluconazole. 

Itraconazole is typically well tolerated, 
with few limiting adverse effects in patients 
receiving up to 400 mg of the compound. Most 
adverse effects are transient and can be dealt 
with by reduction in dose. 

Of the three systemic azoles, fluconazole 
demonstrates the least adverse effects. Daily 
doses up to 1200 mg are well tolerated. 
Marked increases in hepatic transaminases 
are seen with less than 1% of patients treated 
with fluconazole, and more severe hepatic tox- 
icity or hepatitis is rare. 

3.2.6 ADME. Ketoconazole was the first 
successful orally active mole useful for fungal 
infections. An acidic environment is reauired * 

for its dissolution; therefore, its absorption is 
decreased in patients with decreased gastric 
acidity, such as those receiving antacids or H,- 
histamine blockers. After oral doses of 200, 
400, and 800 mg the peak plasma concentra- 
tions of the agent are approximately 4,8, and 
20 ~g/mL,  respectively. The half-life of keto- 
conazole increases with dose and can be as 
long as 8 h (after an 800 mg dose). The com- 
pound is extensively metabolized, with inac- 
tive metabolites excreted mainly through the 
bile. Concentrations of the active drug or its 
metabolites in the urine are low. 

Like ketoconazole, itraconazole is soluble 
at low pH. Hence, its absorption is affected by 
patients in the fasting state or those individu- 
als receiving concurrent treatment with H, re- 
ceptor antagonists or antacids. Plasma levels 
vary widely among patients; however, clini- 
cally useful levels can be achieved when the 
compound is taken with food or an acidic 
drink. Peak plasma concentrations are 
reached 1.5-4 h after drug administration. 
The compound is extensively metabolized in 
the liver and is excreted as inactive metabo- 
lites into the bile and urine. One metabolite, 
hydroxyitraconazole, is as active as the par- 
ent. Although it is eliminated more rapidly, 
hydroxyitraconazole's maximum plasma con- 
centration is approximately 2 times higher 
than that of the parent. 

Fluconazole is well absorbed; its bioavail- 
ability is greater than 90%. Unlike ketocon- 
azole and itraconazole, absorption is not af- 

fected by intragastric pH. The serum protein 
binding of fluconazole is 12%, whereas both 
ketoconazole and itraconazole are >95% 
bound. The volume of distribution of flucon- 
azole approximates that of total body water 
and the drug penetrates well into nearly all 
body tissues, including the CSF. In further 
contrast to ketoconazole and itraconazole, flu- 
conazole is relatively stable to metabolism; its 
terminal half-life ranges from 27 to 37 h. More 
than 90% of a therapeutic dose is excreted 
through the kidneys, 80% of which is recov- 
ered unchanged in the urine. 

3.2.7 Drug Interactions. As a class, the 
azoles are notable for their propensity for 
drug-drug interactions. Most have measur- 
able affinity for human CyP450 enzymes. In- 
teractions of ketoconazole with other agents, 
however, are much more frequent than with 
newer compounds, especially fluconazole. 
Compounds such as rifampicin increase keto- 
conazole clearance through the induction of 
hepatic enzymes. 

Itraconazole-induced inhibition of CyP450 
enzymes may lead to potentially toxic concen- 
trations of coadministered drugs. As with ke- 
toconazole, compounds that affect the CyP450 
enzyme systems can possibly increase or de- 
crease the metabolism of the compound. 

A 

The types of drug interactions observed 
with fluconazole are generally similar to those 
of ketoconazole or itraconazole. but the num- 
ber and severity of relevant interactions re- " 

ported with fluconazole are much lower than 
those with the other two agents. 

3.2.8 Things to Come. With the success of 
fluconazole and the increased incidence of fun- 
gal infections in general, there have been 
many attempts to develop novel agents with 
increased activity, particularly against organ- 
isms that cause serious disease in neutropenic 
patients, notably Aspergillus spp. The three 
azoles (Fig. 17.5) that are currently under 
FDA review or in late-stage development are 
reviewed briefly below. 

3.2.8.1 Voriconazole. Voriconazole (Vfend), 
discovered by Pfizer and previously known as 
UK-109,496 (53), is under FDA review. Unlike 
fluconazole, this derivative shows potent 
activity against a wide variety of fungi, in- 
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Figure 17.5. h o l e s  in advanced clinical development. 

cluding all the clinically important pathogens 
(54-60). Voriconazole is clearly more potent 
than itraconazole against Aspergillus spp. 
(59) and is comparable to posaconazole and 
ravuconazole in its activity against C. albi- 
cans; however, it appears slightly more potent 
against C. glabrata (61). In general, Candida 
spp. that are less susceptible to fluconazole 
also exhibit higher MICs to voriconazole and 
other azoles (62). Despite this, the voricon- 
azole MIC,, for 1300 bloodstream isolates was 
0.5 pg/mL (61). 

Of all the azoles in current use or under 
development, voriconazole most closely re- 
sembles fluconazole in its pharmacokinetic 
profile: in humans, bioavailability is high (up 
to go%), protein binding (58%) and volume of 
distribution (2 L/kg) are low. The mean half- 
life of about 6 h is, however, considerably 
lower than that of fluconazole, which is attrib- 

utable to extensive metabolism; pharmacoki- 
netics are nonlinear, possibly suggesting satu- 
rable clearance mechanisms (63). In phase I1 
clinical trials the compound was shown to be 
efficacious in acute or chronic invasive as- 
pergillosis in both neutropenic and nonneu- 
tropenic patients (64, 65), and in oropharyn- 
geal candidiasis (66). Voriconazole has also 
been shown to be a suitable alternative to am- 
photericin B preparations for empirical anti- 
fungal therapy in patients with neutropenia 
and persistent fever (67). 

3.2.8.2 Posaconazole and Ravuconazole. 
The in vitro activity of posaconazole (Schering- 
Plough) (Fig. 17.5) appears similar to that of 
voriconazole and ravuconazole (55,61,68). Cur- 
rently in phase I11 clinical trials, the compound 
has been shown to be efficacious in a wide vari- 
ety of infections in animal models, including 
those caused by rarer pathogens (69-74). 
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Posaconazole is subject to enterohepatic re- 
circulation and is eliminated primarily by way 
of the bile and feces (75, 76). The compound 
exhibits high oral bioavailability in animal 
models (77), but its low solubility precludes 
convenient formulation for intravenous use. A 
program aimed at identifymg a more soluble 
prodrug has identified SCH 59884, in which 
the hydroxyl group of posaconazole is derivat- 
ized as a butyryl ester bearing a y-phosphate, 
as a potential candidate (78, 79). This agent is 
inactive in vitro, but is dephosphorylated in 
vivo to produce the active 4-hydroxybutyrate 
ester of posaconazole. This, in turn, is hydro- 
lyzed to the parent compound in human 
serum. 

Ravuconazole (Esai/Bristol-Myers Squibb) 
has in vitro activity that is broadly similar in 
spectrum and potency to that of voriconazole 
and posaconazole (55, 80-82). Like posacon- 
azole, the compound exhibits good oral bio- 
availability and a long serum half-life in both 
rats and dogs (83,84) (in contrast, the half-life 
of voriconazole is significantly shorter). The 
activity of the agent in animal models of sys- 
temic and pulmonary infections attributed to 
Candida, Cryptococcus, and Aspergillus spp. 
has been demonstrated (83,85,86). 

3.3 Allylamines 

3.3.1 Overview and Mode of Action. The 
allylamines are the most prominent of a num- 
ber of antifungal classes (see also Section 
3.5.1.1) that exert their activity by inhibition 
of squalene epoxidase; the intracellular accu- 
mulation of squalene that results is thought to 
be the primary cause of the fungicidal conse- 
quences of exposure to the drug (87). The pre- 
dominant example of this class of antifungal 
agent is terbinafine (Fig. 17.6), which is one of 
the mainstays for the treatment of dermato- 
phytosis. In the treatment of onychomycosis, 
in particular, it is safer, more efficacious, and 
requires shorter duration of therapy than 
griseofulvin (the previous standard, but inad- 
equate, agent); its efficacy in this indication is 
enhanced by the propensity of the compound 
to accumulate in nails and hair. It has seen 
some use, particularly in combination with 
fluconazole, in the treatment of oropharyn- 
geal infections arising from Candida spp. (88, 

Figure 17.6. Allylamines. 

89). The other significant member of the class 
is naftifine, which is an older agent whose use 
has been in the topical treatment of ringworm 
(tinea cruris, tinea corporis) (90). Butenafhe 
(91) is used for the same purpose. 

The inhibition of squalene epoxidase by the 
allylamines is reversible and noncompetitive 
with respect to squalene, NADPH, and FAD 
(92), and the agents have no effects on other 
enzymes in the ergosterol biosynthetic path- 
way (93). In cell-free rat liver extracts, terbin- 
afine has been shown to inhibit cholesterol 
synthesis, also by specific inhibition of 
squalene epoxidase, although the concentra- 
tion required to do so is at least 1000-fold 
greater than that required in the analogous 
assay derived from fungal cells (93). 

3.3.2 Structure-Activity Relationship. The 
moniker "allylamine" was originally applied 
to the class because the tertiary (E)-allylamine 
structural element was perceived to be essen- 
tial for antifungal activity (94). In more recent 
studies, however, it has been shown that this 
feature can be replaced by a suitably substi- 
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tuted benzylamine, or by a homopropar- 
gylamine. Thus, the structural requirements 
for potent activity are represented in the 
broadest sense by two lipophilic domains 
linked to a central polar moiety by spacers of 
appropriate length; for good activity, the polar 
moiety is a tertiary amine, and one of the li- 
pophilic domains consists of a bicyclic aro- 
matic ring system such as naphthalene or ben- 
zo[blthiophene (95). 

3.3.3 Resistance. Clinical resistance to ter- 
binafme has not yet been documented. How- 
ever, it has been shown that inhibitors of 
CDR-type pumps in C. albicans can reduce the 
MIC to terbinafhe (96); thus, the potential for 
the emergence of efflux-mediated resistance is 
established. Allylamines are. widely used in 
the agrochemical context, and resistance has 
been documented in the corn pathogen Usti- 
lago maydis (971, in which both decreased in- 
tracellular concentrations and decreased af- 
finity for the target enzyme were implicated. 

3.3.4 Side Effects. In general, the adverse 
events after oral terbinafine treatment are 
mild and transient. Rare cases of liver failure 
have occurred with the use of the compound; 
however, in the majority of the cases reported, 
the patients had an underlying hepatic condi- 
tion. 

3.3.5 ADME. Terbinafine is well absorbed 
(>70%) after oral administration, and the bio- 
availability of about 40% is attributable 
largely to first-pass metabolism. Nonetheless, 
after a single oral dose of 250 mg, peak plasma 
concentrations of only 1 pgImL are achieved, 
despite >99% plasma protein binding. Such 
relatively low plasma concentrations are as- 
cribed to the extensive distribution to the se- 
bum and skin with a terminal half-life of 200- 
400 h, reflecting the slow elimination of the 
compound from the body. Terbinafine is ex- 
tensively metabolized, although none of the 
metabolites observed to date possesses anti- 
fungal activity. Approximately 70% of the ad- 
ministered dose is eliminated in the urine. 

3.3.6 Drug Interactions. Drug-drug inter- 
actions conducted in healthy volunteers 
showed that terbinafine does not affect the 

clearance of antipyrine or digoxin but does de- 
crease the clearance of caffeine by 19%. Terbi- 
nafine clearance is increased 100% by ri- 
fampin, a CyP450 enzyme inducer, and 
decreased by a factor of 3 by cimetidine, a 
CyP450 inhibitor. 

3.3.7 Things to Come. The growing aware- 
ness of toenail onychomycosis should be a cat- 
alyst for the clinical use of terbinafine. Several 
large open-labeled, multicenter trials of terbi- 
nafine treatment have been conducted and 
continue to demonstrate the efficacy of the 
compound in the treatment of this particular 
infection (98). The potential utility of the 
agent in the treatment of systemic infections 
has also recently been explored (89). 

3.4 Candins 

3.4.1 Overview and Mode of Action. Echi- 
nocandins, natural products discovered in the 
1970s, and the related pneumocandins, dis- 
covered in the 1980s by researchers at Merck, 
are presumed to act as noncompetitive inhibi- 
tors of (1,3)-p-D-glucan synthase, an enzyme 
complex that forms glucan polymers in the 
fungal cell wall [16,99,100; see Section 1.5.21. 
There are at least two subunits of this enzy&: 
one a catalytic subunit in the plasma mem- 
brane, the other a GTP-binding protein that 
activates the catalytic subunit. Analysis of 
various resistant mutants of S. cerevisiae led 
to the cloning of the echinocandin target gene 
ETG1. The gene encodes for a 215-kDa pro- 
tein that contains 16 putative transmembrane 
domains. Whereas disruption of ETGl alone 
does not lead to lethality in S. cerevisiae, dis- 
ruption of ETGl together with a homologous 
gene, FKS2, leads to fungal cell death (100). 

Derivatives of the echinocandins and 
pneumocandins have been explored, and 
three prominent analogs have emerged. One 
of these, Cancidas (caspofungin acetate, MK- 
09911, was approved in early 2001 for the 
treatment of refractory invasive aspergillosis 
in patients who do not respond or cannot tol- 
erate other therapies such as amphotericin B, 
lipid formulations of the polyenes, and/or itra- 
conazole. A summary of the pharmacology, 
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0 
Echinocandin B: R1,R2 = H, R3 = CH3, 11 

R4 = OH, R5 = 

Cilofungin: R1,R2 = H, R3 = CH3, 
R4 = OH, R5 = 

Anidulafungin: R1,R2,R3 = H, R4 = OH, R5 = O(CH2)4CH3 

Micafungin: R1 = 0S03-Na+, R2 = CONH2, 
R3 = Me, R4 =OH, R5 = O(CH2)4CH3 

N - 0  
0 

Caspofungin: R1,R3 = H, R2 = CH2NH2, 
R4 = NH(CH2)2NH2, R5 = 

Figure 17.7. Notable candins. 

pharmacokinetics, clinical efficacy, and ad- 
verse effects of caspofungin has been reported 
(101). 

Caspofungin and the two related com- 
pounds in clinical development (anidulafun- 
gin and micafungin, see below) have potent 
activity against a variety of Candida and 
Aspergillus spp., including azole-resistant 
strains. 

3.4.2 Structure-Activity Relationship. Echi- 
nocandin B (Fig. 17.7) is the archetype of the 
family of glucan synthase inhibitors. The 

structural features common to these lipopep- 
tides include a cyclic peptide composed of six 
amino acids, one of which (an ornithine) is 
acylated at the a-N with a fatty acid contain- 
ing 14-18 carbons. The peptide is cyclized by 
an aminal linkage connecting 3-hydroxy-4- 
methylproline to the &amino group of dihy- 
droxyornithine. This group is readily cleaved 
at basic pH, resulting in ring opening and com- 
plete loss of antifungal activity. 

The clinical limitations of echinocandin B 
include poor solubility, lack of oral bioavail- 
ability, and a propensity to lyse red blood cells 



in vitro. Because chemical modifications impli- 
cated the lipophilic acyl tail in the lytic poten- 
tial of echinocandin B, various analogs of the 
natural product were prepared in which the 
cyclic peptide nucleus was acylated with mod- 
ified fatty acid tails. Antifungal activity was 
maintained in these compounds when a li- 
pophilic tail of at least 12 carbon atoms in 
length was incorporated, with C,, unbranched 
fatty acids being optimal. Cilofungin (Fig. 
17.71, echinocandin B with a p-octyloxyben- 
zoyl side chain, was prepared in this fashion 
and chosen for clinical evaluation, but its de- 
velopment was halted because of its poor sol- 
ubility, narrow spectrum of activity, and 
nephrotoxicity (thought to be attributed to the 
dosing vehicle). 

A related analog (anidulafungin, LY303366, 
V-002), containing the echinocandin B nu- 
cleus with a terphenyl side chain with a tail of 
five carbon atoms, is in late-stage clinical de- 
velopment (102). Recent structure-activity re- 
lationship (SARI studies with anidulafungin 
have focused principally on (1) improving the 
water solubility of the compounds by introduc- 
ing phosphonate and phosphate ester pro- 
drugs on the phenolic hydroxy group (103), 
and (2) addressing the instability of the com- 
pound under strongly basic conditions by in- 
corporating nitrogen-containing ethers at the 
hemiaminal hydroxy group (104). 

In general the echinocandins display poor 
intrinsic water solubility; however, the isola- 
tion of the natural product FR901379 was no- 
table in that it was the first example of an 
intrinsically soluble echinocandin-like cyclic 
hexapeptide. Side-chain modification of this 
natural product led to the discovery of micaf- 
ungin (FK-4631, which is in late-stage clinical 
trials (105). The target compound was pre- 
pared by condensation of an active ester of 
4-(5-(4-pentoxypheny1)isoxazol-3-y1)benzoic 
acid with the cyclic peptide nucleus, obtained 
by enzymatic deacylation of the natural prod- 
uct. 

The related pneumocandins differ in struc- 
ture from the echinocandin B class of lipopep- 
tides by the replacement of threonine with hy- 
droxyglutamine, along with a modified proline 
in place of the 3-hydroxy-4-methylproline in 
the cyclic peptide nucleus. The glutamine res- 
idue provides a handle for chemical modifica- 
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tion to improve both activity and solubility. 
The lipid tail of pneumocandin B,, a compo- 
nent of the pneumocandins produced by the 
fungus Glarea lozoyensis, has 10,12-dimethyl- 
myristate in place of echinocandin B's lino- 
leoyl side chain. In contrast to echinocandin B, 
pneumocandin B, did not cause lysis of red 
blood cells. The aim of early medicinal chem- 
istry focused on the improvement of solubility. 
One strategy employed a prodrug approach, 
the best candidate from which was the phos- 
phate derivative of pneumocandin B,, 
L-693,989 (106). In an effort to identify an in- 
trinsically water-soluble and less labile ana- 
log, further chemical modification focused on 
the hemiaminal and the hydroxyglutamine 
residue (107). This effort ultimately afforded 
caspofungin (Fig. 17.7). 

Various programs have focused on identify- 
ing new glucan synthase inhibitors that may 
overcome several of the problems associated 
with the echinocandins and pneumocandins. 
For example, cyclic amino hexapeptides of 
echinocandin B have been reported (108), as 
well as the discovery of novel classes of (1,3)- 
p-D-glucan synthase inhibitors (109). 

3.4.3 Side Effects. Adverse effects after 
caspofungin treatment have been minimal 
and are typically related to histamine-medi- 
ated symptoms such as rash, facial swelling, 
andlor the sensation of warmth. A more com- 
plete side-effect profile of caspofungin will 
emerge as its use becomes more widespread. 

3.4.4 ADME. Caspofungin is not orally 
bioavailable and is therefore administered 
parenterally. After a 1-h intravenous infusion, 
the compound is extensively distributed into 
tissues, and is slowly metabolized by phase I 
transformations such as hydrolysis and 
N-acetylation. Elimination of caspofungin and 
its metabolites occurs equally through the fe- 
ces and urine; only a small percentage of the 
parent compound is detected in the latter. 

3.4.5 Things to Come. As noted above 
there are two compounds in addition to caspo- 
fungin that are in late-stage clinical trials: 

3.4.5.1 Anidulafungin (L Y303366, V-Echi- 
nocandin, V-002). This agent is a pen- 
tyloxyterphenyl side-chain derivative of echi- 
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nocandin B (Fig. 17.7). The agent is in late- 
stage phase I1 and early phase I11 clinical trials 
(110). Like caspofungin, the compound is ac- 
tive in vitro against Candida and Aspergillus 
spp. (111) and its potent activity in animal 
models of disseminated candidiasis and pul- 
monary aspergillosis has been described (1 12- 
114). Anidulafungin is also active in animal 
models of esophageal candidiasis and aspergil- 
losis using organisms that are resistant to flu- 
conazole and itraconazole, respectively (115, 
116). The pharmacokinetics of the compound 
in healthy and HN-infected volunteers after 
single-dose administration have been re- 
ported (117). 

3.4.5.2 Micafungin (FK-463). Micafungin 
(Fig. 17.7), like anidulafungin and caspofun- 
gin, has potent in vitro activity against a vari- 
ety of Candida (MIC range I 0.004-2 pg/mL) 
and Aspergillus (50.004-0.03 pg/mL) spp. 
(118-1211, and is also active in a number of 
animal efficacy models (122-124). The com- 
pound has favorable pharmacokinetics and 
was well tolerated in a single-dose phase I 
study in healthy volunteers (125). In a phase I1 
study in an AIDS population, micafungin was 
effective in improving or clearing the clinical 
signs and symptoms of esophageal candidiasis 
at 12.5, 25, and 50 mg once daily for up to 21 
days (126). In addition, once-daily dosing for 
14-21 days revealed no safety-related con- 
cerns. 

3.5 Miscellaneous 

3.5.1 Other Inhibitors of Ergosterol Biosyn- 
thesis 

3.5.1.1 Thiocarbamates. The clinically most 
prominent class of antifungal ergosterol bio- 
synthesis inhibitors not mentioned above are 
the thiocarbamates. Like the allylamines, 
these are reversible, noncompetitive inhibi- 
tors of squalene epoxidase (127), with inher- 
ent selectivity for the fungal enzymes over 
mammalian (128). The most significant mem- 

Figure 17.8. Tolnaftate. 

ber of the class is tolnaftate (Fig. 17.8). Unlike 
terbinafine, its spectrum is restricted primar- 
ily to dermatophytes; the lack of effect on Can- 
d i d ~  spp. is attributed to poor penetration of 
the cell envelope (128). Consequently, it is not 
used in the treatment of systemic disease and 
its pharmacokinetic properties dictate topical 
administration for the treatment of skin infec- 
tions, such as athlete's foot, where cure rates 
are around 80% (cf. 95% for miconazole) (90). 

3.5.1.2 Motpholines. Discovered in the 1970s, 
amorolfine (Fig. 17.9) has seen some use topi- 
cally in the treatment of nail infections. Like 
fenpropimorph (Fig. 17.9), which is a promi- 
nent antifungal agrochemical, the compound 
inhibits both A14 reductase and A7-As isomer- 
ase. Antifungal activity is attributable primar- 
ily to inhibition of the former, which is an es- 
sential enzyme in S. cerevisiae (129). The 
toxicity of amorolfine precludes its systemic 
use (127). 

3.5.1.3 Other Azoles. The structures of 
azoles listed in Table 17.3, but not discussed in 
the text, are shown in Fig. 17.10. 

3.5.2 Flucytosine. 
3.5.2.1 Overview and Mode of Action. 

Flucytosine (Fig. 17.11) is a fluorinated pyrim- 
idine related to the anticancer agent fluoro- 
uracil. It was originally developed in 1957 as 
an antineoplastic agent, but reports in 1968 of 
its being used to treat candida and cryptococ- 
cal infections in humans led to its use as 
an antifungal agent. As with many other anti- 
fungal compounds, i n  vitro susceptibility test- 
ing of flucytosine has correlated poorly with 

Amorolfine 

Fenpropimorph 

Figure 17.9. Arnorolfine and fenpropimorph. 
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Sulconazole 

Terconazole 

Figure 17.10. Other azoles for topical use. 

clinical outcome. Therapeutically, flucytosine 
is used predominantly in combination with 
amphotericin B to treat cryptococcal meningi- 
tis and infections caused by Candida spp. In 
these cases, lower doses of amphotericin B can 
be used. 

Susceptible fungi, such as Crytococcus neo- 
formans and Candida spp., deaminate flucy- 
tosine by way of cytosine deaminase to 5-flu- 
orouracil, which is ultimately converted into 
metabolites that inhibit DNA synthesis 
(Scheme 17.3). 5-Fluorouracil is also incorpo- 
rated into fungal RNA, thereby disrupting 
transcription and translation. Selectivity is 
achieved because mammalian cells are unable 
to convert flucytosine to fluorouracil. 

3.5.2.2 Resistance. Resistance to flucy- 
tosine is common and can be caused by the loss 
of the permease that is necessary for com- 

Figure 17.11. Flucytosine. 

pound transport or decreased activity of either 
cytosine deaminase or UMP pyrophosphory- 
lase (130). Strategies to prevent the emer- 
gence of resistant isolates have focused on 
maintaining sufficient drug concentration at 
the infection site as well as combining the 
compound with other antifungal agents such 
as amphotericin B. 

3.5.2.3 Side Effects. The most serious ad- 
verse effects associated with flucytosine therapy 
are hematological, manifested as leukopenia 
and thrombocytopenia. Patients that are more 
prone to this complication, such as those having 
an underlying hematologic disorder, require 
careful monitoring after treatment. The hema- 
tological toxicities are thought to result from the 
conversion of flucytosine to the antimetabolite 
5-fluorouracil by bacteria in the host. 

3.5.2.4 ADME. Approximately 80-90% of 
a dose of flucytosine is absorbed after oral ad- 
ministration. It is widely distributed in the 
body with a volume of distribution that ap- 
proximates total body water. Flucytosine lev- 
els in the CSF are approximately 80% of the 
simultaneous serum levels. Approximately 
80% of a given dose is excreted unchanged in 
the urine, with the half-life of the drug in 
healthy individuals ranging from 3 to 6 h. 
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Scheme 17.3. Metabolism of flucytosine. 

3.5.2.5 Drug Interactions. Concomitant ad- 
ministration of agents that result in toxicities 
similar to those observed with flucytosine, 
such as the treatment of patients with cryptoc- 
coca1 meningitis with AZT andfor ganciclovir, 
requires caution. Drugs known to cause renal 
dysfunction, such as arnphotericin B, may 
change the elimination profile of flucytosine, 
resulting in elevated flucytosine levels. 

3.5.3 Griseofulvin. Griseofulvin (Fig. 17.12) 
is an antifungal agent of great historical sig- 
nificance. A natural product first isolated in 
1939 (131), it was introduced as an oral agent 
for the treatment of skin and nail infections in 
1958. Despite limited efficacy, untoward side 

effects (particularly headache), and therapeu- 
tic regimens lasting up to 12 months (1321, 
griseofulvin served as the first-line drug for 
treatment of dermatophytosis for many years, 
only recently being displaced by itraconazole 
and terbinafine. The compound acts in a fungi- 

& 0 Griseofulvin 

H3C0 

CI 

Figure 17.12. Griseofulvin. 
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Figure 17.13. Other topical 
agents. Ciclopirox 

static manner by inhibiting the formation of mi- 
crotubules in the process of cell division (133). 

3.5.4 Other Topical Agents in Clinical Use. 
The structures of other agents referred to in 
Table 17.3, but not discussed in the text, are 
shown in Fig. 17.13. Ciclopirox is used as the 
ethanolamine salt and is a broad-spectrum 
agent with some antibacterial activity (134). 
Haloprogin (135, 136) also has antibacterial 
activity. Undecylenate is commonly marketed 
as the zinc salt. 

3.5.5 Other Classes of Medicinal Interest. 
There are very many natural products and to- 
tally synthetic materials that have antifungal 
activity in uitro, but only a few in which the 
mode of action has been determined in suffi- 
cient detail to justify a focused medicinal de- 
velopment program. Those that have not been 
described above are discussed briefly in this 
section. 

3.5.5.1 Polyoxins and Nikkomycins. These 
are naturally occurring nucleoside peptide an- 
tibiotics that inhibit chitin synthase, an en- 
zyme that catalyzes the polymerization of N- 
acetylglucosamine, a major component of the 
fungal cell wall (see Section 1.5.2). A compre- 
hensive review of synthetic efforts and subse- 
quent biological studies on these agents has 
been reported (137). 

Nikkomycin Z (Fig. 17.14) (138), the most 
advanced of these agents, has demonstrated 
additive and synergistic interactions with ei- 

CI 

Haloprogin Undecylenate 

ther fluconazole or itraconazole against C. al- 
bicans and C. neoformans in vitro (139). 
Marked synergism was also observed with nik- 
komycin Z and itraconazole against A. fumiga- 
tus. Nikkomycin Z is active against the less 
common endemic mycoses such as histoplas- 
mosis, where pronounced synergistic interac- 
tions with fluconazole have been observed 
both in uitro and in viuo (140). An apparent 
drawback of nikkomycin Z is that it appears to 
inhibit only weakly the most abundant chitin 
synthase found in fungi. 

A series of nikkomycin analogs has recently 
been prepared; among them, an analog con- 
taining a phenanthrene moiety at the termi- 
nal amino acid possessed potent antichitin 
synthase activity (141). A structurally distinct 
chitin synthase inhibitor, Ro-09-3143 (Fig. 
17.15) arrests cell growth in C. albicans (142). 

3.5.5.2 Aureobasidins. Aureobasidin A (Fig. 
17.16), a cyclic depsipeptide produced by i lu- 
reobasidium pullulan, inhibits inositol phos- 
phorylceramide synthase (IPC synthase), an 
enzyme essential and unique in fungal sphin- 
golipid biosynthesis (143). Target modifica- 
tion and efflux have both been implicated as a 
mode of resistance to the compounds (144, 
145). 

The syntheses of Aureobasidin A and sev- 
eral related cyclopeptide derivatives have 
been reported (146). Aureobasidin derivatives 
with modifications at amino acid position 6,7, 
or 8 were prepared as part of a study to elabo- 
rate the SAR of the natural product. Whereas 

Figure 17.14. Nikkomycin 
z. 
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Figure 17.15. Ro-09-3143. 

analogs having L-glutamic acid at  position 6 or 
8 showed weak activity, esterification of the 
y-carboxyl group with benzyl or shorter alkyl 
(C,-C,) alcohols significantly enhanced the 
potency (147). Introduction of a longer C,, al- 
kyl chain resulted in total loss of antifungal 
activity. SAR for the inhibition of the ABC- 
transporter P-glycoprotein (P-gp) by various 
aureobasidins has recently been disclosed. Al- " 

though several compounds demonstrated po- 
tent inhibition of this efflux pump, the P-gp 
activity and the SAR for antifungal activity 
were not correlated (148). 

3.5.5.3 Sordarins. Both fungal and mam- 
malian cells require two proteins, elongation 
factors 1 (EF1) and 2 (EF2), for ribosomal 
translocation during protein synthesis. Fungi 
also have a third elongation factor, EF3, which 
is not present in mammalian cells, and as such 
is a potential target for antifungal drug devel- 
opment. A family of selective EF2 inhibitors, 
derived from the tetracyclic diterpene glyco- 
side natural product sordarin (Fig. 17.17), has 

been identified and shown to possess activity 
in vitro against a wide range of pathogenic 
fungi, including Candida spp., Cryptococcus 
neoformans, and P. carinii (149-153). Target 
modification has been implicated as a mode of 
resistance to the sordarins (151). 

Using a sordarin derivative, the localiza- 
tion of EF2 in the 80s ribosome fraction of 
Saccharomyces cerevisiae has been deter- 
mined (154). In addition, the presumed bind- 
ing site of sordarin in C. albicans has been 
identified by use of a photaffinity label of a 
sordarin derivative (155). 

In vivo, sordarin derivatives have shown ef- 
ficacy against systemic infections in mice 
caused by fluconazole-sensitive and -resistant 
Candida albicans, with ED,, values ranging 
from 10 to 25 mg/kg (156). The activities of the 
sordarins in experimental models of aspergil- 
losis and pneumocystosis have also been re- 
ported (157). The toxicological properties of 
the new sordarin derivatives have been evalu- 
ated in several in vitro and in vivo preclinical 
studies (158, 159). Overall, the compounds 
have demonstrated no evidence of genotoxic- 
ity in the Arnes test, are not clastogenic in 
cultured human lymphocytes, and are well tol- 
erated in rats and dogs. 

Modification of the sugar unit affords the * 

tetrahydrofuran derivative GM 237354 and 
structurally related analogs (150). Research- 
ers at Merck have also reported the prepara- 

Aureobasidin A 

Figure 17.16. Aureobasidin A. 
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Sordarin R = \,# , &,--pMe 
OH 

Figure 17.17. Sordarin and nota- 
ble derivatives. 

tion and evaluation of a variety of alkyl-substi- 
tuted derivatives such as L-793,422 (160). 
Compounds of this type clearly demonstrate 
that a certain degree of lipophilicity on the 
side chain is important for optimal antifungal 
activity. Biological studies have confirmed 
that L-793,422 and GM 237354 share the 
same mode of action (161). 

An enantio-specific synthesis of the mono- 
cyclic core of sordarin has been achieved 
through the conversion of (+)-3,9-dibromoc- 
amphor into a 1,1,2,2,5-penta-substituted cy- 
clopentane bearing all of the key functional- 
ities present in the natural product (162). In 
addition, preliminary reports describing the 
SAR of the sordarin class of antifungal agents 
have recently appeared (163, 164). 

Recently, efforts have been directed toward 
the identification of new sordarin agents that 
display improved activity against Candida 
spp. other than C. albicans, and that possess 
improved pharmacological properties such as 
increased efficacy and decreased toxicity. To 
that end, a new class in which the traditional 
sugar moiety is replaced by a 6-methylmor- 
pholin-2-yl group with N-4' substituents, 
known as the azasordarins, has been identi- 
fied. These compounds, highlighted by GW 
471558 (Fig. 17.17), have the advantage of be- 
ingeasier to synthesize from fermentation-de- 
rived starting materials than from the parent 
class (165, 166). 

3.5.5.4 Pradimicins and Benanomycins. 
These compounds are dihydrobenzonaphtha- 
cene quinones conjugated with a D-amino acid 

and a disaccharide side chain (167). They bind 
to cell wall mannoproteins in a calcium-depen- 
dent manner that causes disruption of the 
plasma membrane and leakage of intracellular 
potassium. Spectroscopic studies on the inter- 
action of BMS 181184 (Fig. 17.18), a water- 
soluble pradimicin derivative, suggest that 
two molecules of the compound bind one Ca2' 
ion, and each compoundbinds two mannosyl 
residues (168,169). BMS 181184 possesses ac- 
tivity toward Aspergillus spp. i n  vitro, but is 
less potent than itraconazole or amphotericin 
B (170). In a model of invasive pulmonary as- 
pergillosis in persistently neutropenic rabbits, 
daily doses of 50 and 150 mgikg of BMS 
181184 were as effective as amphotericin B at 
1 mg/kg/day (171). 

3.5.5.5 N-Myristoyl Transferase Inhibitors. 
N-myristoyl transferase (NMT) is a cytosolic 
enzyme that catalyzes the transfer of myris- 
tate from myristoylCoA to the N-terminal gly- 
cine amine of a variety of eukaryotic proteins, 
thereby facilitating protein-protein or pro- 
tein-lipid interactions involved in intracellu- 
lar signal transduction cascades. The enzyme 
has been shown to be essential for the viability 
of both C. albicans and Cryptococcus neofor- 
mans (172, 173). 

An approach to inhibit NMT by exploiting 
the peptide binding site has been reported. Re- 
markably, it proved possible to mimic four ter- 
minal aminoacids (ALYASKLS-NH,) of a 
weak octapeptide inhibitor of the substrate by 
use of an 11-aminoundecanoyl motif. Initial 
optimization of this lead gave a highly potent 
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and selective agent (1, Fig. 17.19), which was 
shown to be a competitive inhibitor of C. albi- 
cans NMT with respect to the octapeptide sub- 
strate GNAASARR-NH,, with a Ki(app) value 
of 70 nM, and to exhibit 400-fold selectivity 
over the human enzyme (174). However, no 
whole-cell activity was observable. Addition of 
a second carboxylic acid (2) ameliorated the 
potency against the enzyme, but gave a com- 
pound with weak fungistatic activity, as did 
replacement of the remaining peptidic resi- 
dues (3) (175). The crystal structure of an in- 
hibitor in this series bound to NMT from S. 
cerevisiae has been published (176). 

Two alternative structure-based drug de- 
sign approaches, based on a lead identified 
through high throughput screening, have also 
been reported. In the first, a compound with 
weak but selective activity (4, Fig. 17.19; IC,, 
= 0.98 pM; 200-fold selectivity over the hu- 
man enzyme) (177) was refined to afford 
highly potent agents with activity against C. 
albicans both in vitro and in a rat model of 
systemic candidiasis (5, 6) (178). Like com- 
pounds 1-3, these inhibitors interact with the 
key carboxylate residue (Leu451) implicated 
in the acyl transfer reaction. 

In the second structure-based drug design 
approach (179,180), early leads based on screen- 
ing hits that were competitive with the peptide 
substrate (e.g., 7, Fig. 17.19; IC,, = 0.5 pk f )  
were potent enzyme inhibitors but lacked whole- 
cell antifungal activity. Based on the premise 
that this was attributed to excessive hydrophi- 
licity, lipophilic substituents were added to the 

Figure 17.18. BMS 181184. 

primary amino group. This effort culminated in 
the identification of a highly potent compound 
(8; IC,, = 86 nM, C. albicans MIC 0.09 pg/mL) 
that was also shown to be fungicidal. A surpris- 
ing lack of activity against Aspergillus fumiga- 
tus was attributed to a single change (Phe to 
Ser) in the binding pocket of the benzothiazole- 
carboxarnide, and this was corroborated by site- 
directed mutagenesis studies in Candida. 

3.5.5.6 Fungal Efflux Pump Inhibitors. It 
will be apparent from the above discussions on 
resistance that the inhibition of efflux pumps 
in pathogenic fungi would be expected to have ' 

a significant effect on the susceptibility of sev- 
eral clinically problematic Candida spp. to- 
ward several classes of antifungal drugs. The 
first reports of inhibitors of ABC-type pumps 
in C. albicans and C. glabrata have recently 
appeared (181). The agents lack antifungal ac- 
tivity and were characterized by their ability 
to increase intrinsic susceptibility to known 
pump substrates (azoles, terbinafine, rhoda- 
mine 6G), but not to agents not subject to ef- 
flux (amphotericin B). In a fluorescence assay, 
the compounds were shown to increase intra- 
cellular accumulation of rhodamine 6G. Such 
compounds can reverse CDR-mediated azole 
resistance in C. albicans (64- to 128-fold re- 
duction in MIC of fluconazole or posaconazole) 
and reduce intrinsic resistance in C. glabrata 
(8- to 16-fold reduction in MIC). A representa- 
tive of the class, milbemycin a-9 (MC-510,027, 
Fig. 17.20), was shown to dramatically reduce 
the MIC,, of a broad panel of clinical isolates 
of Candida (182). 
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(I) ,  RI = Me, R2 = H; (2), R1 = H, R2 = C02H 

Figure 17.19. NMT inhibitors. 

4 NEW TRENDS IN ANTIFUNGAL 
RESEARCH 
The sequencing of microbial genomes is revo- 
lutionizing the discovery of novel antifungal 
drugs, providing the tools for the rational 

identification of novel targets and compounds. 
High throughput genomic sequencing, com- 
bined with fragment assembly tools, has deliv- 
ered a cornucopia of sequence information to 
assist in the search of new targets. 
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Figure 17.20. MC-510,027. 

Genomic information, combined with the 
ability to selectively delete or modify genes of 
interest, is proving useful in evaluating the 
selectivity of a target and its essentiality for 
growth. In addition, comparative genomics al- 
lows the identification of potential targets 
shared across fungal species. For instance, en- 
tire biochemical pathways can be recon- 
structed and compared in different pathogens. 
Sequence comparisons may also provide some 
indication of potential mammalian toxicity if 
proteins of similar sequence exist in mamma- 
lian sequence databases. 

Numerous databases. available over the In- 
ternet and easily downloaded onto local serv- 
ers, are now available that contain both se- 
quence and functionality information. In 
addition. certain commercial databases are 
available for nonexclusive use by commercial 
subscribers. 

Overall, the genomic revolution is expected 
to have a profound impact on antifungal drug 
discovery, with the potential for the identifica- 
tion of new agents with novel mechanisms of 
action (183). 

5 WEB SITES AND RECOMMENDED 
READING 

5.1 Web Sites 

A number of very informative Web sites serve 
as excellent starting points for further infor- 
mation on various aspects of the material cov- 
ered in the chapter. The following are good 
sources for general information: 

0 http://www.doctorfungus.org/ This site is 
maintained principally by clinicians and 
others at the University of Texas Medical 
School in Houston, and is an excellent and 
authoritative source, particularly on clinical 
and microbiological aspects of fungal dis- 
ease. The site also contains links to the man- 
ufacturer's Web sites for clinically signifi- 
cant antifungal agents. 

0 http:/lwww.aspergillus.man.ac.uk/ This site 
is associated with the center of clinical ex- 
pertise in systemic aspergillosis at the Uni- 
versity of Manchester, UK, and is designed 
to provide information on pathogenic As- . 
pergilli for clinicians and scientific research- 
ers. 

0 http://www.mic.ki.se/Diseases/cl.html This 
site, based in Sweden's Karolinska Insti- 
tute, is an excellent source of background 
information on both bacterial and fungal 
diseases, and contains many links to other 
informative sites. 

0 http://genome-www.stanford.edu/Saccharo- 
myces/ This is a scientific database of the 
molecular biology and genetics of the yeast 
Saccharomyces cerevisiae (baker's yeast), 
which serves as a genetically manipulable 
surrogate model for pathogenic organisms. 
It contains many links to other sources of 
proteomic and biochemical information con- 
cerning this organism. 

5.2 Other Texts 

Several recent reviews on clinical aspects of 
fungal disease and chemotherapeutic options 
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are available, and are cited at particularly rel- 
evant points above. In particular, the reader's 
attention is drawn to the following texts: 

V. L. Yu, T. C. Merigan, and S. L Barriere, 
Eds., Antimicrobial Therapy and Vaccines, 
Williams & Wilkins, Baltimore, 1999. This 
book provides comprehensive information 
on clinical and microbiological aspects of an- 
tifungal chemotherapy. 
J. Sutcliffe and N. H. Georgopapadakou, 
Eds., Emerging Targets i n  Antibacterial and 
Antifingal Chemotherapy, Chapman & 
Hall, London, 1992. Although nearly a de- 
cade old, this book contains a series of chap- 
ters that concisely cover the clinical context 
and, particularly, biochemical aspects of 
current antifungal agents. 
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"If we take as our standard of importance the 
greatest harm to the greatest number, then 
there is no question that malaria is the most im- 
portant of all infectious diseases (11." 

"Ah, poor heart! he is so shaked of a burning 
quotidian tertian, that it is most lamentable to 
behold (21.'' 

1 INTRODUCTION 

Malaria is one of the most serious, complex, 
and refractory health problems facing human- 
ity this century. Some 300-500 million of the 
world's people are infected by the disease, pre- 
senting over 120 million clinical cases annu- 
ally. It is estimated that between 1.5 and 
2.7 million people die from malaria every year, 
either directly or in association with acute re- 
spiratory infections and anemia, and up to 
1 million of those deaths are among children 
younger than 5 years old. Malaria is a leading 
cause of morbidity and mortality in the devel- 
oping world, particularly in tropical Africa, 
and it remains an outstanding tropical disease 
control priority. 

1 .I The Disease 

Human malaria is caused by four species of 
protozoan parasites of the Plasmodium genus. 
These are Plasmodium falciparum, P. vivax, 
P. ovule, and P. malariae, each of which pre- 
sents slightly different clinical symptoms. P. 
falciparum is the most widespread of the four 
geographically and the most pernicious, caus- 
ing the majority of malaria-related morbidity 
and mortality. Other Plasmodia species specif- 
ically infect a variety of birds, reptiles, am- 
phibians, and mammals. 

Parasites are transmitted from one person 
to another by an insect vector, the female 
anopheline mosquito. In most malarious ar- 
eas, several species are able to transmit the 
parasite and the exact species responsible vary 

3.2 New Targets for Antimalarial 
Chemotherapy, 993 

3.3 Antimalarial Natural Products, 993 
4 Resources, 999 

from region to region. Male mosquitoes do not 
transmit the disease. These mosquitoes are 
present in almost all countries in the tropics 
and subtropics, and they bite during night- 
time hours, from dusk to dawn. It has been 
demonstrated that transmission can occur 
from transfusion of infected blood or from 
mother to child in utero, although these in- 
stances are very rare when compared with 
mosquito inoculation. The parasites develop 
in the gut of the mosquito and are passed on in 
the saliva when an infected mosquito bites a 
person. Uninfected mosquitoes become in- 
fected by taking a blood meal from an infected 
human. The parasites are carried by the blood 
to the victim's liver. After 9-16 days, the par- 
asites have multiplied greatly and then return 
to the blood and penetrate the red cells. Inside 
erythrocytes, the parasite begins its replica- 
tion cycle, a cycle of differing duration depend- 
ing on the infecting species. Rupture of the 
infected erythrocyte and release of the mero- 
zoites begins a new cycle of red cell infection 
and parasite replication. 

The signs and symptoms of malaria illness 
are variable, but most patients experience fe- 
ver. Other symptoms often include headache, 
back pain, chills, muscle ache, increased 
sweating, malaise, nausea, and sometimes 
vomiting, diarrhea, and cough. Early stages of 
malaria may resemble the onset of the flu. Be- 
tween paroxysms, the patient may remain fe- 
brile or may become asymptomatic. Early in 
an infection, the cyclic patterns of fever may 
not be noticeable, but later, a clear cyclic trend 
with symptoms recurring at regular intervals 
occurs. Of the four species of parasite, only 
falciparum malaria can progress rapidly to the 
cerebral stage, where infected red cells ob- 
struct the blood vessels in the brain. Cerebral 
malaria is a medical emergency best managed 
in an intensive care unit. Untreated cases can 
progress to coma, renal failure, liver failure, 
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pulmonary edema, convulsions, and death. Al- 
though infections with P. v iva  and P, ovule 
often cause less serious illness, parasites may 
remain dormant in the liver for many months, 
causing a reappearance of symptoms months 
or even years later. 

Malaria is diagnosed by the clinical symp- 
toms and by microscopic examination of the 
blood. Stained thick and thin blood smears are 
used to diagnose malaria and to quantify the 
level of parasitemia. Giemsa-stained thin 
smears are used to differentiate between the 
species of parasite. Clinical symptoms are an 
inaccurate means of diagnosis by themselves, 
although in the absence of adequate labora- 
tory facilities, as is the case in many malarious 
regions, it is the only means available. Malaria 
can normally be cured by antimalarial drugs. 
The symptoms quickly disappear once the par- 
asites are killed. The standard measures of 
clinical antimalarial drug efficiency are fever 
clearance time and parasite clearance time. In 
certain geographic regions, however, the par- 
asites have developed resistance to antimalar- 
ial agents, particularly chloroquine. Patients 
in these areas require treatment with newer, 
often more expensive drugs. 

In the last several years, it has been noted 
that microscopic examination of blood is an 
inadequate method for detecting low levels of 
parasitemia. The lack of sensitivity seldom af- 
fects treatment and diagnosis in acute cases 
but it does limit understanding of the degree 
to which malaria is chronic. In an endemic 
area, polymerase chain reaction studies re- 
vealed that more than 90% of the exposed pop- 
ulation at any one time was chronically in- 
fected with P. falciparum (3). 

In treating malaria, curing patients is often 
difficult to define. The relief of symptoms of a 
malaria attack is a "clinical cure." Should par- 
asites remain, even after symptoms have re- 
solved, either in blood cells or in liver tissue, 
then recrudescences and/or relapses may re- 
sult in the re-establishment of the infection. A 
"radical cure" is when the parasites are com- 
pletely eliminated from the body so that re- 
lapses cannot occur. Obviously, a radical cure 
is the ideal therapeutic endpoint. 

The choice of antimalarial agent(s) for 
treatment in each particular case is deter- 
mined by a multiplicity of factors including 

the parasite species causing the infection, the 
acquired immune status of the patient, the 
susceptibility of the parasite strain to antima- 
larial agents, the facilities and resources avail- 
able for health care, and the genetic make-up 
of the patient. Rapid onset and a relatively 
long duration of antimalarial action to cover 
three to four parasite life cycles are deemed 
essential for radical therapy. During preg- 
nancy, women are.at high risk of death from 
falciparum malaria. Also at risk are children 
who are prone to severe attacks until they de- 
velop partial immunity. Non-immune travel- 
ers to malarious areas are similarly vulnera- 
ble. 

1.2 The Parasite 

The four species of human malaria parasites 
are evolutionarily, morphologically and clini- 
cally distinct. P. uiuax, P. malariae, and P. 
ouale are closely related on an evolutionary 
basis to a number of simian malarias. When 
comparing small subunit ribosomal RNA gene 
sequences, P. v iva  is closer to P. fragile, a 
parasite of toque monkeys, than to either P. 
ovule or P. malariae. It has been suggested 
that P. malariae was derived from a West Af- 
rican chimpanzee malaria. And a plasmodium 
of New World monkeys, P. brasilianum, may 
in fact be P. malariae that has adapted to a . 
new host over the last few hundred years. 
These parasites most likely arose alongside 
the primate hosts an estimated 30 million 
years ago. P. falciparum seems more closely 
related to avian malarias and is of more recent 
origin (4,5), perhaps corresponding to the rise 
of agriculture (6). 

Recently, a new species, dubbed P. viva- 
like parasite, has been described that infects 
humans (7). Its morphological characteristics 
show it to be similar to P. viva, but analysis of 
its DNA indicates that the sequence for the 
circumsporozoite protein (CS) gene is quite 
different from that of P. viva. Rather, its CS 
gene seems to be identical to that of a parasite 
isolated from toque monkeys, P. simiouale. 
The CS protein is the major surface protein of 
the sporozoite stage of the parasite and has 
been studied as a source of malaria vaccine 
antigens. 

The life cycle of the parasite in both mos- 
quitoes and humans is complex (Fig. 18.1) as is 
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the terminology of the various parasite devel- 
opment stages (8). When an infected mosquito 
bites, sporozoites are injected into the blood 
stream of the human victim and then travel to 
liver tissue where they invade parenchymal 
cells, a process involving receptor ligand me- 
diated adhesion. During development and 
multiplication in the liver, known as the pre- 
erythrocytic stage, the host is asymptomatic. 
After a variable period of time, 5-7 days for 
fakiparum, 6-8 days for vivax, 9 days for 
ovale, and 12-16 days for malariae, merozo- 
ites (5000-40,000 per sporozoite) are released 
from the liver and the parasites take up resi- 
dence in the red blood cells (erythrocytic 
stage) again by way of a receptor mediated 
process. In non-relapsing malarias (falcipa- 
rum and malariae), no parasites are left in the 
liver; the infection moves entirely into the 
blood stage. In relapsing malarias, some of the 
merozoites (or sporozoites) differentiate into a 
dormant non-dividing stage (hypnozoites), 
providing a reservoir of parasites in the liver 
that can be activated for up to 5 years after the 
initial infection. Invasion of the red cell by a 
merozoite results in the development of the 
trophozoite stage. The parasite feeds on the 
protein portion of hemoglobin and a waste 
product, hemozoin, accumulates in the host 
cell cytoplasm. After the parasite undergoes 

Salivary Sporozoites 
gland I- 

nuclear divisions, the erythrocyte bursts and 
merozoites, parasite waste, and cell debris are 
released. The presence of the debris is the 
cause of the episodes of fever and chills asso- 
ciated with malaria. The merozoites released 
by the red cell rupture go on to infect more 
erythrocytes. Time intervals between cell rup- 
ture (fever), infection of other erythrocytes, 
and then their rupture (new bouts of fever) k e  
characteristic of the parasite species. A few 
merozoites become differentiated into male 
and female gametocytes, forms that are dor- 
mant in humans. When a mosquito takes a 
blood meal from the infected human, the ga- 
metocytes begin sexual reproduction in the di- 
gestive track of the mosquito. Ultimately, 
sporozoites form and reside in the mosquito 
saliva, ready for a new round of infection. 

In discussing malaria, the terms recrudes- 
cence and relapse are used to described the 
return of disease symptoms from different res- 
ervoirs of residual parasites. When a patient 
has been symptom-free for a period of time 
greater than the usual periodicity of the par- 
oxysms and then clinical symptoms of malaria 
return, the situation is termed "recrudes- 
cence" if the re-established infection is a result 
of surviving erythrocytic forms of the parasite. 
If symptoms reappear because of the continu- 
ing presence of parasites in liver tissue, the 
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term "relapse" is used. Because only P. vivax 
and P. ovale have hypnozoites that reside in 
the liver, these are the true relapsing malar- 
ias. 

Plasmodium vivax, benign tertian malaria, 
or simply tertian malaria, presents acute 
symptoms that recur every second day; each 
erythrocytic cycle is completed within 41- 
45 h. Infections with P. vivax were termed be- 
nign, or uncomplicated, in distinction from 
the severe morbidity associated with P. falci- 
parum infections. The pathology of vivax in- 
fections is almost invariably transient and 
with no detectable tissue-damaging conse- 
quences, and vivax parasites do not sequester 
to any detectable degree at any stage in their 
development. As a true relapsing malaria, 
vivax malaria is characterized by a prolonged 
or secondary tissue development stage that 
can remain dormant for very long periods in 
the liver. Relapse can occur months or even 
years after clearance of the initial blood-stage 
infection and different strains have character- 
istic periods between primary infection and 
late relapses. This allows vivax to remain en- 
demic in areas that experience cold winters 
with periods of no chance for transmission by 
mosquito. Treatment with drugs that kill only 
the erythrocytic forms of the parasite will not 
effect a radical cure of a vivax infection. Vivax 
is widely spread geographically with the nota- 
ble exception of tropical Africa. This has been 
explained by the absence of a red cell surface 
antigen in most black Africans that vivax re- 
quires for cell penetration (9, 10). 

Plasmodium ovale is much less widespread 
than the other three species, with patchy dis- 
tributions where it does occur in tropical Af- 
rica and in islands of the western Pacific. A 
relapsing malaria that is rarely the cause of 
morbidity even in children, its features are 
similar to that of vivax with an erythrocytic 
cycle of 49-50 h. Ovale and vivax overlap very 
little geographically. P. vivax and P. ovale in- 
fect only young erythrocytes. The fever of P. 
malariae or quartan malaria recurs every 
third day or 72 h and is noted for persistent 
reappearance of symptoms. Even so, it is not a 
true relapsing malaria; P. malariae has ex- 
tremely long-lasting erythrocytic forms that 
can persist in an infected host for decades at 
very low parasite densities. Mature red blood 

cells are the target ofP. malariae infection. Its 
geographic distribution is broad but irregular. 

The three species of malaria above cause a 
comparatively mild form of the disease. Given 
the selectivities for age of the erythrocyte in- 
fected, the degree of total parasitemia is lim- 
ited. Red cells are destroyed in the peripheral 
capillaries and anemia results. Although in 
non-immune children and travelers these 
symptoms can be quite severe, the global inci- 
dence of mortality from vivax, ovale, and ma- 
lariae is extremely small. The possibility of re- 
lapse or deep recrudescence, however, makes 
the treatment and monitoring of patients crit- 
ical. 

In contrast, P. falciparum, subtertian ma- 
laria, or tropical malaria can lead to serious 
and life-threatening conditions when un- 
treated. Erythrocytes of all ages can become 
infected by P. falciparum, and thus, a high 
percentage of red cells can become parasitized. 
The severe pathology associated with falcipa- 
rum malaria involves the adhesion of parasit- 
ized erythrocytes to the capillary endothe- 
lium. The cytoadherence seems to involve 
parasite-derived proteins that are presented 
in the membranes of infected red cells (10,ll).  
The resulting sequestration in the post-capil- 
lary microvasculature leads to nearly continu- 
ous aggravation of the endothelial tissue in . 
every organ affected and often irreversible tis- 
sue damage. Microcirculatory arrest occurs 
and when this happens in the brain, the con- 
dition is termed cerebral malaria; delirium, 
coma, convulsion, and death may ensue. Fal- 
ciparum malaria is characterized by erythro- 
cytic cycles of 48 h, but it does not relapse be- 
cause it forms no hypnozoites in the liver. It is 
the most serious form of the infection, most 
widespread geographically, and accounts for 
the vast majority of malaria deaths. In areas of 
intense transmission, persons may be infected 
by more that one of these species at a time, 
causing complications in treatment. 

Humans are not the only vertebrates that 
are parasitized by Plasmodia species. Several 
other parasites and their hosts have been used 
extensively for research in malaria. P. berghei, 
P. vinckei, and P. yoelii are useful models for 
malaria in mice and rats, while P. cynomolgi 
and P. knowlesi are studied in various monkey 
species. The human parasites can be studied 
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in owl monkey (aotus) and in the splenecto- 
mized chimpanzee. Many avian and reptilian 
malarias are known, but their value as exper- 
imental models of human malaria is not as 
great as the rodent and primate malarias. 

The most common method for evaluating 
the antimalarial activity of drugs and experi- 
mental compounds is the microdilution tech- 
nique introduced by Desjardins and co-work- 
ers in 1979 (12) and modified by Milhous et al. 
(13). Cultured intra-erythrocytic asexual 
forms of P. falciparum are treated with serial 
dilutions of compounds to be tested. Inhibition 
of uptake of [G-3H]hypoxanthine by the para- 
sites serves as the indicator of antimalarial 
activity. [2,8-3H]Adenosine may also be used 
as the radiolabel in these assays (14). For some 
types of studies, standard cultures are often 
unsuitable because of the high proportion of 
uninfected erythrocytes. A new procedure for 
producing highly concentrated cultures of P. 
falciparum from the ring stage provides a new 
tool in malaria research (15). 

1.3 Parasite Biochemistry and Genetics 

The biology, biochemistry, and genetics of 
Plasmodia are topics of wide interest. The in- 
formation from those fields that more directly 
impacts on the design of new antimalarial 
agents is presented briefly. 

For the majority of their life cycle in hu- 
mans, malaria parasites live in red blood cells. 
Within the erythrocytes, the parasites feed on 
hemoglobin, digesting the protein as a source 
of amino acids and releasing heme [Fe(II)pro- 
toporphyrin IX]. Disruption of hemoglobin ca- 
tabolism results in parasite death. Hemoglo- 
bin digestion by P. falciparum proceeds by an 
ordered metabolic pathway (16). The initial 
events are the endocytosis of hemoglobin from 
the host cytoplasm and transport to the para- 
site's food vacuole. The tetramer structure of 
hemoglobin does not spontaneously dissociate 
in the food vacuole. Ample evidence exists that 
malaria parasites degrade hemoglobin in a 
stepwise fashion, a process mediated by a se- 
ries of proteases (17, 18). Initial cleavage of 
native hemoglobin occurs specifically at 
33Phe-34Leu of the a chain mediated by an 
aspartic protease, plasmepsin I, which has 
been cloned and characterized from P. falcipa- 
rum (19, 20). Cleavage at this site can be ex- 

pected to unravel the tetramer, making it 
susceptible to further proteolysis. The plas- 
mepsin I gene has striking homology to hu- 
man renin and cathepsin D. A second aspartic 
protease, plasmepsin 11, prefers to act on acid- 
denatured globin but also has some overlap of 
specificity with plasmepsin I. The biosynthesis 
of the plasmepsins has been explored (21). The 
crystal structures of recombinant plasmepsin 
I1 (22) and plasmepsin I1 complexed with a 
known aspartic protease inhibitor, pepstatin 
A, are available (23). The active sites of plas- 
mepsins cloned from P falciparum, P. vivax, 
and P. malariae have been compared (24). The 
literature on plasmepsins I and I1 from P. fal- 
ciparum has been reviewed (25). The third en- 
zyme in the degradation pathways is a cys- 
teine protease, falcipain. Falcipain cleaves 
denatured protein but does not act on intact 
hemoglobin. A fourth enzyme, falcilysin, a 
novel metallopeptidase, acts downstream of 
the others (26). In addition to a role in globin 
degradation, these enzymes may function in 
dissociation of the hemoglobin tetramer and 
the release of heme from globin (27). 

The other by-product of hemoglobin me- 
tabolism is heme. Between 25% and 75% of the 
erythrocyte hemoglobin is digested during 
growth of the parasite in the red cell (17). Be- 
cause erythrocytes contain 310-350 mg/ml of 
hemoglobin, the concentration of released 
heme is --20 mM. However, if one considers 
that the heme would be released in the small 
volume of the parasite's food vacuole, the con- 
centrations could reach 200-500 mM (28). 
The heme then undergoes an autoxidation to 
produce toxic hematin [aquaFe(III)protopor- 
phyrin IX]. The parasite detoxifies hematin by 
conversion to an insoluble material known as 
hemozoin or malaria pigment. An X-ray dif- 
fraction study has shown that hemozoin is 
chemically and structurally identical with 
p-hematin, a synthetic product (29). The 
structure of p-hematin (and hence of hemo- 
zoin) was shown to be a crystalline dimer of 
hematin in which two protoporphyrin systems 
coordinate with one another by association of 
the propionate side-chains with the Fe(II1) 
center of the opposite hematin (30). This is in 
contrast with an earlier theory that hemozoin 
was a polymer, rather than a dimer, of hema- 
tin. 
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The mechanism of hemozoinlp-hematin 
formation in vivo or in vitro remains unclear, 
even though a number of researchers have ex- 
plored this question. Early workers suggested 
than the process was enzyme catalyzed (31) 
and it was reported in 1992 that cell-free prep- 
arations from infected erythrocytes caused he- 
matin to precipitate in its insoluble form (32, 
33). Extensive efforts to identify an enzyme 
responsible for this process, a "heme polymer- 
ase," have not been successful. Others have 
suggested that the process of hemozoin forma- 
tion is not dependent on protein and that it 
was an essentially spontaneous, physicochem- 
ical process (34), although subsequent work- 
ers were not able to detect autocatalysis (35). 
A lipid catalyst has also been proposed (36, 
37). Finally, histidine-rich proteins such as Pf- 
hrp-2 (P. falciparum histidine-rich protein 2) 
may play a role in hemozoin formation (38, 
39); specifically, they may serve as initiators or 
scaffolds for hematin binding before seques- 
tration as hemozoin (40). New studies have 
indicated that the mechanism of the chemical 
formation of p-hematin can best be under- 
stood as a biomineralization process, a view 
that may shed light on the biological forma- 
tion of hemozoin (41). 

Malaria parasites evade the human im- 
mune system through a process of continuous 
variation in a specific protein, erythrocyte 
membrane protein 1 (EMP-1) (42-45). During 
infection of the red blood cell, P. falciparum 
synthesizes EMP-1 that presents on the sur- 
face of the infected cell. EMP-1 serves to bind 
infected cells to blood vessels in the brain and 
in other organs. The presence of the EMP-1 
protein would also be expected to notify the 
immune system of an infectious agent present 
in the cell. But, the parasite carries as many as 
150 genes for EMP-1, each encoding a slightly 
different protein. New variants of EMP-1 al- 
low the parasite to avoid destruction by im- 
mune processes. Studies have estimated that 
about 1 in 50 of each new generation of para- 
sites secretes a different EMP-1 protein. 

The conventional view is that Plasmodia 
use de novo folate synthesis because they lack 
folate salvage pathways. Inhibitors of key en- 
zymes in the folate pathway, especially dihy- 
drofolate reductase (DHFR) and dihydro- 
pteroate synthase (DHPS), have been shown 

to be clinically valuable antimalarials. A more 
complex picture is emerging, however, be- 
cause it has been shown that some strains ofP. 
falciparum are able to use exogenous folate, 
thus circumventing any blockage to de novo 
synthesis provided by antimalarial drugs. 

Plasmodia synthesize dihydrofolate by a 
pathway unique to microorganisms. Para- 
aminobenzoic acid (PABA) is linked with a 
pteridine to form dihydropteroate by the en- 
zyme dihydropteroate synthetase (DHPS), an 
enzyme not present in mammals. Then, con- 
jugation of dihydropteroate with glutamate 
forms dihydrofolate (dihydropteroylgluta- 
mate). In contrast, mammalian cells obtain di- 
hydrofolate through reduction of dietary folic 
acid. Sulfonamides and sulfones, inhibitors of 
DHPS, are selectively toxic to the parasite and 
relatively safe in the human host. 

Malaria parasites are unable to use pre- 
formed pyrimidines using "salvage pathways" 
as mammalian cells do. Rather, plasmodia 
synthesize pyrimidines de novo. An important 
enzymatic target is dihydroorotate dehydroge- 
nase (DHOD), which catalyzes the conversion 
of dihydroorotate to orotate, an intermediate 
in the pyrimidine biosynthetic pathway. Some 
compounds with antimalarial action such as 
atovaquone have been found to be inhibitors 
of DHOD. In a step further along in pyrimi- 
dine biosynthesis, tetrahydrofolate is a re- 
quired cofactor. Compounds that inhibit dihy- 
drofolate reductase (DHFR) effectively cut off 
the supply of tetrahydrofolate. Thus, com- 
pounds such as pyrimethamine and proguanil 
that inhibit DHFR are effective antimalarial 
agents. 

There exist other metabolic pathways in 
Plasmodia that are potential sites for drug ac- 
tion. The shikimate pathway, a series of enzy- 
matic conversions that produces aromatic co- 
factors and aromatic amino acids, was 
detected in apicomplexan parasites including 
plasmodia (46). Because the shikimate path- 
way is absent in mammals, inhibition of en- 
zymes in this pathway provides an excellent 
prospect for drug design efforts. Plasmodia, as 
with other members of the phylum Apicom- 
plexa, has been shown to possess an unusual 
organelle, a plastid that seems to have been 
acquired from algae at some point in its evolu- 
tionary history (47-49). Replication of this 
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apicomplexan plastid, termed the apicoplast, 
is essential for parasite survival (50). An api- 
coplast metabolic pathway has been identified 
that is not found in animals. the mevalonate- 
independent pathway of isoprenoid biosynthe- 
sis (51), which is also known as the l-deoxy- 
D-xylulose 5-phosphate (DOXP) pathway. 
Sequence data provided by the malaria ge- 
nome project suggested the presence of two 
genes encoding important enzymes from the 
DOXP path, DOXP synthase and DOXP re- 
ductoisomerase. 

Erythrocytes infected by plasmodia suffer 
oxidant damage from the parasite; the para- 
site causes measurable oxidation to the host 
red blood cell (52). The cell may be placed un- 
der oxidant stress from parasite-generated ox- 
idants and from a weakening of the defense 
mechanisms of the cell itself. Increases in met- 
hemoglobin formation and lipid peroxidation 
have been documented in infected cells. 

Two of the 14 chromosomes of the P. falci- 
parum genome, roughly 7% of the total ge- 
nome, have been sequenced. The sequence of 
chromosome 2 was published in 1998 (53) and 
that of chromosome 3 in 1999 (54). Approxi- 
mately 215 protein-coding genes were identi- 
fied on chromosome 2 and 209 on chromosome 
3, giving an estimate of 6500 genes. Sequenc- 
ing the P. falciparum genome required over- 
coming the technical difficulties of high A + T 
content. A genome-wide high-resolution link- 
age map of P. falciparum has been published 
(55) as has a shotgun optical map (56). The 
WHO maintains a database of gene protein 
information on malaria parasites (57). It is an- 
ticipated that new targets for drug develop- 
ment will arise from examination of the gene 
sequence. 

1.4 Global Incidence 

Malaria is endemic in 101 countries and terri- 
tories; 45 of these are in Africa, 21 in the 
Americas, 4 in Europe, 14 in the Eastern Med- 
iterranean, 8 in Southeast Asia, and 9 in West- 
ern Asia. There are small pockets of transmis- 
sion occurring in a further 12 countries (Table 
18.1). Although P. falciparum is the predomi- 
nant parasite, falciparum malaria occurs only 
sporadically or does not exist in 19 of those 
countries. For comparison, in 1955, there 
were 140 countries or areas where malaria 

was endemic. Global statistical information on 
malaria is presented in Table 18.2 and is avail- 
able from the WHO web site (58). 

An indication of the magnitude of the 
health problem that malaria poses can be ob- 
tained from WHO'S Malaria Fact Sheet (60): 

0 Malaria is a public health problem for more 
than 2400 million people, 40% of the world 
population (Table 18.2). 

0 There are an estimated 300-500 million 
clinical caseslyear. 
1,086,000 deaths were reported as attribut- 
able to malaria in 1999 (61). 

0 Approximately 90% of both malaria inci- 
dence and mortality occur in sub-Saharan 
Africa. 

0 The mortality is estimated to be greater 
than 1 million; the vast majority of these are 
young children in Africa, especially in rural 
areas with limited health care available. 

0 One child dies every 30 s or 3000 children 
per day under the age of 5 years. 

0 In affected countries, 3 of 10 hospital beds 
are occupied by malaria victims. 

Historically, malaria was endemic through- 
out much of the continental United States; qn 
estimated 600,000 cases were reported in 1914. 
During the late 1940s, a number of factors com- 
bined to successfully interrupt malaria trans- 
mission including improved socioeconomic 
conditions, water management programs, in- 
sect-control efforts, and case management ap- 
proaches. Since then, surveillance has been 
maintained to detect reintroduction of trans- 
mission. In recent decades, almost all cases of 
malaria in the United States were imported by 
travelers from regions of the world where ma- 
laria transmission is known to occur. In 1997, 
the CDC reported 1544 cases of malaria in the 
United States, the highest overall incidence 
since 1980 and the highest number of civilian 
cases since 1968. This figure represents a 10.9% 
increase over 1996. Of these cases, only five were 
acquired in the United States. Six persons died 
of malaria (62). 

Africa has the highest levels of endemicity 
in the world; in very large areas transmission 
is intense and perennial. In areas with alti- 
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Table 18.1 Countries Where Malaria Transmission Occurs (59) 

A€ghanistanaaf 
Argentinab Armeniab 

~ a n g l a d e s h ~ ~  Belizea,' 
~ h u t a n L ~  ~olivia".L~ 
Brazil Burkina Fasocaf 
Camb~dia"*~g.~ Camerooncsf.g 
Central Afr. Rep.'aLg Chadc.f 
Colombidg Comoro~ '~~  
Costa Ricab CBte d ' I v ~ i r e ~ ~ ~ ~  
Dem. Rep. Congocaf.g ~ j i b o u t i " ~  
Ecuadolf Egyptd 
Equatorial Guineacaf.g Eritreac,f 
French Guianac*" Gabon'2f.g 
Georgiab Ghanacaf 
Guineac,f Guinea-Bis~au"~~ 

Hondurasa 

Indonesiaf.gj Iran, Islamic Rep.f 
KenyacaLg Lao People's Dem. Rep."af 
Madagascapf Malawic.hg 
Malic,f Mauritaniac 

Mayottec Mexicob 

M ~ z a m b i ~ u e " ~ ~ ~ ~  Myanmaflfig 
Nepalaf Nicaraguaa,' 
Nigeriacjf Omandzf 

Papua New G ~ i n e a ' , ~ ~ ~  
Per& Philippinesf 

RwandaCaf.g Sao Tome & Principecaf 
Senegalcjf Sierra Leonecaf 
S~malia".~ South AfricaCzf 
Sudanczf Surinamecafik 
Syrian Arab Republicb Tajikistanbaf 
Togocaf Turkey 

United Arab Emiratesd 

V a n u a t ~ " ? ~ ~ ~  Venezuelaf 

Yemencaf Zambiacaf 

Azerbaijanard 
Benincaf 
Botswanacaf 
BurundiCaf 
Cape Verded 

China 
CongoGf 
Dem. People's Rep. Koreabad 
Dominican Repepublicc~d~e 
El Sa l~ado@,~  
Ethiopiac.f 
Gambia".f 
Guatemalaa 

Guyanaf 

Indiaf 

Iraqb 

Liberiacaf.g 
~ a l a ~ s i a " ~ ~ ~ ~  
Mauritiusb 

M o r o ~ c o ~ ~ ~  
Namibiacaf 
Nigerc.f 
Pakistanf 

Paraguay 
Republic of Koreabad 
Saudi Arabiacaf 
Solomon  island^'.^ 
Sri Lankaa*f 
S~aziland".~ 
~h~i1~~df.g.h. i .k 

Turkmenistanb 

United Rep. 
Vietnamc,f.g 
Zimbabwecaf 

"Predominately P. uiuax; bexclusively P. uiuaz; 'predominately P. falciparum; dlimited; %o resistance reported; fchloro- 
quine-resistant falciparum reported; %dfadoxine/pyrimethamine resistance reported; hmefloquine resistance reported; 
'multi-dmg resistance reported; jchloroquine-resistant vivax reported; 'lessened sensitivity to quinine reported. 

tudes over 1500 m and rainfall below 1000 
mmlyear, endemicity decreases, and the po- 
tential for epidemic outbreaks increases. Eco- 
logical, demographical, and meteorological 
factors including quasi-cyclic occurrence of 
heavy rains have led to epidemics or serious 
exacerbations of endemicity, especially in Bot- 
swana, Burundi, Ethiopia, Kenya, Madagas- 
car, Rwanda, Sudan, Swaziland, Zaire, and 
Zambia. 

Excluding Africa, of the total number of 
cases reported annually to the WHO, more 
than two-thirds are concentrated in only six 
countries: India, Brazil, Sri Lanka, Afghani- 

stan, Vietnam, and Colombia. In other parts of 
the world, the distribution of malaria varies 
greatly from country to country and from re- 
gion to region within countries. For example, 
in India, the majority of reported cases occur 
in only a handful of states. Three states of the 
Amazonian Basin in Brazil account for close to 
80% of all cases while representing only 6.1% 
of the country's overall population. 

Inadequate and irregular reporting, partic- 
ularly in areas known to be highly endemic 
and often out of the reach of established 
health services, make it difficult to obtain ac- 
curate information on the incidence of malar- 
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Table 18.2 Reported Cases of Malaria, Endemic Countries Only, 1982-1997 (58) - 

World Total 
Year (Countries Reporting) Africa Americas Asia Oceania 

"Not all cases from China confirmed by laboratory tests. 
bNot all cases from Papua New Guinea confmned by laboratory tests. 

ial disease in many areas. Under ideal circum- 
stances, each case would be confirmed 
clinically by microscopic examination of a 
blood smear. In practice, malaria is most often 
defined in association with disease symptoms 
rather than with microscopic confirmation. 
And priority is given to reporting of severe and 
complicated cases and malaria deaths rather 
than total number of cases. Especially in Af- 
rica, strict reporting is fragmentary and based 
on clinical signs and symptoms. 

1.5 Resistance 

Drug resistance in malaria has been defined as 
the "ability of a parasite strain to survive 
and/or multiply despite the administration 
and absorption of a drug given in doses equal 
to, or higher than, those usually recommended 
but within the limits of tolerance of the sub- 
ject" (63). Later modification of this definition 
stated that "the form of the drug active 
against the parasite must gain access to the 
parasite, or the infected blood cell, for the du- 
ration of time necessary for its normal action." 
The modified definition makes clear that for 
parasites to be termed resistant, the drug 
must be bioavailable. The phenomenon of 
drug resistance has become common in many 
infectious diseases: tuberculosis, staphylo- 
cocci, streptococci, HIV, and syphilis. Drug re- 

sistance was perhaps first recognized in the 
treatment of malaria. Early in this century, it 
was noted that some cases of malaria re- 
sponded much more poorly to quinine, the 
only drug available at the time, and that larger 
doses of drug had to be administered to effect a 
cure. At present, the increasing occurrence of 
chloroquine-resistant strains of P. falciparum 
has inspired global drug-design and develop- 
ment efforts in an attempt to identify new 
agents for the treatment of resistant strains of 
Plasmodia. The sensitivity of a parasite strain 
to a drug can be classified into four general 
groups: sensitive (S), in which clearance of 
asexual parasitemia occurs within 7 days of 
the initiation of treatment without subse- 
quent recrudescence; slightly resistant (RI), in 
which asexual parasitemia is cleared as in sen- 
sitive cases but recrudescence follows; moder- 
ately resistant (RII), in which the level of asex- 
ual parasitemia is reduced markedly but not 
cleared fully; and highly resistant (RIII), in 
which little or no reduction in asexual para- 
sitemia occurs. A higher resistance to a partic- 
ular agent is not necessarily correlated with 
higher virulence. A single isolate of P. falcipa- 
rum from an infected individual consists of 
parasites with differing drug responses. 

For descriptions of the history of the emer- 
gence of malarial drug resistance, see Ref. 64. 
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The overall picture is that malaria parasites 
have developed resistance to each and every 
therapeutic agent in areas where drug selec- 
tion pressure has been applied. Drug pressure 
is considered to be the main causative factor of 
selecting and propagating resistant P. falcipa- 
rum in a particular locality or area. Chloro- 
quine has been the agent of choice against P. 
falciparum for decades. When first brought 
into wholesale use for mass chemotherapy in 
the 1950s, its effectiveness led to the hope of 
global malaria eradication. Such broad usage 
for chloroquine, however, induced resistance 
beginning in South America and Southeast 
Asia. Even so, for compounds such as chloro- 
quine, prolonged drug exposure seems to be 
required before resistance began to develop 
(65). Chloroquine resistance emerged much 
later in Africa than in South America and 
Southeast Asia. The first case from East Africa 
was documented in non-immune travelers re- 
turning from that area in 1979 (66). Since that 
time, chloroquine resistance has spread rap- 
idly in Africa, and it is estimated that more 
than 60% of the P. falciparum strains that in- 
fect non-immune travelers are resistant to 
chloroquine. Significantly, chloroquine still 
largely retains is therapeutic efficacy in semi- 
immune populations. Among the countries 
where falciparum malaria exists, only those of 
Central America have not recorded the resis- 
tance of falciparum malaria to chloroquine. 
An excellent set of maps tracking the develop- 
ment of chloroquine resistance globally is 
shown in Ref. 63. 

The resistance of P. vivax to chloroquine is 
not uncommon in Indonesia and Papua New 
Guinea, although the extent of the spread is 
not known. There have been sporadic reports 
of chloroquine-resistant vivax from Myanmar, 
Thailand, Borneo, India, and Brazil (67). Al- 
though not widespread as yet, primaquine-re- 
sistant strains of P. uiuax have been reported 
(68,69), although others have raised concerns 
about the definition of primaquine resistance 
(70). 

Chloroquine is not the only agent that has 
lost effectiveness against P. falciparum be- 
cause of the development of drug resistance. 
Resistance to sulfadoxine/pyrimethamine has 
developed in Southeast Asia, South America, 
and Africa. For the dihydrofolate reductase in- 

hibitors proguanil and pyrimethamine, resis- 
tance can be induced by a single large dose. In 
Thailand, there are indications that more 
than 50% of cases in certain border areas no 
longer respond to mefloquine therapy, while 
the sensitivity to quinine is also diminish- 
ing in areas of Thailand and Vietnam. In 
cases of resistance, quinine, sulfadoxinelpy- 
rimethamine, mefloquine, and now the arte- 
misinin-type agents, are being used therapeu- 
tically. 

Thailand has served as a laboratory for the 
development of drug-resistant P. falciparum 
(71). Beginning in the early 19508, resistance 
to pyrimethamine arose as a result of its use in 
prophylaxis and in presumptive treatment 
(treatment pending laboratory diagnosis). Ini- 
tial experiences with emerging chloroquine re- 
sistance involved recrudescence on adminis- 
tration of standard doses in the late 1950s, 
although its took until the mid-1970s until 
chloroquine resistance became so frequent 
and problematic that alternate therapies were 
introduced. Sulfadoxine/pyrimethamine as a 
routine treatment was useful only for a 
short time before resistance emerged. By 
1982, the recommended treatment regimen 
was changed again to a 7-day course of qui- 
nineltetracycline. The inconvenience and poor 
compliance associated with a 7-day course ne- 
cessitated the move to the triple combination 
mefloquine/sulfadoxine/pyrimethamine in 
1985. Treatment failures with mefloquine 
were observed beginning in 1991. 

Multi-drug resistance may be defined as re- 
sistance of P. falciparum to more than one 
operational class of antimalarial agents. Clin- 
ically, the problem of multi-drug resistant 
strains is limited to the Indochina Subconti- 
nent, with some foci in Sabah, Malaysia, 
Papua New Guinea, and West Irian, Indone- 
sia. Some sporadic occurrences of multi-drug 
resistant organisms have been seen in tropical 
Africa and South America. The border areas of 
Thailand with Cambodia and Myanmar are 
the areas of hardcore multi-drug resistance. P. 
falciparum in these areas are resistant to chlo- 
roquine and other 4-aminoquinolines, sulfa- 
doxine/pyrimethamine, and quinine (if used as 
a single agent). 

Given these observations, resistance to any 
new therapeutic agent can be expected, and 

'I! 
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strategies are being developed to ensure an 
appreciable effective lifetime for each new 
drug. One important tactic has been the em- 
ployment of combination therapy (72); the 
useful lifetime of pyrimethamine has been ex- 
tended by an estimated 15 years because of its 
use in combination with sulfadoxine (73). For 
a discussion of the factors that influence the 
emergence of resistance and a consideration of 
the outcomes when antimalarial drugs are 
used in combinations, see Refs. 72, 74. Many 
therapies are being studied with the new arte- 
misinin agents in combination with older 
agents. Another tactic is the avoidance of ini- - 
tiating widespread therapy with new agents in 
areas where other, older agents remain effec- 
tive. The hope is that the newer agents might 
be held in reserve until absolutely necessary. 
Researchers have been studying the dynamics 
involved in the emergence of drug-resistant 
malaria strains and are attempting to develop 
models that will assist in the creation of strat- 
egies for deployment of newer agents in the 
field (75). 

Current efforts at analyzing the molecular 
mechanisms of resistance are offering new 
approaches for drug resistance (76,77). Muta- 
tions in key molecular targets had been iden- 
tified for antifolate resistant strains. Mecha- 
nisms that confer resistance to chloroquine 
seem to be more complex, but new informa- 
tion is helping to clarify the variables. Rapid 
efflux of chloroquine from resistant parasites 
can be reversed by co-administration of cer- 
tain agents. Additional research on the molec- 
ular basis of resistance may provide improved 
therapeutic strategies for use in resistant or- 
ganisms. 

1.6 Immunity and Prophylaxis 

The average age of first infection with malaria 
is less than 1 year old for persons in most en- 
demic areas. Estimates are that between 
75,000 and 200,000 infant deaths each year 
are associated with malaria infection in preg- 
nancy (78). Exposure does not induce lifelong 
immunity to further malaria infections. As 
children age, they acquire a functional immu- 
nity that provides fewer clinical attacks and 
lessened clinical symptoms. Adults can obtain 
sufficient immunity so that a substantial re- 
duction in infection rates is observed. Asymp- 

tomatic parasitemia may occur among persons 
who have been long-term residents of malaria- 
endemic areas. As a result, children have the 
highest levels of mortality and morbidity re- 
sulting from malaria. It had long been as- 
sumed that these data were the result of a high 
transmission rate of the parasite. New studies 
have indicated, however, that most endemic 
areas contain parasites with a high degree of 
antigenic diversity (79). Each infection does in 
fact provide immunity to that particular 
strain; new infections are caused by parasites 
with different antigenic profiles. A calculation 
of transmission rates incorporating these con- 
siderations yields numbers an order of magni- 
tude lower than previously estimated. 

Pregnant women have a unique suscepti- 
bility to malaria, such that "maternal ma- 
laria," a distinct clinical entity, causes serious 
pregnancy-related complications in endemic 
areas. Increases in miscarriage, premature de- 
livery, retardation of fetal growth, anemia, 
low birth weight, and mother and infant mor- 
tality rates are observed when the mother con- 
tracts malaria during pregnancy. Adult 
women acquire the same degree of immunity 
to the common strains of parasites as do adult 
men; however, after becoming pregnant, this 
acquired immunity diminishes markedly. 
With successive pregnancies, the loss of ih-  
munity is less pronounced. To explain the ap- 
parent loss of acquired immunity in preg- 
nancy, researchers studied the binding of 
infected red blood cells to placental tissue (80). 
A subpopulation of P. fakiparum parasites 
preferentially binds to placental tissue and 
multiplies there. The binding site in placenta 
normally binds chondroitin sulfate A (CSA). 
The severity of the infection must be caused 
by the initial appearance of placental tissue 
that harbors the infection. As the woman de- 
velops immunity to this subpopulation of par- 
asites, the frequency and severity of malaria in 
a second or third pregnancy is lessened. With 
the rising incidence of HIVIAIDS in Africa and 
concern about maternal transmission of the 
virus, the problems of simultaneous multiple 
drug therapies emerge. For a review of the 
therapeutic and safety issues in the concur- 
rent use of anti-HIV agents with antimalarial 
agents in pregnant patients, see Ref. 81. 
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Glucose-6-phosphate dehydrogenase (G6PD) 
deficiency is a genetic condition most prevalent 
among persons living in malaria-endemic areas. 
The most common African form of G6PD defi- 
ciency was associated with a 4668% reduction 
in the risk of severe malaria (82). Parasites in- 
flict oxidant damage to the erythrocytes that are 
infected and erythrocytes that are deficient in 
G6PD are especially susceptible to oxidant dam- 
age. In addition, it has been shown that phago- 
cytosis of parasiticized G6PD-deficient erythro- 
cytes occurs earlier than does phagocytosis of 
infected normal erythrocytes, perhaps account- 
ing for the observed protective effect (83). 

Other inherited red cell disorders contrib- 
ute an immunity to malaria infections, at least 
partially as a result of sensitization to oxidant 
stress. These include the well-known example 
of heterozygous hemoglobin S (sickle cell 
trait) (84) as well as thalassemia (851, persis- 
tence of fetal hemoglobin, and hemoglobin E. 
a-Thalassemia seems to increase susceptibil- 
ity to malaria in early childhood and then of- 
fers immunity later in life (86). An explana- 
tion of the effect involving hemoglobin1 
membrane interactions had been proposed 
(87). Southeast Asian ovalocytosis is another 
genetic disorder that confers marked protec- 
tion against cerebral malaria (88). It is caused 
by a deletion in the gene for the erythrocyte 
membrane band 3. The band 3 protein is re- 
sponsible to the cytoadherence of parasitized 
cells. The mutation occurs in high frequency 
in the western Pacific. 

Non-immune travelers, with no prior expo- 
sure to malaria, are at greater risk of acquiring 
serious infections. If the infection presents clin- 
ical symptoms only after return from a malari- 
ous area, there may be a delay in diagnosis by 
physicians unfamiliar with the disease. Travel- 
ers to endemic areas should seek advice about 
the use of chemoprophylactic regimens and 
stand-by treatment. Further protection is 
gained by preventing exposure to mosquitoes 
using insect repellents on clothes and skin and 
staying indoors at night. For reviews on malaria 
chemoprophylaxis, see Refs. 89,90. 

Chemoprophylaxis demands a nearly im- 
possible level of safety, especially when used 
over long periods. Drugs are given to healthy 
individuals, most often to prevent a disease of 
low probability. The most successful agent to 

date has been chloroquine, with a 50-year 
safety record that is matchless among anti- 
infective agents. Malaria prophylactic regi- 
mens are generally highly efficacious and low 
in cost, especially when compared with the 
costs of treatment including hospitalization. 
Even so, compliance has remained an issue 
among U.S. travelers to malarious areas; only 
21% of travelers used recommended malaria 
prophylaxis appropriate for their area of 
travel in 1997 (62). International travel rec- 
ommendations are available from both the 
WHO (59,911 and the CDC (92,93). 

1.7 Vector Control 

Systematic malaria control began after the 
discovery of the malaria parasite by Laveran 
in 1880 (for which he was awarded the Nobel 
Prize for medicine in 1907), and the demon- 
stration by Ross in 1897 that the mosquito was 
the vector of malaria (94). Attempts to control 
mosquitoes have paralleled therapeutic and 
chemoprophylactic approaches in battling the 
disease (95). In 1955, the World Health As- 
sembly initiated a malaria eradication pro- 
gram. The stated goal was the interruption of 
malaria transmission by reducing mosquito 
populations that fed on humans; complete 
elimination of the vector was not attempted. 
Household spraying with DDT was the main 
tactic. The approach was most successful in 
temperate regions where transmission was 
unstable. However, in some areas when spray- 
ing was halted, mosquito populations re- 
turned but were now resistant to DDT. 

An alternative to reducing or eliminating 
vector populations is the prevention of contact 
between humans and mosquitoes. The use of 
insecticide-impregnated bed nets seems to be 
effective in limiting malaria in a number of 
different areas: the Solomon Islands, where 
malaria prevalence rates are among the high- 
est in the world (96); Guatemala (97); Kenya 
(98); Tanzania (99); and The Gambia (100). 
Continual governmental support for such pro- 
grams will be needed if any long-term benefits 
are to be ultimately accrued from such an ap- 
proach. The CDC gives detailed instructions 
for travelers about avoiding contact with po- 
tentially infectious mosquitoes, including the 
use of bed nets and insect repellents (92). 
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A recent response to vector control has 
been studies of the replacement of normal 
mosquito populations with strains that cannot 
support normal parasite development (101). 
Success will require identification of the mos- 
quito genes that inhibit parasite growth, the 
introduction of such genes in the mosquito 
genome, and dispersing the trait through nat- 
ural populations. Efforts to sequence the 
Anopheles gambiae genome are underway 
(102). Fortunately, there are a number of 
points in the parasite life cycle within the mos- 
quito that provide opportunities for manipula- 
tion. 

It has been suggested both in the scientific 
literature and in the popular press that cer- 
tain tropical diseases, especially those that in- 
volve a mosquito vector, are likely to increase 
in incidence with the increase in global tem- 
peratures. However, a statistical study incor- 
porating a number of critical factors including 
temperature did not forecast global malaria 
expansion (103). 

1.8 Economic and Political Issues 

Today, malaria is becoming a greater health 
problem than before in many parts of the 
world. Epidemics are occurring in areas where 
transmission had been eliminated. These out- 
breaks are generally associated with deterio- 
rating social and economic conditions, and 
many victims are in underprivileged rural 
populations. Demographic, economic, and po- 
litical pressures compel entire populations 
(seasonal workers, nomadic tribes, and farm- 
ers migrating to newly developed urban areas 
or new agricultural and economic develop- 
ments) to leave malaria-free areas and move 
into endemic zones. These people are often 
non-immune and at high risk of severe dis- 
ease. Unfortunately, these population move- 
ments and the intensive urbanization are not 
always accompanied by adequate development 
of sanitation and health care. 

Malaria is now mainly confined to the 
poorer tropical areas of Africa, Asia, and Latin 
America, but the problems of controlling ma- 
laria in these countries are aggravated by in- 
adequate health structures and poor socioeco- 
nomic conditions. Moreover, in many areas, 
conflict, economic crises, and administrative 
disorganization result in the disruption of 

health services. As a result, control efforts are 
interrupted and more people are put at risk. 
The absence of adequate health services fre- 
quently results in a recourse to self-adminis- 
tration of drugs often with incomplete treat- 
ment. This is a major factor in the increase in 
resistance of the parasites to drugs. 

Malaria thus has disastrous social conse- 
quences and is a heavy burden on personal and 
national economic development. On the level 
of the individual, an episode of the disease was 
estimated to cost US$8.67 in Ghana (reported 
in 1997), although costs would vary depending 
on the costs of the drugs (104). Short-term 
costs-loss of work time, losses associated 
with child morbidity and mortality, costs of 
treatment and prevention-are only part of 
the story. A high proportion of the cost of ma- 
laria care is the opportunity cost to the care- 
takers. Children in particular may suffer from 
chronic anemia and malnutrition as a result of 
repeated bouts of malaria, leading to altered 
physical and cognitive development. 

In the aggregate, costs are staggering. Ac- 
cording to 1997 estimates, direct and indirect 
costs of malaria in sub-Saharan Africa exceed 
$2 billion (60). In contrast, the average cost for 
each nation in Africa to implement programs 
to control malaria is estimated at $300,0001 
year or approximately US$0.06 per person for 
a country of 5 million persons. 

Areas with malaria are almost exclusively 
poor, with low rates of growth (105). But is 
this a cause or an effect? Successful elimina- 
tion of malaria has historically required well- 
organized and well-financed programs. Even 
so, some of the most effective control efforts 
have used few resources beyond labor. Sus- 
taining such efforts over long periods has not 
been successful in many locations, however. 
Endemic countries may find trade impeded, 
lowered interest in international investment 
and commerce, and fewer opportunities for 
tourism. Evidence suggests that overall eco- 
nomic development is hindered by malaria. In 
places where malaria has been eradicated, eco- 
nomic growth accelerated after eradication. 
Growth rates in endemic countries are over 
1% per year less than that in comparable 
states without malaria. Over a period of de- 
cades, the economic burden can become im- 
mense (106). And so while countries do not 
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become prosperous by controlling malaria 
alone, it is certainly made easier. 

A final issue is that of the economics of drug 
development of antimalarial agents and drugs 
to treat parasite diseases more generally. Be- 
cause the populations affected are found 
mostly in developing countries with limited 
health-care resources, pharmaceutical compa- 
nies have little financial incentive to invest in 
the development of new agents to treat these 
diseases (107). 

On May 13, 1998, the Director General of 
the WHO announced the Roll Back Malaria 
Campaign with the goal of cutting global inci- 
dence by 50% by 2010. Another 50% reduction 
was targeted for 2015. Details of the program 
may be found at WHO web sites (108) as well 
as reports on the progress made to date (109, 
110). As part of the Roll Back Malaria effort, a 
program called Medicines for Malaria Venture 
has been established (111). 

2 ANTIMALARIAL AGENTS FOR 
CHEMOTHERAPY A N D  PROPHYLAXIS: 
CURRENT DRUGS IN USE 

The therapeutic agents in use against malaria 
are summarized in Table 18.3. The available 
drugs represent a wide variety of structural 
types and modes of action. One of the drugs, 
quinine, has been in use for hundreds of years. 
Several were discovered and approved very re- 
cently. Some find uses in other infectious dis- 
eases while many are specifically used in ma- 
laria. The agents may be used in treatment or 
for chemoprophylaxis; some are valued in both 
applications. Each of the drugs is described in 
detail below. 

2.1 Quinine and Quinidine 

Quinine (1) may be claimed without exagger- 
ation as the drug to have relieved more human 
suffering than any other in history (112). For 
300 years, it was the only known effective 
treatment for a life-threatening infectious dis- 
ease. Only a handful of other treatments, em- 
etine for amoebic dysentery, mercury for 
syphilis, chaulmoogra oil for leprosy, and 
herbal anthelmintics, were effective as specific 
anti-infective agents until this century. The 
fanciful story of the miraculous cure of the 

Countess of Chinchbn, wife of the Viceroy of 
Peru, by administration of a native remedy 
produced from tree bark is charming but very 
far from fact. For a scholarly discussion of the 
early history of cinchona, see Ref. 113. Tree 
bark from the cinchona tree, Cinchona offici- 
nalis and other Cinchona species, a native 
plant from South America, was the source for 
an effective treatment of recurrent fevers. In 
the 19th century, the active principles, the cin- 
chona alkaloids, quinine (11, quinidine (2), 
cinchonine (31, and cinchonidine (41, were iso- 
lated and purified. The formal synthesis of 
quinine by Woodward and Doering in 1944- 
1945 was a landmark in modern synthetic 
chemistry (114, 115). The first stereoselective 
total synthesis of quinine was recently re- 
ported by Stork and co-workers (116). In- 
cluded in their paper is a brief history of syn- 
thetic efforts toward quinine. 

The principal areas producing cinchona are 
central Africa, India, and Indonesia. Commer- 
cial formulations of quinine have approxi- 
mately 10% dihydroquinine as an impurity. 
The two compounds have nearly equivalent 
antimalarial activity, however, so that efficacy 
is not affected. The preparation Quinimax is a 
mixture of cinchona alkaloids, predominately 
quinine, and is reported to be more effective 
than quinine alone. 

The stereochemical differences among the 
cinchona alkaloids result in differences in po- 
tency, and the stereoelectronic features have 
been examined (117). Conformational differ- 
ences between the diastereomers apparently 
lead to differing ability to form critical hydro- 
gen bonds. Quinidine is two- to threefold more 
active than quinine in both chloroquine-sensi- 
tive and chloroquine-resistant strains of P. 
falciparum (118). Likewise, cinchonine is 
more active than cinchonidine in vitro (119). 
The differences in activity based on stereo- 
chemistry are greater for those compounds 
like quinine and quinidine, which have a rigid 
quinuclidine moiety, than for synthetic com- 
pounds such as mefloquine, which bear a pip- 
eridine ring (120). 

The main metabolite of quinine is 3-hy- 
droxyquinine, which is produced by the action 
of CYP4503A4 (121). Certain drugs were 
found to inhibit the metabolism of quinine, 
including tetracycline, doxycycline, omeprazole, 



Table 18.3 Drugs Currently in Use 

Generic Name Structure Trade Names Year Originator Chemical Class Dosage Forms 

Quinine 

Quinidine 
Chloroquine 

Hydroxychloroquine 
Mefloquine 

Halofantrine 
'a w Primaquine 
P Bulaquine 

Proguanil 
Chlorproguanil 
Pyrimethamine 
Sulfadoxine 
Pyrimethaminel 

sulfadoxine 
Mefloquinel 

pyrimethaminel 
sulfadoxine 

Dapsone 
Pyrimethamineldapsone 

Trimethoprim 
Sulfamethoxazole 
Sulfamethoxazole/ 

trimethoprim 
Sulfisoxazole 

Quinamm 

Arden, 
Avloclor, 
Nivaquin, 
Resochin 

Plaquenil 
Mephaquine 
Lariam 
Halfan 

Aablaquine 

Paludrine 

Daraprim 

Fansidar 

Fansimef 

Maloprim 
Deltaprim 

Gantanol 
Bactrim 
Cotrim 
Gantrisin 

1985 Mepha 
1989 Hoffmann-LaRoche 
1988 Smith Kline & French 

2000 Central Drug Research 
Institute 

Quinoline alcohol 

Quinoline alcohol 
4-Aminoquinoline 

4-Aminoquinoline 
Quinoline alcohol 

Phenanthrenemethanol 
8-Aminoquinoline 
8-Aminoquinoline 

Biguanide 
Biguanide 
Pyrimidine 
Sulfanilamide 
Combination 

Combination 

Sulfone 
Combination 

Pyrimidine 
Sulfanilamide 
Combination 

Sulfanilamide 

Many sizes capsules and tablets, IV 
form no longer available in U.S. 

IV solution 
500-mg Tablet (300-mg base), oral 

200-mg (155-mg base) Tablet oral 
250-mg Tablet, oral 

250-mg Tablet, oral 
26.3-mg (15-mg base) Tablet, oral 
Aablaquine = bulaquine + 

chloroquine combination pack 
100-mg Tablet oral 

500 mg Sulfadoxine, 25 mg 
pyrimethamine tablet oral 

25 mg F'ynmethamine, 100 mg 
dapsone tablets 

500-mg Tablet 



Sulfalene 
Artemisinin 

Sulfanilamide 
1987 Ping Hau Sau Research Artemisinin 

Group 
1994 Artemisinin 
2000 Central Drug Research Artemisinin 

Institute 
Artemisinin 

1996 Artemisinin 

Artemether 
Arteether 

Paluther 
Artemotil 

Dihydroartemisinin 
Artesunate Arsumax 

Plasmotrim 
Mepron 
Wellvone 

1992 Wellcome Hydroxynaphthoquinone 250-mg Tablet, also IV solution Atovaquone 

Pyronaridine China 4-Aminobenzo[al l,5- 
naphthyridine 

Amodiaquine 
Tetracycline 

4-Aminoquinoline 
Tetracycline Achromycin 

and many 
others 

Vibramycin 
Doxcyclin 
Sunamed 
Zithromax 
Cleocin 

100-mg Tablet, oral Tetracycline 
Pfizer 

1988 Pliva Macrolide 
Pfizer 

Linosamide 
Fluoroquinolone 

1997 GlaxoSmith Kline Combination 

Doxycycline 

Azithromycin 

Clindamycin 
Ciprofloxacin 
Atovaquone/proguanil Malarone 250 mg Atovaquone, 100 mg 

proguanil oral 
Lumefantrine 

(benflumatol) 
Lumafantrinel 

artemether 

Fluorene alcohol 

Combination Coartem 1992 China 
Riamet 

(coartemether) 
1999 Novartis 



(1) 
quinine 

(-)-8S, 9R 
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(4) 
cinchonidine 

(2) 
quinidine 
(+)-8R, 9 s  

(3) 
cinchonine 

ketoconazole, troleandomycin, and erythromy- 
cin (122, 123). In contrast, chloroquine, py- 
rimethamine, proguanil and its metabolites, 
noriloxacin, and dapsone did not appreciably in- 
hibit quinine metabolism. 

Since the development of potent synthetic 
agents, quinine had fallen into disuse as a 
first-line antimalarial. The small difference 
between therapeutic and toxic doses is a de- 

cided drawback, and longer treatments over 
several days are required for good cure rates. 
But with the advent of multi-drug resistant 
strains, quinine has returned as an important 
agent in severe cases involving drug-resistant 
parasites. It is almost always used in combina- 
tion with tetracycline. Effective treatment 
usually involves a 7-day course of the combi- 
nation (124). Therefore, it is not as convenient 
as single-day treatments, and compliance can 
become a problem. In addition, tetracycline 
cannot be given to children. 

Quinine has been examined in combina- 
tions with other agents. A study suggested 
that co-administration of allopurinol, a potent 
inhibitor of purine biosynthesis, brings about 
faster eradication of P. falciparum and clinical 
remission than with quinine alone (125). Com- 
binations of omeprazole, a proton pump inhib- 
itor, with quinine were synergistic i n  vitro 
(126). 

Several studies have examined the viability 
of rectal routes of quinine administration. In- 
tra-rectal formulations may be given in the 
presence of vomiting and nausea and may be 
especially important in areas where the safety 
of parenteral administration cannot by as- 
sured. Quinine or Quinimax given by rectal 
administration was a viable alternative to par- 
enteral routes (127,128). Despite the benefits 
of rectal administration, concerns remain 
about the low melting point of the vehicle, es- 
pecially for use in warm climates. 

There is an increased interest in the use of 
Quinimax as an alternative to quinine. Like 
quinine, 7-day dosing regimens are required 
for acceptable cure rates (129). The pharma- 
cokinetics of Quinimax suppositories were 
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studied in children (130). A comparison of in- 
tra-rectal, intramuscular, and intravenous 
routes of administration showed that peak 
plasma concentrations and areas under the 
plasma concentration-time curve were simi- 
lar; the time to peak plasma concentration was 
shorter for the intra-rectal route, however. 

When used for monotherapy, sensitivity to 
quinine was declining over time; in Thailand, 
for example, the cure rates were 94% in 1978- 
1979, 86% in 1979-1980, and 76% in 1980- 
1981 (131). By combining quinine with tetra- 
cycline, the cure rates were improved to 
>95%. Tetracycline serves to increase the 
plasma quinine levels above those seen with 
equivalent dosing of quinine alone. In a study 
involving highly drug-resistant parasites, clin- 
ical response to quinineltetracycline did not 
decline between 1981 and 1990. African 
strains of P. falciparum are generally suscep- 
tible to quinine, although a few reports indi- 
cate a lessening of its effectiveness (132, 133); 
clinical cases of strains resistant to quinine 
have been documented in East Africa (134) 
and Brazil (135). In the Brazil study, data 
from the sequence analysis for the pfmdrl 
gene indicated that the mechanism for qui- 
nine resistance may differ from that of either 
chloroquine or mefloquine. Some researchers 
have gathered evidence that mutations in 
Pghl, the protein product ofpfmdrl, can con- 
fer resistance to quinine (136). Interestingly, 
there seems to be an inverse relationship be- 
tween chloroquine resistance and quinine and 
mefloquine resistance in P. falciparum. 

The clinical pharmacokinetics of quinine 
have been reviewed (121,137). Quinine dispo- 
sition is linear over the dose range of 250- 
1000 mg as single oral doses (138). Profiles 
were found to be similar following either oral 
administration or intravenous infusion to pa- 
tients with acute falciparum malaria (139). In- 
tramuscular quinine also gave predictable 
profiles in a population pharmacokinetic 
study of children with severe malaria (140). 
Details of the pharmacokinetic interactions of 
quinine with other antimalarial agents such 
as mefloquine, sulfadoxinelpyrimethamine, 
antibiotics, and primaquine have been re- 
ported (137). 

The mechanism of action of quinine may 
involve inhibition of heme degradation, dis- 

cussed in detail in the section on chloroquine. 
Quinidine inhibits hemozoin formation with 
an IC,, value of 90 mM, quinine of 300 mM, 
and epiquinine of >5 mM, the order that cor- 
responds to their antimalarial activity (32). 
Quinine binds to both serum albumin and al- 
acid glycoprotein (AAG) in human plasma 
(141). In malaria patients, the plasma concen- 
trations of AAG are increased and the amount 
of quinine binding to AAG is consequently 
higher than in non-infected subjects. In addi- 
tion, the hepatic disposition of both quinine 
and quinidine is altered in malaria patients 
from that seen in uninfected subjects (142, 
143). 

Efforts have been made in the last decade 
to clarify issues related to appropriate dosage 
regimens for quinine. Given that the main 
therapeutic use of quinine and quinidine in 
malaria is in severe cases of falciparum ma- 
laria, the rapid establishment of effective drug 
concentrations is essential. The use of a load- 
ing dose of quinine or quinidine has become 
standard practice, even in children where 
faster recovery from coma and clearance of 
parasitemia were observed (144). Both drugs 
have a low therapeutic index and concerns 
about toxicity intrude. Children younger than 
2 years old represent a large percentage of the 
cases of severe malaria in Africa. Pharmacoki- 
netic studies in children with severe malaria 
indicate that younger children may be more 
susceptible to quinine toxicity than older chil- 
dren (145). 

The symptom complex called cinchonism is 
associated with the use of the cinchona alka- 
loids. Excess quinine or quinidine can induce 
the symptoms consisting of hearing loss, tin- 
nitus, visual disturbances, rashes, vertigo, 
nausea, vomiting, and central nervous system 
changes including headache, confusion, and 
loss of consciousness. Tinnitus is one of the 
early signs of quinine toxicity and occurs in 
nearly all persons whose plasma concentra- 
tions of drug are in excess of 5 mgn. In sensi- 
tive individuals, a single dose can cause prob- 
lems; more commonly, persons experience 
cinchonism after a prolonged course of treat- 
ment. The symptoms resolve when adminis- 
tration of the drug ceases. However, several 
cases of irreversible sensorineural hearing 
loss and tinnitus have been reported. 
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Avoidance of cardiotoxicity is a primary 
consideration in risk-benefit assessments for 
using cinchona alkaloids in severe malaria. 
Quinine may cause myocardial depression, 
prolongation of QTc interval on the electro- 
cardiogram, and peripheral vasodilatation. It 
may also cause initial generalized stimulation 
of the central nervous system leading to fever, 
delirium, and increased ventilatory rate. Qui- 
nine cardiac effects are amplified by concur- 
rent administration of prochlorperazine, a re- 
sistance-reversing agent (146). 

Quinidine has more potent intrinsic anti- 
malarial properties than quinine. Since 1991, 
quinidine gluconate has been the only paren- 
teral antimalarial available for use in the 
United States. It is indicated for the treatment 
of patients with life-threatening falciparum 
malaria. As newer anti-arrhythmics have re- 
placed quinidine for many cardiac indications, 
some health care facilities have dropped quin- 
idine gluconate from their formularies. The 
limited availability of and delays in obtaining 
quinidine gluconate have contributed to ad- 
verse patient outcomes (147). The pharmaco- 
kinetic data available for quinidine have been 
reviewed (121). Quinidine has more pro- 
nounced cardiac effects than quinine and has a 
greater tendency to induce hypotension. 
Given the low therapeutic index of quinidine, 
careful monitoring of cardiac function is re- 
quired. 

Quinine, like many other antimalarial 
agents, is photosensitizing; these properties 
have been reviewed (148). Electron paramag- 
netic resonance (EPR) studies indicated that 
oxygen and carbon-centered free radicals were 
formed during photolysis. 

Hypoglycemia is another importance com- 
plication associated with cinchona use. Both 
quinine and quinidine stimulate the release of 
insulin from the pancreas. The degree of hy- 
perinsulinemia varies greatly from patient to 
patient, and pregnant women are particularly 
susceptible to hypoglycemia resulting from ex- 
cess insulin. Blood glucose levels should be 
monitored during quinine treatment. Chil- 
dren with severe malaria often present with 
hypoglycemia as well, even without prior qui- 
nine administration. 

2.2 Chloroquine 

Chloroquine (5) ,  the main drug among the 
4-aminoquinoline class, is one of the most suc- 
cessful antimicrobial agents ever produced 

(5) 
chloroquine 

and has had an enormous positive impact on 
human health. Chloroquine was synthesized 
in 1934. but at the time it was considered too 
toxic for human use based on studies of avian 
malarias and on limited clinical trials. At the 
outbreak of the Second World War, chloro- 
quine was revisited and its wide-scale use in 
malaria treatment and prevention began. Af- 
ter decades of use as a first-line therapeutic 
and prophylactic agent, it still finds use in cer- 
tain parts of the world more than 65 years af- 
ter it was first prepared. 

Chloroquine remains the favored agent for 
susceptible malaria. Hydroxychloroquine (6) 
is also active and available, although much 

(6 )  
hydroxychloroquine 

less widely used, except in the United States. 
Commercially available chloroquine is race- 
mic. The main metabolite is desethylchloro- 
quine, which is equally active as chloroquine 
in sensitive-strains of P. falciparum. In resis- 
tant strains, the metabolite is significantly 
less active. Chloroquine acts on the intra- 
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erythrocytic stages of the parasite life cycle; at 
therapeutic concentrations, it has no effect on 
the sporogonic, exoerythrocytic, and mature 
sexual stages. Chloroquine was found to in- 
crease the gametocytogenesis in vitro of P. fal- 
ciparum (149, 150); this observation may 
ex~lain the relative ineffectiveness of chloro- 
quine therapy to reduce malaria transmission, 
because there is a positive relationship be- 
tween garnetocyte densities and infectivity to 
mosquitoes. A review of the pharmacokinetics 
of 4-aminoquinolines as well as information 
about pharmacokinetic interactions of chloro- 
quine with other antimalarial agents may be 
found in Ref. 137. The clinical pharmacokinet- 
ics of chloroquine have been reviewed (121, 
151), and some reviewers have specifically ex- 
amined the pharmacokinetics of chloroquine 
against P. vivax (152, 153). The pharmacody- 
namics of chloroquine in severe malaria has 
been studied (154). Chloroquine in pregnancy 
is discussed in Ref. 155. Chloroquine was 
found to be mutagenic but not clastogenic us- 
ing mammalian in vivo assays (156). 

P. ovale and P. malariae are fully suscepti- 
ble to chloroquine in all geographic areas at 
present. For more than 40 years, chloroquine 
had been nearly 100% effective in treating 
blood stage infections of P. uivax. Although 
drug resistance of P. falciparum is an expected 
reality of antimalarial therapy, the resistance 
of P. vivax to drugs is comparatively recent 
and has been documented in Papua New 
Guinea (157), Myanmar (158), Sumatra (1591, 
Sulawesi (160), Irian Jaya (161, 162), and 
South America (163). Further studies are 
needed to find alternatives to chloroquine for 
treatment and prophylaxis of vivax malaria. 

P. falciparum, on the other hand, is suscep- 
tible to chloroquine in only a few areas, and 
those are likely to decrease with time (see Sec- 
tion 1.5). As an example of the consequences of 
increasing resistance, a prospective study of 
malaria mortality from 1984 to 1995 in Sene- 
gal suggested that the emergence of chloro- 
quine resistance was accompanied by an in- 
crease in the risk of malaria death, especially 
among children (164). In sub-Saharan Africa, 
many countries are faced with increasing lev- 
els of chloroauine resistance. Some have al- 
ready replaced chloroquine as the first-line 
therapy while others are assessing the current 

status of drug resistance and making national 
policy-level decisions. Standardized protocols 
and processes of making such decisions have 
been suggested (165). 

Chloroquine is one of the most widely avail- 
able and widely consumed drugs. It has been 
estimated that self-medication may account 
for as much as one-half the consumption of 
antimalarial drugs, most often chloroquine. 
Self-medication, inadequate dosing, and sub- 
therapeutic blood levels are frequent and are 
believed to be predominate factors contribut- 
ing to the development of chloroquine resis- 
tance. In Africa, many patients presenting for 
treatment have evidence of recent intake of 
chloroquine. A high prevalence of sub-cura- 
tive chloroquine in the blood of Nigerian chil- 
dren and considerable chloroquine resistance 
were confirmed (166). One study has shown a 
beneficial effect on clinical outcome from chlo- 
roquine self-medication perhaps because of 
the inhibitory action of chloroquine on cyto- 
kine production, particularly tumor necrosis 
factor or nitric oxide, both of which are impli- 
cated in the pathogenesis of cerebral malaria 
(1671, although other studies have not docu- 
mented this phenomenon (168). 

Even though chloroquine has been used for . 
years as a therapeutic and prophylactic agent, 
improvements in the dosing regimens are con- 
tinuously sought. In chemoprophylaxis, lower 
doses of chloroquine taken daily were shown 
to provide adequate drug concentrations that 
were as good as higher doses weekly or twice 
weekly (169). Compliance may be better with a 
daily tablet either as a single agent or in a 
combined formulation with proguanil. A pro- 
phylactic regimen of a loading dose followed by 
weekly chloroquine provided protection in the 
first week of dosing and better compliance; no 
post-exposure dosing was needed (170). Use of 
chloroquine prophylaxis in pregnancy pro- 
vided a protective effect for the fetus such as a 
lower risk of neonatal infection, higher birth 
weights, and fewer perinatal deaths (171). The 
side effects associated with chloroquine use 
are blurring of vision, vertigo, ocular toxicity, 
pruritis, nausea, and headache. Hypotension 
and cardiovascular toxicity have been seen in 
children who were treated by intramuscular 
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injection. The drug can induce cardiac conduc- 
tion disturbances, especially in extended use 
(172). 

Over the years many proposals have been 
put forward on the mechanism of action of 
chloroquine and related antimalarials. A sum- 
mary of these may be found in Refs. 28, 173, 
and 174. Most researchers in the field have 
focused attention recently on the inhibition of 
hemozoin formation by quinoline agents. For 
a brief discussion of the parasite's pathway for 
the metabolism of hemoglobin and the produc- 
tion of hemozoin, see Section 1.3. 

Considerable evidence supports the propo- 
sition that inhibition of hemozoin formation is 
central to the mechanism of action of quino- 
line antimalarial agents (174-176). Much of 
the data on the effect of chloroquine on hemo- 
zoin formation was acauired when hemozoinl 
P-hematin was believed to be a polymer of he- 
matin. Previous literature therefore describes 
the action of chloroquine as inhibiting heme 
"polymerization." Now that it has been shown 
that hemozoin is a crystalline dimer of hema- 
tin rather than a polymer (30), it would be 
more appropriate to discuss chloroquine's ac- 
tion on hemozoin formation. hematin dimer- 
ization, or heme sequestration. 

The location of action of chloroquine is the 
parasite food vacuole, an acidic organelle 
wherein hemoglobin is digested. Chloroquine 
accumulates in the vacuole with an absolute 
dependence on the existence of a pH gradient 
between the acidic vacuoles and the extracel- 
lular medium, demonstrated in P. falciparum- 
infected human erythrocytes (177, 178). At 
pharmacological concentrations of chloro- 
quine (lop9 M), drug concentrations in the 
food vacuole can reach millimolar levels at 
physiological pH. Compounds that inhibit the 
degradation of hemoglobin were found to be 
antagonistic to the action of chloroquine, qui- 
nine, amodiaquine, mefloquine, and halofan- 
trine (179) supporting the view that this group 
of antimalarials is acting downstream of he- 
moglobin digestion in the food vacuole. That 
site of action appears to be the heme or hema- 
tin released by hemoglobin degradation. Chlo- 
roquine binds with high affinity to free heme 
(1801, an observation that led to the original 
proposal that chloroquine action is mediated 
by binding to heme. Details of the binding of 

chloroquine with hematin have been studied 
using isothermal titration calorimetry (181). 
In addition, chloroquine accumulates bound 
to hemozoin and this binding is dependent on 
the presence of free heme (182). The binding 
of chloroquineheme to hemozoin is saturable, 
specific, and has high affinity (39). A range of 
quinoline structures can compete for the bind- 
ing, suggesting a common mode of action in- 
volving drug-heme-hemozoin interactions. 
Saturable chloroquine uptake at equilibrium 
is caused solely by the binding of chloroquine 
to hematin rather than to active uptake (183). 
In a study of chloroquine analogs, the struc- 
tural features of binding to hematin was ex- 
plored (184, 185). An electron withdrawing 
group at the 7-position of the quinoline nu- 
cleus, in particular a chloro group, was re- 
quired for inhibition of both hemozoin forma- 
tion and parasite growth. 

The mere binding of chloroquine to hema- 
tin may prevent the sequestration of hematin 
into hemazoin (36, 186, 187). Hemozoin for- 
mation in not mediated by a classical enzymic 
process and no protein is required (34). The 
inhibition of both spontaneous and parasite 
extract-catalyzed p-hematin formation by 
chloroquine and other 4-aminoquinolines has 
been confirmed in vitro by a number of re- 
searchers (34, 187-189). Compounds with lit- 
tle or no antimalarial activity such as 9-epiqui- 
nine did not affect P-hematin formation. 
Heme sequestration activity may be caused, 
however, by the presence of preformed hemo- 
zoin in parasite extracts that act as nucleation 
sites for further dimerization (34, 190). The 
antimalarial action of a variety of quinoline 
agents correlates very well with their ability to 
inhibit hemozoin formation (174). The anti- 
malarial activity of chloroquine and other 
quinolines has been shown to be a function of 
both the accumulation of the drug to appropri- 
ate concentrations at the site of action. the 
food vacuole, and interference with the pro- 
cess of hemozoin formation (191). By delaying 
the sequestration of heme, chloroquine may 
allow either hematin or a hematin-chloro- 
quine complex to exert toxic effects (192-196). 

However, there is good evidence (38) that 
heme binding proteins may also play a role, 
serving as a structural focus for the initiation 
of heme sequestration. P. falciparum histi- 
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dine-rich protein-2 (Pfhrp-2) is a major heme- 
binding protein in the parasite (40). There 
seems to be at least 18 heme binding sites on 
Pfhrp-2, perhaps associated with a recurrent 
hexapeptide repeat unit. Pfhrp2 promotes the 
conversion of heme to p-hematin under condi- 
tions that mimic the parasite food vacuole 
(197). Chloroquine was shown to inhibit the 
binding of heme to Pfhrp-2, although there 
was no detectable interaction of chloroquine 
with the protein in the absence of heme (40). 
Perhaps binding of heme to Pfhrp-2 is a nec- 
essary preliminary step before dimerization to 
hemozoin. 

This may not be the complete picture how- 
ever. Association of the aminoquinolines with 
hematin was shown to be necessary but not 
sufficient for inhibiting formation of p-hema- 
tin. Further, inhibition of P-hematin forma- 
tion was necessary but not sufficient for anti- 
parasitic activity (185). And inhibition of 
hemozoin formation may not be the only affect 
that chloroquine has on malaria parasites. 
There is evidence that chloroquine also inter- 
feres with the degradation of heme by peroxi- 
dation processes and that this might contrib- 
ute to the observed lethal effects of the drug 
(198). 

Given chloroquine's long history as a safe, 
well-tolerated, effective (until relatively re- 
cently), and affordable drug, understanding 
the details of the mechanisms of parasite re- 
sistance to chlorocluine is critical. In chloro- - 
quine-resistant P. falciparum, the accumula- 
tion of chloroquine inside the parasite food 
vacuole is reduced (178, 182, 183, 199). This 
has been attributed to a rapid eMiux of drug 
rather than decreased uptake. Verapamil in- 
hibits multi-drug resistance in mammalian tu- 
mor cells and was found partially to reverse 
chloroquine resistance in malaria parasites as 
well (200). This action is mediated by P-glyco- 
protein in the multi-drug resistant tumor 
cases, a protein coded by the gene mdr. Rever- 
sal of resistance is specific for genetically re- 
sistant parasites and does not result simply 
from a change in the pH gradient from exter- 
nal medium to vacuole (201). A number of 
other agents have been shown to have similar 
resistance-reversing behavior (202-205). A 
few studies demonstrated benefits from com- 
bining chloroquine with a resistance reversal 

agent in animal models (206) and in the clinic 
(207). For a review of the reversal of chloro- 
quine resistance, see Ref. 208. Highly-resis- 
tant lines of P. berghei, however, were associ- 
ated with a loss of drug potentiation by 
verapamil(209), suggesting that parasites are 
able to avoid the activity of the reversing 
agents. 

The parasite version of mdr, the P. falcipa- 
rum multi-drug resistance gene pfmdrl, 
which encodes a P-glycoprotein homologue 
(Pghl), has been proposed as the determinant 
of chloroquine resistance, and an association 
has been reported between resistance to chlo- 
roquine and amplification or mutation of 
pfmdrl (210, 211). The chloroquine-resis- 
tance phenotype was dissociated from inheri- 
tance of thepfmdrl gene, located on chromo- 
some 5, in genetic studies, however (212-2151, 
suggesting that other factors were most likely 
involved in the molecular mechanism of resis- 
tance. Some studies found an association be- 
tween pfmdrl mutations and chloroquine re- 
sistance in field isolates (216-220) while 
others did not (221-228). It was shown re- 
cently that chloroquine-sensitive P. falcipa- 
rum parasites that acquired pfmdrl muta- 
tions in transformation experiments did not 
become resistant to chloroquine (136). A ge- 
netic cross allowed the mapping of the locus ' 

for chloroquine resistance to a segment of 
chromosome 7. One gene on chromosome 7, 
cg2, and its polymorphisms were highly asso- 
ciated with chloroquine resistance (229-232), 
but allelic modification experiments failed to 
establish cg2 as playing a role in chloroquine 
resistance (233). 

Recently, a new gene of interest,pfcrt, was 
identified near cg2 on chromosome 7 (234), a 
location that had been implicated earlier in 
chloroquine resistance (235). This gene en- 
codes PfCRT, a transmembrane protein that 
seems to function as a transporter in the par- 
asite food vacuole. Point mutations in pfcrt 
were completely associated with chloroquine 
resistance in vitro in laboratory lines of P. fal- 
ciparum from Africa, South America, and Asia 
(234). One mutation, a replacement of lysine 
with threonine at position 76, was present in 
all resistant isolates and absent from all sen- 
sitive isolates tested in vitro. Transformation 
experiments demonstrated that mutant forms 
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of pfcrt were able to confer chloroquine resis- 
tance in clones originally sensitive to chloro- 
quine. These studies point to a key role for the 
pfcrt T76 mutation in in vitro chloroquine re- 
sistance (236). 

Many researchers then began to examine 
the role of pfcrt mutations in clinical cases of 
chloroquine resistance. There was a signifi- 
cant association, often complete, between the 
T76 mutations ofpfcrt with in vitro and in vivo 
response in field isolates from Mali (2371, Su- 
dan (238), Uganda (239), Cameroon (2401, 
Mozambique (241), Nigeria (2421, Indonesia 
(243), Laos (243), Papua New Guinea (2441, 
and non-immune travelers returning to 
France (245). Where the correlation was less 
than perfect, researchers suggested this as 
most likely caused by the presence of multi- 
clonal infections. Mutations in pfcrt, pfmdrl, 
andpfdhfr (the dihydrofolate reductase gene) 
were frequent in Ghana and often occurred 
together (246). A number of haplotypes of 
pfcrt in the region of residues 72-76 were iden- 
tified in isolates from Papua New Guinea and 
all contained threonine at residue 76 (244). 
Thepfcrt T76 mutation has been suggested as 
a molecular marker for chloroquine resistant 
P. falciparum (237). Recent field studies show- 
ing the role of mutations in pfcrt in chloro- 
quine resistance for P. falciparum have been 
reviewed (247). 

Another class of agents does not restore 
chloroquine accumulation but acts by some 
other mechanism to reverse chloroquine resis- 
tance (248,249). The prototype of this group is 
CDRI 871209 (7). It is only weakly anti-plas- 

(7) 
CDRI 871209 

modicidal alone, but an increase in drug sus- 
ceptibility was observed only in resistant 
parasites and not in sensitive strains. Rota- 
tionally constrained analogs of CDRI 871209 
were prepared and evaluated (250). A possible 
mode of action for the most active compound 

in the series (8) relates to the heme degrada- 
tion pathway and more specifically to heme 
oxygenase of the chloroquine-resistant para- 
site. Drug treatment leads to increased con- 
centration of heme in the food vacuole and to 
increased levels of a heme-chloroquine com- 
plex resulting in toxicity to the parasite. Along 
similar lines, a pyrrolidino alkaneamine, 
WR268954 (9), is active in vitro as a chloro- 

quine resistance modulator (251). Besides in- 
creasing the effects of chloroquine in resistant 
strains, the effects of quinine were also in- 
creased; mefloquine resistance was not af- 
fected. 

Efforts continue to identify new amino- 
quinolines that would be effective against 
chloroquine-resistant strains and to clarify 
the structural features needed for good activ- 
ity (173, 252, 253). The length of the chain 
between the aminoquinoline and the terminal 
tertiary amine was found to be critical. Re- 
placement of the 7-chloro group of chloro- 
quine with a 7-bromo or 7-iod0 group and 
altering the side-chain length yielded amin- 
oquinolines with good activity against resis- 
tant strains in vitro (254). Another strategy 
was to link two chloroquine moieties by bis- 
amide units (255). Although the observed in 
vitro activity was not particularly high, en- 
hanced activity against chloroquine-resistant 
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strains was noted. Strategies to prolong the 
usefulness of chloroquine have included ex- 
ploring some metal-chloroquine combina- 
tions. A complex of gold with chloroquine was 
found to be active in vitro against chloroquine 
resistant strains of P. falciparum and in vivo 
against P. berghei in mice (256). Chloroquine 
analogs incorporating a ferrocene unit have 
been prepared and evaluated for antimalarial 
activity (257-259); the metallocene com- 
pounds had promising antimalarial activity in 
vivo in mice and in vitro against chloroquine- 
resistant strains of P. falciparum. Complexes 
of chloroquine with either rhodium or ruthe- 
nium were synthesized and evaluated for an- 
timalarial activity (260). The complex with ru- 
thenium was more active than chloroquine 
against P. berghei and against chloroquine-re- 
sistant P. falciparum and had low toxicity. 

2.3 Mefloquine 

In 1963 the Malaria Research Program was 
re-established at the Walter Reed Army Insti- 
tute of Research. The stated goal was the iden- 
tification and development of new antimalar- 
ial agents with particular regard for those 
compounds that would be effective against 
drug-resistant, especially chloroquine-resis- 
tant, strains of P. falciparum. Mefloquine 
(101, a 4-quinolinemethanol structurally re- 

(10) 
mefloquine 

lated to quinine, was a product of that effort 
and was selected from a group of nearly 300 
quinoline methanol agents because of its high 
activity in animal models. A brief history of 
the route that led to mefloquine is presented 
in Ref. 261. Mefloquine was first marketed in 

1985 and is perhaps the most studied of all the 
antimalarial agents. Several excellent and 
comprehensive reviews of mefloquine have ap- 
peared (261-264). A review of physical and 
pharmaceutical properties includes spectro- 
scopic data (265). The relationship between 
electronic structure and antimalarial activity 
for mefloquine and some substituted deriva- 
tives has been explored (266,267). 

The synthesis of racemic mefloquine 
(WR142,490) was first reported in 1971 along 
with isomers that differed in the position of 
the trifluoromethyl groups around the quino- 
line system (268). The 2,8-bis-(trifluoro- 
methyl) arrangement proved to be the most 
active of the series. Although compounds that 
possessed an aryl group at the 2-postion of the 
quinoline ring were found to have augmented 
antimalarial activity, this structural feature 
also conferred unacceptable levels of photo- 
toxicity. The replacement in mefloauine of the 
2-aryl group w$h the 2-trifluorom&hyl group 
allowed the compound to retain high activity 
without photo-toxicity. Hydrogen bonding be- 
tween the amine and the hydroxyl is critical in 
the active conformations of mefloquine and re- 
lated structures. A detailed discussion of 
structure-activity relationships (SARI in aryl- 
methanols can be found in Ref. 264. Attempts 
at improving the synthetic pathway to meflo- . 
quine have included the use of a Wittig rear- 
rangement (269), through a cyanohydrin in- 
termediate (270), and by way of a sulfoxide- 
Grignard (271). Nor-mefloquine, in which the 
piperidinyl ring has been replaced by a pyrro- 
lidinyl ring, displayed ED,, values equivalent 
to those of mefloquine (272). An interesting 
analog of mefloquine in which the piperidine 
ring is replaced by a quinuclidine ring was re- 
ported, but no biological data were given 
(273). 

Mefloquine is orally active and effective 
against the intra-erythrocytic stages of the 
plasmodium life-cycle. It has no effect on ma- 
ture gametocytes. Although mefloquine does 
cause recognizable changes in pre-erythro- 
cytic forms, the effects are insufficient to pre- 
vent further development of the tissue para- 
site. Thus, mefloquine is not a causal 
prophylactic agent (274). It is a relatively 
slow-acting drug with greatest activity against 
the more mature blood stages. Mefloquine ap- 
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proaches the ideal antimalarial agent in that, 
in areas with low levels of resistance to meflo- 
quine, a single dose of the agent is effective in 
accomplishing a cure. A decided drawback is 
that mefloauine costs about 100 times as much - 
as chloroquine. 

The mechanism of action of quinoline-con- 
taining compounds has been the focus of much 
research. Despite extensive scrutiny, the exact 
mode of action of mefloquine is not known. Its 
effects are confined to the pathogenic blood 
stages ofthe parasite. Most recent studies sup- 
port the proposal that mefloquine interferes 
with the parasite's ability to detoxify heme. 
Based on ultra-structural changes observed in 
vitro, the parasite food vacuole is the primary 
target of mefloquine action and the affinity of 
mefloquine for free heme is high. Like chloro- 
quine, mefloquine has been demonstrated to 
inhibit heme sequestration. For a more com- 
plete discussion, see Section 2.3. 

Mefloquine is metabolized in the liver and 
excreted in bile and feces, predominately. The 
main metabolite of mefloquine is carboxyme- 
floquine, a 4-carboxylic acid derivative. This 
metabolite is present in plasma in concentra- 
tions that exceed that of the parent drug by up 
to threefold. Carboxymefloquine seems to be 
inactive against P. falciparum in culture 
(275). Quinine and ketoconazole were found to 
inhibit the metabolism of mefloquine in hu- 
man liver microsomes (276). 

In two studies, the enantiomers of meflo- 
quine [(+I-llR,2'S and (-)-11S, 2'RI were 
found to be equally active in vitro against P. 
falciparum (277) and P. yoelii (278). In an- 
other, the enantiomers of mefloquine and its 
threo isomer (WR 177,602) displayed up to a 
twofold difference in potency (120). The phar- 
macokinetics of the mefloquine enantiomers 
in whole blood were observed to be stereose- 
lective both in adults (279) and in children 
(2801, although uptake occurs in a non-ste- 
reospecific manner (281). The half-life of the 
(-)-enantiomer was significantly longer than 
of the (+)-enantiomer. Brain penetration of 
(+I-mefloquine is much higher than that of 
the (-henantiomer (282). . . 

Several reviews of mefloquine pharmacoki- 
netics have appeared (137,262,283,284). All 
the pharmacokinetic studies have been car- 
ried out with oral dosage forms because there 

is no parenteral formulation available. Ge- 
neric mefloauine tablets were found not to be * 

bioequivalent to the reference tablet in one 
study (285,286). The drug shows marked dif- 
ferences in pharmacokinetics between healthy 
volunteers and patients and between some - 
ethnic groups. Absorption of mefloquine is 
generally good and is enhanced by food (287). 
The elimination half-life of mefloquine is rel- 
atively long (14-28 days), and a single day 
treatment is generally effective. The long half- 
life also presents the opportunity for resistant 
strains to arise. The drug does not seem to 
accumulate with repeated administration. 

In animal studies, mefloquine displays low 
toxicity. In humans, however, the incidence of 
minor adverse effects seems to be high. A se- 
ries of non-serious adverse effects have been 
noted with mefloquine treatment including 
vomiting, dizziness, nausea, anorexia, derma- 
tological conditions (288), and general malaise 
(289-291). Early vomiting was correlated 
with poor treatment outcome, despite re-ad- 
ministration of the drug. Splitting the dose of 
mefloauine reduced the incidence of adverse 
effects. Travelers seem to report adverse ef- 
fects from mefloquine more often than do ma- 
laria-experienced populations. The safety of 
mefloquine in pregnancy has been reviewed 
(155). In a retrospective study of mefloquine 
treatment in pregnancy along the western 
border of Thailand, it was found that women 
who received mefloquine during, but not be- 
fore, pregnancy had a significantly greater 
risk of stillbirth than those exposed to other 
treatments or those who had no malaria (292). 
The association remained even after adjusting 
for all identified confounding factors; meflo- 
quine was not associated with abortion, low 
birth weight, neurological retardation, nor 
congenital malformation. 

Serious neurological or psychiatric reac- 
tions (hallucinations, neurosis, affective disor- 
ders, anxiety, and depression) have been asso- 
ciated with mefloquine use (293). Most of the 
reports relate to its prophylactic use; however, 
the incidence of serious reaction is higher 
when mefloquine is used for treatment rather 
than prophylaxis. The risk of serious neuro- 
psychiatric reaction was seven times higher if 
mefloquine was given to treat a recrudescent 
infection that had originally been treated with 
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mefloquine. In one case, neuropsychiatric 
symptoms were presented after a single dose 
of mefloquine (294). A combination of meflo- 
quine prophylaxis and ethanol consumption 
resulted in two episodes of severe psychiatric 
disturbance in one individual (295). Seizure 
has also been reported as resulting from me- 
floquine prophylaxis (296). The drug clearly 
should not be used in patients with a history of 
neuropsychiatric disturbances. 

To delay the development of resistance to 
mefloquine, it was recommended that meflo- 
quine be used only in combination. In partic- 
ular, the combination of mefloquine with py- 
rimethamine and sulfadoxine (Fansimef) has 
been widely used in Southeast Asia. Initial 
clinical trials confirmed the efficacy of the tri- 
ple combination in preventing and treating 
drug-resistant falciparum malaria and in 
delaying the development of mefloquine resis- 
tance (297). There seemed to be no pharmaco- 
kinetic interaction between the three compo- 
nents (298), and the pharmacokinetics have 
been reported (299, 300). Unfortunately, the 
strategy has failed and over a 6-year period, 
during which mefloquine was used only 
in the triple combination, resistance to me- 
floquine increased rapidly. Given the possi- 
bility of severe dermatological reaction to 
the pyrimethaminetsulfadoxine components 
and the apparent lack of therapeutic advan- 
tage a t  present over mefloquine alone (301) 
or pyrimethamine/sulfadoxine alone (302), 
the triple combination is no longer recom- 
mended for treatment. Even so, a trial in 
Nigeria found a low dose regimen of meflo- 
quine/pyrimethamine/sulfadoxine to be sig- 
nificantly more efficacious than chloroquine 
alone, which is perhaps not surprising given 
the level of chloroquine resistance in that 
area (303). 

Mefloquine combinations with a variety 
of artemisinin-derived agents have been the 
subject of study especially in areas where 
multi-drug resistant strains of P. falciparum 
are notoriously difficult to treat. The fast- 
acting artemisinin derivative clears a large 
percentage of parasites quickly and then the 
longer circulating mefloquine can act on any 
remaining parasites. The combination in- 
creases cure rates in falciparum patients, 
reduces transmission, and may slow the de- 

velopment of resistance. Pharmacokinetic 
studies support the in vitro and in vivo syn- 
ergistic antimalarial activity of artemisinin 
derivatives and mefloquine (304). Artesu- 
nate (305, 3061, artemether (3071, artemisi- 
nin (308), and dihydroartemisinin (309) 
have all been used in combination with me- 
floquine (310, 311). Two-day courses of 
treatment have better success than single- 
day regimens. In many cases, the overall ef- 
ficacy of the combination was better than 
with mefloquine alone or than other thera- 
pies such as quinine/tetracycline. In studies 
of the pharmacokinetics of artemisinin de- 
rivatives with mefloquine, the bioavailabil- 
ity of mefloquine was reduced in the pres- 
ence of either artemether or artesunate 
(312, 313). A sequential schedule of dosing, 
an artemisinin followed by mefloquine, may 
be necessary for maximum efficacy. Other 
mefloquine combinations include those with 
tetracycline and with pyrimethamineJsulfa- 
doxinettetracycline (314, 315). 

Mefloquine is the only newer antimalarial 
that is recommended for use as a prophylactic 
agent. In travelers and malaria-naive persons 
temporarily exposed to the risk of drug-resis- 
tant falciparum malaria, weekly mefloquine 
seems to be the agent of choice. In a compari- 
son of mefloquine with chloroquine/proguanil 
for prophylaxis, several studies found both 
regimens to be well-tolerated and effective. A 
higher withdrawal rate was noted by some re- 
searchers for those taking mefloquine, pre- 
sumably caused by side effects (316), whereas 
others detected no significant difference in 
side effects (317) or in compliance (318) be- 
tween the groups. None of the subjects devel- 
oped serious neuro-psychosocial reactions in 
one report (317), whereas another observed 
significant differences (319). In an assessment 
of the risks of mefloquine prophylaxis, one au- 
thor concluded that mefloquine is the most ef- 
fective chemoprophylactic drug for much of 
the tropics, that it is as well-tolerated as less- 
effective alternatives, and that it rarely causes of 
life-threatening adverse effects (320). As with 
mefloquine treatment, mefloquine prophylaxis 
is clearly contraindicated in persons with a his- 
tory of psychiatric illness or seizures. 

As with all drugs studied, stable resistance 
to mefloquine could be induced in sensitive 
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strains by applying continuous drug pressure 
(321). Mefloquine resistance as a clinical prob- 
lem had been confined to specific areas of 
Southeast Asia. UD to a 10-fold decrease in 
sensitivity to mefloquine was observed since 
1984 on the Thai-Myanmar border (322). In 
these multi-drug resistant areas of Thailand, 
mefloquine prophylaxis was not 100% effec- 
tive, however, and continued monitoring of 
the levels of mefloquine sensitivity in such ar- 
eas will be important (323). Although meflo- 
quine continues to provide a high cure rate in 
Brazil, cases of emerging resistance have been 
documented (324). In contrast, mefloquine ex- 
hibited 100% growth inhibition against wild 
isolates from Tanzania in an in vitro study 
(325), and it was effective in areas with high 
levels of resistance to chloroquine and py- 
rimethamine/sulfadoxine (326). When resis- 
tance emerges, increasing the dose of meflo- 
quine will bring temporary respite but will 
undoubtedly be associated with increased ad- 
verse effects. There is some evidence that re- 
sistance to mefloquine can be conferred by 
mutations in Pghl, the protein product of 
pfmdrl (136) or by an increase inpfmdrl copy 
number (327). 

selection for mefloquine resistance in P. 
falciparum may be linked to amplification of 
thepfmdrl gene (210,211,328) and to cross- 
resistance to halofantrine and quinine (222, 
329, 3301, although the data are mixed. In 
some studies, a clear association is found be- 
tween increased pfmdrl gene copy number 
(3271, pfmdrl sequence polymorphism (331), 
or mutations in Pghl, the protein product of 
pfmdrl, (136) and mefloquine resistance. But 
results from other studies suggest that ampli- 
fication and over-expression ofpfmdrl are not 
involved in the increased mefloquine resis- 
tance phenotype (332). But, none of these fac- 
tors is a prerequisite for mefloquine resistance 
and other mechanisms must also be able to 
mediate resistance to mefloquine (333). The 
exact relationship ofpfmdrl to mefloquine re- - 

sistance and any clinical significance thereof 
are not known. 

2.4 Halofantrine 

Phenanthrenemethanols were first discovered 
to possess antimalarial activity during the 
drug discovery efforts of World War 11. It was 

not until 20 years later that further studies 
were undertaken on this class of compounds. 
The first two members of the series that were 
examined in depth were WR33,063 (11) and 

WR122,455 (12), both of which displayed good 
activity in chloroquine-resistant strains, but 
high cure rates required multiple doses over 
several days. Halofantrine (13, WR 171,669), 

(13) 
halofantrine 

originally synthesized by Colwell et al., (334) 
was the third synthetic phenanthrenemetha- 
no1 considered. In structure-activity relation- 
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ship studies, it was determined that the dibu- 
tylaminopropanol side-chain was optimal for 
the substituted 9-phenanthrene system. Ini- 
tial human trials confirmed that halofantrine 
was a promising new agent for the treatment 
of malaria (335). A study of the molecular elec- 
tronic properties of carbinolamine antimalar- 
ial agents, including halofantrine, indicated 
that potent compounds share specific molecu- 
lar electronic properties regardless of the type 
of aromatic ring and of the nature of the amine 
side chain, whether cyclic or aliphatic (266). 
Reviews of the antimalarial activity, pharma- 
cokinetic properties, and therapeutic poten- 
tial of halofantrine have appeared (283,336- 
340). 

Halofantrine was placed onto the market in 
1988 by Smith, Kline & French, with its first 
introduction being in Ivory Coast. Halofan- 
trine is marketed as the racemate; (-)-halo- 
fantrine is the S isomer as determined by X- 
ray (341). The separated enantiomers display 
similar antimalarial activity against P. berghei 
in mice and in uitro (277,342). Metabolic stud- 
ies have shown that on incubation of (?)-halo- 
fantrine with either rat liver homogenate 
(343) or in humans (344), (-)-halofantrine 
was metabolized preferentially. The primary 
metabolite is N-desbutylhalofantrine, either 
enantiomer of which is pharmacologically ac- 
tive in vitro (345,346). Significant differences 
were noted in the plasma concentrations of 
the enantiomers of halofantrine; (+)-halofan- 
trine and its N-monodesbutyl metabolite had 
higher values than (-)-halofantrine and the 
corresponding metabolite (347). Minor metab- 
olites have also been identitied (348). Halofan- 
trine is metabolized primarily by CYP3A4 but 
CYP3A5 is also involved; inhibitors or other 
CYP3A4 substrates, such as ketoconazole, 
might serve to increase halofantrine concen- 
trations, and consequently, the associated car- 
diotoxicity (349). Quinine and quinidine, 
when incubated with halofantrine in human 
hepatic microsomes, inhibited its metabolism 
(350). One the other hand, halofantrine is an 
inhibitor of CYP2D6 activity in healthy Zam- 
bians reinforcing a concern over concomitant 
dosing with agents that are metabolized sig- 
nificantly by CYP2D6 (351). 

Halofantrine is schizontocidal with selec- 
tive activity against the erythrocytic stages of 

Plasmodia, especially the more mature para- 
site stages. The drug accumulates in parasit- 
ized red blood cells with concentrations up to 
60% higher than in uninfected cells; erythro- 
cytes with mature parasites showed the high- 
est accumulations (352). There is no observed 
action on gametocytes (353) nor hypnozoites. 

Clinical trials with halofantrine have con- 
firmed the efficacy of the drug against multi- 
drug resistant strains of P. falciparum and 
against P. vivax; in the few cases of P. ouale 
and P. malariae in which halofantrine has 
been used, good results were obtained with no 
recrudescence (338). The relative efficacy of 
halofantrine compared with mefloquine varies 
with the test system but the effective doses in 
humans in sensitive strains were similar. The 
precise dosage regimen seems to be of critical 
importance. A standard 1-day regimen of 
halofantrine, even with larger doses, was in- 
adequate therapy for falciparum malaria in 
multi-drug resistant areas such as the Thai- 
Burmese border (354). Single-dose treat- 
ments, even with larger doses, were plagued 
by recrudescence. On the other hand, multi- 
dose regimens have been studied with good 
results. One recommended halofantrine regi- 
men is 24 mg/kg followed by a second treat- 
ment 7 days later, but cardiac complications 
are more common after the second treatment. 
Lowering the follow-up dose to 250 mg, which 
may reduce the risk of cardiac side effects, was 
shown to be effective in non-immune people 
with mild-to-moderate falciparum malaria 
(355). Treatments 7 days apart offer problems 
with compliance, however. In a randomized, 
comparative dose-finding trial in Colombia, 
the best cure rates were obtained with three 
doses of 500 mg of the hydrochloride at 6-h 
intervals (356); the study was carried out on 
patients from an area known to contain multi- 
drug resistant P. falciparum. A combination 
of halofantrine with primaquine was signifi- 
cantly more effective against falciparum ma- 
laria than a chloroquine/primaquine combina- 
tion and similarly effective against vivax in 
Irian Jaya, Indonesia (357). Fever cleared 
much faster and was associated with a more 
rapid and significant decline in malaria-re- 
lated physical complaints. 

As is the case with all antimalarial drugs, 
the incidence of resistance and cross-resis- 
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tance is important (330). In one study, 
halofantrine displayed activity against lines 
that were primaquine-, cycloguanil-, py- 
rimethamine-, and menoctone-resistant (358). 
But parasites resistant to quinine, chloro- 
quine, mefloquine, and amodiaquine showed 
resistance to halofantrine as well. An arte- 
misinin-resistant organism has a somewhat 
reduced response to halofantrine. In an in 
vitro study of P. falciparum sensitivity in 
Burkina Faso, resistance to halofantrine was 
discovered in 1% of the isolates in 1995 and 
9.6% in 1996 (133). A single halofantrine re- 
sistant isolate was also resistant to chloro- 
quine in 1996. A fourfold decrease in halofan- 
trine sensitivity was noted in Gabon from 
1992 to 1994 in P. falciparum isolates (359) 
while halofantrine remained effective in Nige- 
ria in an area where chloroquine sensitivity 
continued to drop (360). In one set of experi- 
ments, researchers uncovered evidence that 
mutations in Pghl, the protein product of 
pfmdrl, can confer resistance to halofantrine 
(136). 

A disturbing trend has been observed, how- 
ever, in locales with highly multi-drug resis- 
tant strains. Some strains seem to have dimin- 
ished sensitivity to halofantrine without drug 
pressure, that is, in areas where the drug had 
not been used before. Resistance to halofan- 
trine in P. falciparum has been linked to the 
amplification of the pfmdr 1 gene. Pfmdrl, is 
found to have increased gene copies and to be 
overexpressed in association with halofan- 
trine- and mefloquine-reduced susceptibility 
(222,329). In contrast, another study supplied 
evidence that resistance to halofantrine (and 
mefloquine) was related to reduced drug accu- 
mulation within the parasite that occurred 
without overexpression of the pfmdr protein 
product (361). 

There is some evidence to suggest that 
halofantrine interacts with ferriprotoporphy- 
rin M in much the same way as chloroquine, 
although the data are conflicting (338). One 
study demonstrated the formation of a com- 
plex between halofantrine and FP, whereas 
another failed to observe it. The morphologi- 
cal changes seen in mouse red blood cells in- 
fected with P. berghei and treated with halo- 
fantrine are similar to those observed with 
quinine and mefloquine, although halofan- 

trine also induces mitochondria1 damage. Al- 
ternatively, the main action of halofantrine - .  
may involve inhibition of a proton pump 
present at the host-parasite interface; halo- 
fantrine was observed to inhibit glucose-de- 
pendent proton efflux from P. berghei-in- 
fected erythrocytes. 

Halofantrine is a potent and selective in- 
hibitor of the catalytic subunit of cyclic AMP- 
dependent protein kinase. No inhibition was 
observed with other protein kinases and halo- 
fantrine; antimalarial agents such as chloro- 
quine, pyrimethamine, and artemisinin did 
not display the effects of halofantrine (362). It 
is not clear whether the kinase activity is re- 
lated to antimalarial action, to cardiac side ef- 
fects, or to neither. 

One drawback of halofantrine, a highly li- 
pophilic molecule, is its poor and variable ab- 
sorption. Drug absorption is improved by food 
intake (363-3651, and the aqueous solubility 
of halofantrine increases with addition of caf- 
feine or nicotinamide (366). Even so, the prac- 
ticality and advisability of administering food 
to very ill persons is questionable. The drug is 
extensively bound to lipoproteins in human 
serum (367) and it perturbs lipid bilayers 
(368). The distribution of halofantrine be- 
tween lipoprotein fractions, both pre-prandial 
and post-prandial, has been explored (369, 
370). The IC,, value of halofantrine was 
shown to be increased by increasing concen- 
trations of triglycerides (371). The data sug- 
gest that altered plasma lipoprotein profiles 
could influence the pharmacodynamic profile 
of halofantrine. The authors also argue for 
care in the interpretation of drug sensitivity 
data, especially when monitoring the develop- 
ment of drug resistance based on unknown 
lipoprotein profiles. 

When treatment failures have been ob- 
served, several reasons have been cited al- 
though complete assessment has not been 
made. One factor associated with treatment 
failure is low blood concentrations of the par- 
ent compound and of the active metabolite, 
desbutylhalofantrine caused by poor absorp- 
tion. The possibility of resistance or decreased 
susceptibility cannot be ruled out, however. 
Some cross-resistance between halofantrine 
and mefloquine has been observed; in cases of 
recrudescence, re-treatment with halofan- 
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trine was less effective after failure of meflo- 
quine. Even in these cases, halofantrine treat- 
ment was more effective than re-treatment 
with mefloquine. 

Halofantrine was found to be generally well 
tolerated with less central nervous system or 
upper gastrointestinal side effects than meflo- 
quine. The most commonly reported adverse 
effects were abdominal pain, pruritis, vomit- 
ing, diarrhea, headache, and rash. Neverthe- 
less, serious concerns have been raised about 
cardiac effects with halofantrine treatment 
(372,373). In a group of children being treated 
with halofantrine, serious cardiac side effects 
were noted (374, 375). Because the observed 
electrocardiographic effects are dose-depen- 
dent (376), extra caution is needed at the 
higher dose used in conjunction with multi- 
drug resistant strains and after mefloquine 
failure. Mefloquine caused significant changes 
in the clearance of high dose halofantrine 
(377), necessitating caution when treating 
persons who may have been on mefloquine 
prophylaxis before treatment with halofan- 
trine. Given the long biological half-life of me- 
floquine, the effect may be exacerbated by 
drug interaction between halofantrine and 
mefloquine. Some have suggested that electro- 
cardiography be performed on patients before 
initiating halofantrine treatment to identify 
those persons at the greatest risk (378). Car- 
diotoxicity of the (+)-isomer of halofantrine is 
greater than for the (-)-compound. This may 
reflect a more general pattern seen in the 
greater cardiotoxicity of quinidine over qui- 
nine. Mapping of the one chiral center in halo- 
fantrine with the secondary carbinol of qui- 
ninelquinidine suggests a similar spatial 
organization (341). 

No evidence of mutagenic, teratogenic, or 
genotoxic effects or of effects on fertility was 
observed in animal toxicity studies with halo- 
fantrine (155,379). Embryotoxicity could only 
be demonstrated at doses that caused mater- 
nal toxicity. No cases of adverse outcomes of 
human pregnancy on accidental exposure to 
halofantrine have been reported. 

Halofantrine is currently recommended 
only for the treatment of malaria. It is not 
recommended for use as a suppressive prophy- 
lactic to minimize the selection of drug resis- 
tance and because of inadequate long-term 

toxicity data. In addition, halofantrine has no 
action on tissues stages and is not recom- 
mended as a causal prophylactic. Given the 
emerging picture of potentially serious com- 
plications, the appropriate use of and prescrip- 
tion guidelines for halofantrine have appeared 
(380). It has been recommended that halofan- 
trine be restricted to use in cases of suspected 
chloroquine-, quinine-, or pyrimethaminelsul- 
fadoxine-resistant malaria and that it should 
not be employed for general use (381). As with 
other newer antimalarial agents, warnings 
have been sounded about the use of halofan- 
trine for monotherapy. The cost of halofan- 
trine is about 100 times that of chloroquine. 

2.5 Primaquine 

P. v i v m  and P. ovale are the true relapsing 
malarias in humans, P. v ivm being by far the 
more common. Dormant hypnozoites can re- 
side in the liver for months and years after an 
initial infection, providing a reservoir of para- 
sites that are the cause of malaria relapses. 
Radical cure of a vivax or ovale infection must 
involve not only removal of erythrocytic forms 
of the parasite but of the remaining liver 
forms as well. Agents that act on liver forms 
are termed tissue schizontocides and only one 
drug, primaquine (14), an 8-aminoquinoline, 

(14) 
primaquine 

is currently available to effect such a radical 
cure. 

The prototype 8-aminoquinoline was pam- 
aquine (15, plasmochin), introduced in 1925. 
The action of pamaquine was clearly different 
from that of quinine, especially in its ability to 
prevent relapses. At the beginning of the Sec- 
ond World War, pamaquine was the only anti- 
relapse drug available. Therapy for vivax ma- 
laria involved a combination of pamaquine 
with quinine or quinacrine. Because of human 
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(15) 
pamaquine 

toxicity, the use of pamaquine declined, and 
other 8-aminoquinolines were synthesized. Of 
these, primaquine CWR 2975, 14) has been 
used extensively as the anti-relapse drug of 
choice. d-, I-, and dl-Primaquine are essen- 
tially identical in curative properties against 
P. cynomolgi (382). Quinocide (16), an isomer 

(16) 
quinocide 

of primaquine, has been used extensively in 
Eastern Europe and the former Soviet Union. 

Primaquine has a multiplicity of antima- 
larial activities (339). To clear hypnozoites 
from the liver and to effect a radical cure of 
relapsing malarias, primaquine is given daily 
for 14 days in a usual dose of 15 mg. The stan- 
dard treatment often involves a combined reg- 
imen of chloroquine with primaquine. Chloro- 
quine is given to eradicate the asexual 
erythrocytic stages of the parasite. In addi- 
tion, primaquine is active against the primary 
exoerythrocytic forms and could be used as a 
causal prophylactic, although until recently it 
was believed that the drug was too toxic for 
such prolonged use. A single dose of prima- 
quine (35-45 mg base) is effective against ga- 
metocytes of P. falciparum, blocking infection 
of the vector. For this purpose, it is often given 
with either mefloquine or quinine to further 
interrupt transmission of the infection. Fi- 
nally, primaquine is active (as metabolites) in 

inhibiting the development of sporozoites in 
already infected mosquitoes. 

Given that primaquine has been in use for 
many decades, it comes as no surprise that 
parasites resistant to it have been reported 
(68, 383). For example, between 1977 and 
1997, the efficacy of a 5-day primaquine regi- 
men in India declined from ~ 9 9 %  to 87%, al- 
though a 14-day regimen provided complete 
clinical cure with no relapses in a 6-month fol- 
low-up period (384). Unlike the situation with 
chloroquine and the 4-aminoquinolines, defin- 
ing resistance to primaquine is problematic 
(70). Different strains of P. vivax display 
widely differing degrees of susceptibility to 
primaquine, a phenomenon of long-standing, 
not believed to be a function of varying drug 
pressure. Strains from New Guinea (the Ches- 
son strain) are the least sensitive to prima- 
quine, whereas those from Vietnam occupy an 
intermediate position, and the Korean strains 
are most sensitive. The interval between pri- 
mary infection and relapse also varies with dif- 
fering strains of P. vivax. The Chesson strain 
relapses rapidly, at intervals of 28 days; 
strains from southern China may relapse on 
an approximately annual basis. Recent studies 
have suggested that different populations of 
hypnozoites may have different susceptibili- 
ties to primaquine (385). So the incidence of 
primaquine-refractive strains may reflect in- 
creasing resistance or it may be the natural 
heterogeneity of P. vivax. Furthermore, pri- 
maquine in general is not as effective against 
erythrocytic parasites as chloroquine and oth- 
ers. When symptoms reappear, it may be a re- 
sult of recrudescence or re-infection as well as 
primaquine resistance, and separating these 
possibilities is often not possible. Unlike the 
situation with P. falciparum, molecular 
events involved in resistance of P. vivax to 
chloroquine do not seem to be associated with 
mutations inpfcrt (236,386). For a review on 
drug-resistant P. vivax, see Ref. 67. 

Although primaquine has activity against 
the blood forms of the parasite, the dose re- 
quired for monotherapy was considered too 
toxic for widespread use. However, much of 
the evidence for this toxicity resulted from 
data acquired with other, less active, and more 
toxic &aminoquinolines, pamaquine and pen- 
taquine. The intrinsic activity of primaquine 
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against P. vivax is certainly lower than that of 
all other commonly used agents except py- 
rimethamine/sulfadoxine when evaluated 
based on parasite clearance times (387). Sim- 
ilar results were observed with primaquine 
against P. falciparum (388). Therefore, for 
therapy, primaquine is combined with a faster 
acting agent, often chloroquine. With declin- 
ing sensitivity of v i v a  to chloroquine, other 
agents have been studied as partners with pri- 
maquine including Fansidar and artesunate 
(389). 

The causal prophylactic activity of prima- 
quine is well established. Even so, because of 
problems with toxicity, real or perceived, rou- 
tine use of primaquine for chemoprophylaxis 
had not been promoted. The diminishing effi- 
cacy of chloroquine and other agents is 
prompting a re-evaluation of the prophylactic 
use of primaquine (90). Primaquine prophy- 
laxis has been shown to be safe and effective 
against both P. falciparum and P. vivax in Co- 
lombian soldiers (390) and in non-immune 
travelers to Africa (391). It is more effective 
and better tolerated than prophylactic chloro- 
quine (392, 393). In some cases the rates of 
protection were better for primaquine than 
for either mefloquine or doxycycline. The lack 
of effect of chloroquine is perhaps not surpris- 
ing given the prevalence of resistance in the 
areas where these studies were carried out. 
Indeed, in a study of a prophylactic combina- 
tion, results showed that the addition of chlo- 
roquine did not increase the prophylactic effi- 
cacy of primaquine (394). More surprising was 
the lack of drug-related adverse side effects. 
Incidence of methemoglobinemia after 50 
weeks of daily primaquine prophylaxis were 
comparable with that seen in a standard 14- 
day course (395). Administration of the prima- 
quine doses with food may have limited the 
adverse side effects that had been reported 
with extended primaquine use. If daily prima- 
quine taken during the period of exposure 
completely prevents the establishment of liver 
forms of the parasite, continuation of suppres- 
sive treatment after leaving a malarious area 
would not be required. This would represent 
an advance in prophylaxis caused by poor com- 
pliance with the usual post-exposure regimen. 

Primaquine is rapidly absorbed from the 
gastrointestinal tract reaching maximal con- 

centrations 1-3 h after administration. The 
distribution of primaquine in blood involves 
extensive binding to glycoprotein in plasma 
(396). For reviews, see refs. 137,339, and 397. 
The pharmacokinetics of primaquine have 
been studied in both healthy volunteers (398) 
and in patients. The clearance of primaquine 
is reduced significantly during P. falciparum 
infection (399). 

Metabolism of primaquine occurs rapidly 
in the liver, and the elimination half-life is 6 h. 
In rat liver homogenate, P450 and MA0 en- 
zyme systems contributed almost equally to 
primaquine metabolism (400). The metabolic 
profile seems to be balanced between activa- 
tion to various hydroxylated derivatives (401), 
which may be responsible for the observed 
pharmacological and toxicological properties 
of the drug and conversion to the inactive car- 
boxyprimaquine metabolite. Carboxyprima- 
quine, resulting from oxidative deamination 
of the side-chain, is the only metabolite of pri- 
maquine formed in human liver in vitro (402). 
The half-life of carboxyprimaquine is longer 
than that of primaquine, and its concentra- 
tions are much higher than primaquine itself 
in plasma. Carboxyprimaquine accumulates 
on daily dosing with a 14-day course of treat- 
ment. A number of hydroxylated metabolites 
of primaquine have been identified in animal 
models, although their isolation from humans 
remains to be accomplished. It has long been 
recognized that primaquine metabolites have 
significant effects on the oxidation state of the 
infected erythrocyte. Studies on 5-hydroxypri- 
maquine, 5-hydroxy-6-demethylprimaquine, 
and 5,6-dihydro-8-aminoquinoline have dem- 
onstrated the ready oxidation of these metab- 
olites under physiological conditions (403, 
404). A proposed mechanism of action for the 
8-aminoquinolines involves the oxidation of 
such metabolites to a quinone-imine deriva- 
tive, which may mimic ubiquinone. Analogs 
have been designed in which the metabolic 
pathway is blocked by a fluoro group at the 5 
position (405). Metabolism of primaquine by 
human liver microsomes is inhibited by keto- 
conazole, a known inhibitor of cytochrome 
P450 isozymes. Quinine, artemether, artesu- 
nate, halofantrine, and chloroquine did not al- 
ter the metabolism of primaquine; only meflo- 
quine had a slight inhibitory effect on 



metabolite formation (402). Primaquine and 
some of its newer analogs induce changes in 
metabolic activity, particularly in CYPlAl 
gene expression (406). 

The most serious adverse effect associated 
with primaquine is intravascular hemolysis. 
Primaquine, when incubated with red blood 
cells, induces extensive cell lysis and oxidation 
of oxyhemoglobin to methemoglobin. The two 
toxic effects however are not causally related; 
in the presence of a stable nitroxide radical, 
cell lysis was prevented even though hemoglo- 
bin oxidation was enhanced (407). Other stud- 
ies have also examined the formation of and 
biological results from radicals generated by 
primaquine and its metabolites (408-411). 
These results support the hypothesis that free 
radicals and redox-active species are involved 
in the cellular damaging processes induced by 
primaquine. Hydrogen peroxide has been sug- 
gested as the potential toxic product formed 
from oxidation and redox cycling of prima- 
quine metabolites (404,412). 

Persons who are deficient in the enzyme 
glucose-6-phosphate dehydrogenase (G6PD) 
are particularly at risk of hemolysis from pri- 
maquine treatment. G6PD plays an important 
role in the redox processes of the erythrocyte. 
The conversion of glucose-6-phosphate to 
6-phosphonoglucon-D-lactone by G6PD pro- 
duces NADPH from NADP+. NADPH is used 
by the erythrocyte to reduce the oxidized form 
of glutathione back to the reduced form. The 
reduced glutathione acts as a "sulfhydryl 
buffer" to maintain cysteine residues of hemo- 
globin and other proteins in the reduced state. 
Insufficient levels of the G6PD result in inad- 
equate amounts of NADPH, making erythro- 
cytes especially susceptible to damage from 
oxidants. As noted above, primaquine gener- 
ates a number of toxic reactive oxygen species. 
Clearly, in patients with severe G6PD defi- 
ciency, primaquine should be avoided for both 
treatment and prophylaxis (413). 

Methemoglobin formation is another pre- 
dictable dose-related adverse effect. The usual 
14-day curative regimen of primaquine has 
been reported to lead to a number of other 
symptoms including anorexia, nausea, cyano- 
sis, epigastric distress, abdominal pain and 
cramps, malaise, dark urine, vomiting, and 
vague chest pains. Abdominal cramps are 
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common when primaquine is taken on an 
empty stomach, but the discomfort is lessened 
markedly when it is given with food. Even 
standard doses of primaquine are to be 
avoided in pregnancy to minimize the hemo- 
lytic effects; the fetus is relatively G6PD-defi- 
cient (155). Primaquine was found to induce 
mutations in a standard assay (414). 

Two excellent reviews cover the general 
structure-activity relationships in the &amin- 
oquinoline group (415, 416). A number of 
studies have been carried out with the aim of 
identifying drugs to replace primaquine as the 
agent of choice for radical cure of relapsing 
malarias; for a summary of the structural 
types of interest, see Ref. 417. In particular, a 
reduction in the toxicity associated with pri- 
maquine has been a goal. Early on, 4-methyl- 
primaquine was shown to have superior activ- 
ity to primaquine with less toxicity. Similarly, 
4-ethyl and 4-vinyl primaquine retained the 
radical curative activity of primaquine and 
had better therapeutic indices (418). Further 
modification by the introduction of an aryloxy 
group at the 5-position of the quinoline en- 
hanced antimalarial activity (419-421). The 
best of this series were fluorine-containing 
compounds that were more active than prima- 
quine. The U.S. Army has been involved in 
research on a number of anti-relapse agents. 
Among these are WR225,448 (1 71, ~ ~ 2 4 2 , 5 1 1  
(IS), and WR238,605 (19). All are modified 
8-aminoquinolines clearly related to the pri- 
maquine structure. Although WR225,448 had 
good activity against the exoerythrocytic 
parasite and effective doses much lower 
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(19) 
WR 238,605 
tafenoquine 

than those of primaquine, the liver toxicity 
was high (422). The pharmacokinetics of 
WR242,511 have been studied, and a signifi- 
cant lag was observed between in the appear- 
ance of drug in the plasma and the onset of 
methemoglobinemia. Even so, methemoglo- 
bin formation remained a major side effect 
(423). More promising is WR238,605, now 
called tafenoquine (424, 425). It is effective 
against pre-erythrocytic stages, drug-sensi- 
tive and multi-resistant erythrocytic stages, 
gametocytes, and hypnozoites (P. cynomolgi), 
with activity and safety profiles both signifi- 
cantly better than primaquine. Studies of ta- 
fenoquine prophylaxis have demonstrated 
that it was effective and well tolerated, and the 
duration of protection afforded by the drug is 
long (426). In a pharmacokinetic study, ta- 
fenoquine was administered in single oral dos- 
es; it was found to be well tolerated, had a long 
absorption phase, and was slowly metabolized 
with at,, of 12 h and an elimination half-life 

of 14 days (427). These workers concluded 
that the safety, efficacy, and pharmacokinetic 
properties make the drug an excellent candi- 
date for use as a prophylactic, radical curative, 
and terminal eradication drug. Tafenoquine is 
now in phase I1 clinical studies in semi- and 
non-immune people. 

Another strategy for developing agents 
with high activity and lower toxicity than pri- 
maquine has involved connecting amino acids 
or peptides to the free amine group of prima- 
quine or primaquine analogs. 4-Methylprima- 
quines that had an alanine or a lysine conju- 
gated to the free amine were more active and 
less toxic than primaquine (428). A peptide 
derivative of primaquine was shown to have 
equivalent antimalarial activity as the parent 
compound and less toxicity (429). Dipeptide 
derivatives of primaquine in which the oxida- 
tive deamination of primaquine was blocked 
were found to be gametocytocidal to P. berghei 
(430). The most active member of this group 
was gly-gly-PQ. 5-Trifluoroacetylprimaquine 
(M8506,20) was shown to be a causal prophy- 

lactic agent, equivalent in activity to prima- 
quine in P. yoelii-infected mice (431). As a tis- 
sue schizonticide, it is more effective than 
primaquine in P. cynomolgi-infected rhesus 
monkeys and better tolerated than prima- 
quine in mice, rats, and dogs. 

A prodrug of primaquine, CDRI compound 
80153 (21, bulaquine), has been shown to pos- 
sess radical curative and causal prophylactic 
action against P. cynomolgi in rhesus mon- 
keys (432). In addition, this compound caused 
less methemoglobinemia than did primaquine 
(433,434), had very low toxicity (439, and had 
lessened effects on hepatic enzyme levels 
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(21) 
CDRI 80153, bulaquine 

when compared with primaquine (436). Clini- 
cal trials have shown that bulaquine was an 
effective alternative to primaquine in the 
treatment of vivax malaria (437). Bulaquine 
has been approved for use in India. 

As a result of extensive screening efforts, a 
number guanylhydrazones were found to have 
causal prophylactic activity in rodents. One 
example of this group, WR182,393 (22) has 

been shown to have both causal prophylactic 
and radical curative properties against a pri- 
mate relapsing malaria (438). It is the first 
non-8-aminoquinoline to display both proper- 
ties. 

A number of agents have been discovered that 
affect antimalarial activity through inhibition 
of the parasite dihydrofolate pathways. These 
agents are divided into two types: inhibitors of 
dihydrofolate reductase (DHFR) and those 
that inhibit dihydropteroate synthetase 
(DHPS). 

The pharmacokinetics of antifolates have 
been reviewed (137); this reference also has 
information about pharmacokinetic interac- 
tions of antifolates with other antimalarial 
agents. 

2.6.1 Proguanil and Chlorproguanil. Stud- 
ies in the synthesis of pyrimidine derivatives 
led British researchers at ICI to examine the 
antimalarial activity of biguanides. Proguanil 
(chloroguanide, Paludrine, 23) was the most 

(23) 
proguanil 

active of a series of these compounds screened 
in the 1940s. Proguanil proved to be an excel- 
lent causal prophylactic in falciparum malaria 
as well as a satisfactory suppressive of vivax 
malaria, although the drug is not active 
against hypnozoites (439). A related com- 
pound, chlorproguanil (24, Lapudrine) has 

(24) 
chlorproguanil 

been used occasionally, and recent studies 
suggest that it may be a good alternative to 
proguanil in areas of drug resistance (440). 
Proguanil is a tissue schizonticide, active 
against pre-erythrocytic liver stages, and a 
sporontocide. Because of their slow action, the 
availability of faster-acting agents, and the 
fact that resistance seemed to develop quickly 
in some strains, these biguanides have not 
been used for monotherapy. During the 1980s, 
proguanil was temporarily removed from the 
list of recommended prophylactic agents be- 
cause of what seemed to be wide-spread resis- 
tance in P. falciparum. A combination of 
proguanil with chloroquine was found to be an 
effective prophylactic regimen (441,442). 

It has long been thought that the antima- 
larial activity of proguanil resided exclusively 
in a cyclized metabolite, cycloguanil (25); 
proguanil would then be a prodrug form of 
cycloguanil (443). A small percentage of 
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(25) 
cycloguanil 

proguanil is converted into an N-dealkylated 
product, 4-chlorophenylbiguanide, which is 
not active against malaria. Some confusion 
has arisen over the question of whether the 
antimalarial activity associated with progua- 
nil is caused entirely by the metabolite cy- 
cloguanil or if the parent compound possesses 
some inherent activity itself. Some studies 
have reaffirmed that the activity associated 
with proguanil administration is completely 
accounted for by cycloguanil (444), whereas 
others find intrinsic efficacy against falcipa- 
rum and vivax independent of cycloguanil 
(445). The activity of cycloguanil is not af- 
fected by physiological concentrations of folic 
acid or folinic acid in human serum, suggest- 
ing that the drug may have additional or dif- 
ferent sites of action from inhibition of folate 
pathways (446). Clinical pharmacokinetic 
studies of proguanil and cycloguanil have been 
reported (283,447,448). Proguanil lacks seri- 
ous side effects, is not mutagenic (4491, and 
there is no evidence of any toxic effects of pro- 
phylaxis with proguanil during pregnancy 
from over 40 years of use (155). Cycloguanil 
acts specifically on P. falciparum DHFR and 
seems to have no other significant target; the 
action of proguanil may include sites of action 
other than on DHFR (450,451). 

The enzyme that effects the conversion of 
proguanil to cycloguanil is a cytochrome P450, 
specifically CYP2C19. It has been shown that 
the ability to carry out the metabolic conver- 
sion varies widely among individuals and 
among ethnic groups (452, 453). Between 2% 
and 3% of Caucasian populations have a rela- 
tive inability to convert proguanil to cyclogua- 
nil; the numbers may be as high as 20% in 
Oriental subjects and 25% in Kenyans. An as- 
sociation between CYP2C19 mutants and poor 
metabolism of proguanil was demonstrated 

(454). Compounds that inhibit CYP2C19, such 
as omeprazole and fluvoxamine, were shown 
to inhibit proguanil metabolism (455,456). In 
Asia and Africa, the variable metabolism of 
proguanil may have decided clinical impor- 
tance. There was a significant correlation be- 
tween breakthrough parasitemias and the 
proguanil/cycloguanil ratios in subjects who 
were taking proguanil prophylactically (457). 
A possible solution would be the development 
of cycloguanil itself as an antimalarial agent. 

Proguanil, or more precisely cycloguanil, 
acts as a mimic of dihydrofolate. The drug 
competitively inhibits the parasite enzyme di- 
hydrofolate reductase (DHFR, tetrahydrofo- 
late dehydrogenase). Plasmodia require a 
tetrahydrofolate cofactor to synthesize pyri- 
midines de novo because they have no salvage 
pathways for pyrimidines. The binding of the 
drug to the plasmodial enzyme is several hun- 
dred times that of binding to the mammalian 
enzyme. In strains resistant to proguanil/cy- 
cloguanil, a mutated DHFR protein is ob- 
served that displays a reduced affinity for the 
normal substrate and for the inhibitor. These 
strains are hypersensitive to the sulfonamides 
and sulfones (inhibitors of DHPS), which also 
reduce the availability of dihydrofolate. Thus, 
a synergistic effect is observed between inhib- 
itors of DHPS and inhibitors of DHFR; combi- 
nations have proven to be particularly useful 
in chemoprophylaxis. See Section 2.7.2 for in- 
formation on mutants of plasmodial DHFR 
and resistance to antifolates. 

Based on a three-dimensional homology 
model of plasmodial DHFR, analogs of cy- 
cloguanil were designed and evaluated against 
both wild-type DHFR and a mutant strain 
(458). A lead compound (26) was identified 
that was equally active with cycloguanil in in- 
hibition of wild-type DHFR and 120 times 



more effective than cycloguanil against mu- 
tated enzyme. Several of the compounds were 
active both in enzyme assays and against P. 
falciparum clones in uitro. 

Proguanil and chlorproguanil have been 
use in combination with a number of drugs. In 
particular, the combination of proguanil with 
atovaquone (Malarone) has been extensively 
studied (see Section 2.8.1). 

2.6.2 Pyrimethamine. F'ynmethamine (Dara- 
prim, 27) was developed by Burroughs Well- 

(27) 
pyrimethamine 

come in 1950. The researchers there were in- 
vestigating folic acid antagonists for use as 
anticancer agents. A rather tenuous struc- 
tural similarity between these antifolates and 
proguanil led them to examine pyrimidines for 
antimalarial activity. As was later shown, the 
structural resemblance between cycloguanil, 
the active metabolite of proguanil, and py- 
rimethamine is striking. Pyrimethamine is 
eliminated primarily by oxidation to py- 
rimethamine 3-N-oxide; the P450 isozyme re- 
sponsible for the oxidation is not known. De- 
spite its wide margin of safety, pyrimethamine 
is no longer used as a single agent because of 
the ease with which resistance develops to 
the drug when administered alone. In addi- 
tion to combinations with sulfadoxine, py- 
rimethamine has been studied with arte- 
mether. In a 3-day regimen, the combination 
was more effective than artemether alone, 
even in an area of pyrimethamine resistance 
(459). When given during pregnancy, there 
was no increase in the observed rate of still- 
birth, neonatal death, or malformations with 
pyrimethamine prophylaxis (155), and the 
drug is not mutagenic (449). A related agent, 
both structurally and in action, is tri- 
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(28) 
trimethoprim 

methoprim (28). It is used much less often in 
the treatment of malaria and always in combi- 
nation. 

Although proguanil and pyrimethamine 
both act through inhibition of the parasite 
DHFR, it is clear that some strains resistant to 
one of these agents can retain sensitivity to 
the other. In attempting to understand the 
reasons for the rapid development of resis- 
tance to pyrimethamine and the occasional 
lack of cross-resistance, researchers began to 
examine the DHFR protein in detail. It was 
recognized that the DHFR activity was linked 
on a single protein to the thyrnidylate syn- 
thetase (TS) enzyme (460,461). This observa- 
tion led ultimately to the cloning of plasmodial 
DHFR. Analysis of the DHFR proteins from 
resistant strains of P. falciparum has revealed 
a structural basis for resistance of antifolate 
agents (462-465). Mutations in the DHFR 
gene of P. falciparum correlate with antifolate 
resistance in lab and field isolates. 

Cycloguanil resistance involves two point 
mutations: alanine to valine mutation at posi- 
tion 16 and serine to threonine at position 108. 
When position 108 is taken by asparagine 
rather than either serine or threonine, py- 
rimethamine resistance is conferred. Those 
strains with the highest levels of py- 
rimethamine resistance also incorporate a cys- 
teine to arginine mutation at amino acid 59. 
Significant cross-resistance to both drugs is 
seen in parasites with a DHFR protein that 
has asparagine at 108 as well as leucine replac- 
ing isoleucine at 164. Using this information, 
polymerase chain reaction assays can be used 
in surveillance of drug resistance in the field 
(466, 467). Such surveillance has led to the 
acquisition of a sizable quantity of data on 
DHFR mutants and patterns of resistance 
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(466,468-473). Mutations at 108 are the most 
common; only one example has been reported 
of a mutant DHFR that was wild-type at 108 
(474). Other changes that have been reported 
occur at amino acids 16, 50, 51, 59, 140, and 
164. Although most studies of antifolate resis- 
tance have focused on P. falciparum, work has 
also been done on DHFR-TS from P. vivax. 
Point mutations in the vivax enzyme at posi- 
tions analogous to those seen for P. falcipa- 
rum were a major determinant of antifolate 
resistance in P. vivax (475). Studies have been 
carried out of the conformations of antifolate 
drugs and possible modes of binding to DHFR 
(476). 

Two analogs of pyrimethamine were de- 
signed and tested for activity against mutant 
recombinant plasmodial DHFR. CC83 (29) 
and SO3 (30) were active against wild-type 

(32) 
sulfalene 

(33) 
dapsone 

DHFR as well as showing good inhibition of a 
double mutant (477). The inhibitors retained 
activity in vivo against P. berghei in infected 
mice. 

(34) 
sulfamethoxazole 

(321, were identified as the most promising 
members of the group. These studies led to the 
assessment of dapsone (331, a sulfone drug, 
used for leprosy. Sulfamethoxazole (34) and 
sulfisoxazole (35) are other examples of this 
class of agents. 

2.6.3 Sulfonamides and Sulfones. On dis- 
covery that sulfanilamide had appreciable an- 
timalarial activity, a number of related sulfon- 
amides were tested for activity. Two longer 
acting agents, sulfadoxine (31) and sulfalene 

(35) 
sulfisoxazole 

(31) 
sulfadoxine 

Sulfonamides and sulfones are selectively 
toxic to malaria parasites because they inhibit 
a plasmodial enzyme, dihydropteroate syn- 
thetase (DHPS), that is not present in mam- 
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mals. DHPS catalyzes the combination of 
PABA with a substituted pterin. The product, 
dihydropteroate, is ultimately converted into 
dihydrofolate. The folate co-factors are neces- 
sary in the biosynthesis of pyrimidines. Sulfa 
drugs compete with PABA and are converted 
into non-metabolizable adducts; the result is a 
depletion of the folate cofactor pool. A recent 
study has noted that several sulfa drugs exert 
toxic effects on the parasite i n  vitro at concen- 
trations that are two to three orders of magni- 
tude lower than the concentrations needed to 
inhibit the isolated enzyme (479). The results 
suggest that (1) sulfa drugs are concentrated 
by the parasite, (2) partial inhibition of DHPS 
may be lethal, or (3) sulfa drugs actually act by 
some other mechanism than the inhibition of 
DHPS. The general paradigm that holds that 
plasmodia are unable to use exogenous folate 
may well be a simplification; folic acid is 
known to antagonize the antimalarial effects 
of sulfonamide drugs i n  vitro (480). 

The DHPS coding sequence has been deter- 
mined in P. falciparum (481). It forms part of 
a longer sequence that also specifies the pre- 
ceding enzyme in the plasmodial folate path- 
way, 6-hydroxymethyl-7,8-dihydropterin py- 
rophosphokinase. Parasite lines resistant to 
sulfadoxine were found to possess mutations 
in the DHPS sequence. Those with high-level 
resistance carried either a double mutation at 
both Ser-436 and Ala-613 or a single mutation 
at Ala-581. Polymerase chain reaction systems 
have been developed to further document mu- 
tations in DHPS and to track clinical failures 
as a result of sulfadoxine resistance (482). 

Sulfadoxine is not mutagenic nor genotoxic 
(449). Neither the long-acting sulfonamides 
(sulfalene, sulfamethoxine, sulfadoxine) nor 
dapsone in low doses cause teratogenicity 
(155). Dapsone is excreted in breast milk in 
sufficient quantity to cause toxicity, however; 
breastfeeding is not recommended during 
dapsone therapy. Sulfonamides as a class have 
been associated with cutaneous reactions and 
the longer-acting agents seem to be more 
likely to generate severe reactions. When sul- 
fadoxine alone has been used at dosages 
higher than that for weekly malaria chemo- 
prophylaxis, the incidence of severe reaction 
approached 1 in 10,000 (483). 

2.6.4 Combinations. A number of combi- 
nations involving both DHFR and DHPS 
inhibitors have been studied: sulfadoxinelpy- 
rimethamine (SP, Fansidar), pyrimethaminel 
dapsone (Maloprim), dapsonelchlorproguanil 
(4841, sulfisoxazole/proguanil (4851, sulfa- 
methoxazoleltrimethoprim, and sulfalenel 
trimethoprim. Inhibition at both points in the 
parasite's folate pathway provides a potentia- 
tion of the antimalarial action. 

The most widely used combination has " 

been sulfadoxine/pyrimethamine. The actions 
of the two drugs have been shown to be syner- 
gistic (480). The clinical pharmacokinetics of 
the combination have been reported (283,339, 
486). In many places in Africa, SP has begun 
to replace chloroquine as the drug of choice in 
falciparum malaria unless the patient displays 
sensitivity to sulfonamides. In a number of ar- - 
eas where chloroquine resistance is prevalent, 
SP has proven to be effective such as in India 
(4871, CGte d'Ivoire (4881, Malawi (4891, Paki- 
stan (490), and Colombia (491). Increasing SP 
resistance has been documented in Kenya 
(492) and Tanzania (493), however. Perhaps 
not surprisingly, a high proportion of ineffec- 
tiveness has been reported with SP in P. v i v a  
in patients infected in the Thailand-Myanmar 
border region, an area of intense multi-drug 
resistance (389). Given the problem of resis- 
tance in Africa, studies have looked at combin- 
ing SP with chloroquine in Gambian children. 
The triple combination was more effective 
than SP alone in controlling symptoms in the 
first few days after treatment (494). SP has 
also been combined with artesunate in Gam- 
bian children, leading to faster resolution of 
fever and parasitemia than with SP alone 
(495,496). 

SP has been used both in a prophylactic 
regimen as well as for treatment. But severe 
and even fatal skin reactions have been ob- 
served when SP was used for prophylaxis (483, 
497). Cases were reported of American travel- 
ers using SP for mdaria prophylaxis suffering 
toxic epidermal necrolysis, erythema multi- 
forme, and Stevens-Johnson syndrome. No 
other risk factors could be identified. Based on 
these outcomes, the routine use of SP as pro- 
phylaxis is not recommended unless persons 
are at highest risk of acquiring chloroquine- 
resistant P. falciparum. In therapy, however, 
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SP is still recommended as presumptive self- 
treatment for travelers to areas of where the 
presence of chloroquine-resistant P. falcipa- 
rum is documented. Of course, no one with a 
history of sulfa drug allergy should take SP. 

Despite recommendations against using SP 
during pregnancy (155), studies have shown a 
beneficial outcome. Treatment of pregnant 
women with SP, either on a monthly basis or 
with two menatal doses. was efficacious in 

placental malaria in Africa (498). 
No significant differences were seen between 
HIV positive and HIV negative women in 
terms of drug tolerability and adverse side ef- 
fects (499). Birth weights were higher and fe- 
tal growth was improved (500). The risk of 
severe anemia to the mothers was decreased 
(50 1). 

The combination of proguanil with dap- 
sone has been used in malaria prophylaxis 
against chloroquine-resistant falciparum ma- 
laria for over 20 years (502). The pharmacoki- 
netic effects of proguanil on dapsone and dap- 
sone on proguanil have been examined. 
Proguanil was found not to alter the plasma 
levels of dapsone and its metabolites in 
healthy individuals (503). The elimination 
half-life of proguanil was found to be slightly 
longer in the presence of dapsone; other phar- 
macokinetic parameters were not affected 
(504). In a multi-drug resistant area (Thai/ 
Myanmar-Cambodia border), proguanil com- 
bined with dapsone offered no significant ad- 
vantage as a chemoprophylactic agent over 
pyrimethamine/dapsone against falciparum 
malaria (505). Proguanilldapsone was much 
more effective in preventing cases of vivax ma- 
laria, however. The combination of chlor- 
proguanil with dapsone has also received fa- 
vorable report (506). 

The combination of pyrimethamine with 
dapsone has not been as widely used. It was 
shown to be more efficacious than chloroquine 
in Tanzanian children both for treatment 
(507) and for prophylaxis (5081, although der- 
matological side effects were noted when it 
was used prophylactically (509). Some have 
argued that the dapsone/proguanil combina- 
tion is superior to other antifolate pairs based 
on pharmacokinetic profiles (504). The elimi- 
nation half-lives of dapsone (23 h) and progua- 
nil (15 h) are sufficiently similar so that on 

discontinuation of administration, suboptimal 
concentrations of the drug combination in the 
blood are possible only briefly. In contrast, 
dapsone (27 h) with pyrimethamine (83 h) or 
sulfadoxine (204 h) with pyrimethamine 
(112 h) have markedly different half-lives. 
This leads to one drug remaining in the blood 
for long periods without the potentiating ef- 
fects of the combination. Selective resistance 
to the longer-lived agent may well result. 

Chlorproguanil (Lapudrine) with dapsone 
is a relatively new combination of antifolate 
drugs (510) and has been termed "lapdap." 
For a summary of clinical trials using lapdap, 
see Ref. 511. The combination is inexpensive, 
comparable to SP, safe, and effective in un- 
complicated falciparum malaria in certain ar- 
eas (512). In other locations, however, such as 
in Thailand where multi-drug resistant para- 
sites are prevalent, short-course treatments 
with lapdap were not effective either for ther- 
apy (513) or as prophylaxis (514). 

In areas where both malaria and acute re- 
spiratory infection in children are endemic, 
the combination of clotrimazole (36) may be 

(36) 
clotrimazole 

indicated. Clotrimazole has IC,, values higher 
than SP but is active at doses commonly used 
in treating bacterial infections (478,515,516). 
There is need for further in vivo and clinical 
studies to assess the usefulness of the combi- 
nation. Cotrifazid, a fixed combination of ri- 
fampicin, isoniazid, sulfamethoxazole, and py- 
rimethamine, was shown to be effective 
against malaria in humans (517). The combi- 
nation was effective either as a first-line treat- 
ment or after drug failures of SP, quinine, or 
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SP and quinine in small studies in Malawi 
(517) and Kenya (518). 

2.6.5 Related Compounds. A number of 
substituted triazines have been prepared and 
evaluated with some enthusiasm. WR99210 
(37), a triazine analog of proguanil, was syn- 

thesized and studied in the 1970s and early 
1980s (519). WR99210 is remarkably active 
against resistant and sensitive P. falciparum 
clones and isolates and lacks cross-resistance 
with cycloguanil and pyrimethamine, suggest- 
ing that the mechanism of WR99210 differs 
from the other antifolates (520). WR99210 
seems to act exclusively on the parasite DHFR 
displaying no inhibitor effect on the human 
enzyme (450). Clinical trials uncovered severe 
gastrointestinal symptoms, however, and de- 
velopment of the compound was dropped. 
A related compound, clociguanil (38, BRL 

(38) 
clociguanil 

50216), had a promising activity profile, but its 
biological half-life was short in human trials 
and there was no demonstrable benefit over 
proguanil or pyrimethamine (521). In 1993, 
the biguanide version of WR99210, PS-15 (39, 
WR250417), was synthesized and studied 
(522,523). Like proguanil, PS-15 is an inhibi- 
tor of DHFR and is metabolized in vivo to 
WR99210. In vitro tests against drug-resistant 
clones of P. falciparum demonstrated that 
PS-15 was more active than proguanil, and the 

metabolite WR99210 was more active than cy- 
cloguanil. PS-15 was more active than either 
proguanil or WR99210 in monkeys infected 
with multi-drug-resistant P. falciparum. 
When administered orally to mice with P. 
berghei, PS-15 was also less toxic than progua- 
nil. In studies designed to assess the chemo- 
prophylactic efficacy of PS-15, neither the par- 
ent compound nor the cyclized metabolite 
prevented primary infection in monkeys 
(524). PS-15 does not seem to be cross-resis- 
tant with other DHFR inhibitors. Studies of 
combinations of PS-15 with atovaquone, sul- 
famethoxazole, or dapsone in monkeys dem- 
onstrated that the combinations were effec- 
tive. The combination with atovaquone was 
particularly promising (525). Additional com- 
pounds in this series such as PS-26 (40) and 

PS-33 (41) were prepared to identify com- 
pounds that retained good activity without the 
problematic 2,4,5-trichlorophenoxy moiety of 
PS-15 (526). 

2.7 Artemisinin and Its Derivatives 

2.7.1 Background, Isolation, and Chemistry. 
The weed Artemisia annua (sweet wormwood, 
sweet annie) has been used for many centuries 
in Chinese herbal medicine as a treatment for 
fever and malaria (527). In 1971, Chinese 
chemists isolated from the leafy portions of 
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the plant the substance responsible for its 
reputed medicinal action (528-530). The com- 
pound, artemisinin (42, qinghaosu, artean- 

(42) 
artemisinin 

nuin), was determined by X-ray crystallogra- 
phy to be a sesquiterpene lactone bearing an 
endoperoxide (531). A number of very fine re- 
views have appeared on artemisinin and its 
derivatives (527-529, 532-539). 

Early results from China that several thou- 
sand malaria patients, including those with 
chloroquine-resistant strains of Plasmodium 
falciparum, were successfully treated with ar- 
temisinin (539-541) sparked world-wide in- 
terest in the study and development of arte- 
misinin-related compounds. By this writing, 
the number of persons treated with artemisi- 
nin will number in the hundreds of thousands. 
The practical value of artemisinin itself as a 
therapeutic agent has been limited by several 
factors, however. Artemisinin has a high rate 
of recrudescence, poor oral activity with high 
doses required (542), a short half-life in 
plasma (543), and limited solubility in both 
water and oil (544). In an effort to circumvent 
these therapeutic and pharmaceutical prob- 
lems, chemical modifications of artemisinin as 
well as the synthesis of large numbers of ana- 
logs have been extensively pursued. 

A. annua is being grown commercially and 
processed for its artemisinin (42) and artemis- 
inic acid (43) in both China and Vietnam 
(545). The botany, horticulture, and agricul- 
tural production of artemisinin have been re- 
viewed (546,547). Artemisinin is extracted at 
low temperature from the aerial portions of 
the plant. The yield of artemisinin is depen- 
dent on the plant strain, the stage of develop- 
ment, soil conditions, and the growing envi- 
ronment. The maximum yield observed is 

~ 1 %  of the dry plant weight, but values of 
0.01-0.5% are more common, especially in 
plants collected from the wild. Values will also 
vary depending on whether the plant material 
assayed was predominately leaves or included 
stems, which have a lower artemisinin con- 
tent. Attempts at the improved production of 
artemisinin by plant cell or tissue culture have 
not been particularly successful (548). A. an- 
nua is not the only natural source of artemisi- 
nin; small amounts have also been isolated 
from A. apiacea (549) and A. lancea (550). 

Sesquiterpenoids are known to be synthe- 
sized from farnesyl diphosphate (FDP) medi- 
ated by a sesquiterpene cyclase (or synthase). 
Scheme 18.1 outlines a proposed biosynthetic 
sequence for artemisinin. Amorpha-4,ll- 
diene has recently been isolated from A. 
annua extracts and is suggested as an inter- 
mediate in the biosynthesis (551). A key bio- 
synthetic enzyme, amorpha-4,ll-diene syn- 
thase, has been cloned, expressed, and 
characterized from A. annua (552). A protein 
accomplishing the transformation of artean- 
nuin B (44), the most abundant cadinane from 
A. annua, to artemisinin has been purified to 
homogeneity fromA. annua (553). From these 
studies, it is clear that at least some artemisi- 
nin is biosynthesized by an enzyme-mediated 
peroxidation. Although the conversion of 
amorpha-4,ll-diene to artemisinic acid is, at 
present, undocumented, the remaining steps 
through dihydroartemisinic acid (45) have 
been replicated under conditions that mimic 
those of the plant (554, 555). The steps from 
dihydroartemisinic acid to artemisinin may be 
non-enzymatic in the plant (555). 

Artemisinin has been prepared by total 
synthesis in several laboratories (537, 539, 
556). Schmid and Hofheinz, of the Hoffmann- 
LaRoche Company, prepared artemisinin 
starting from (-)-isopulegol (557). The key 
step was a photo-oxygenation of a methyl vinyl 
ether followed by acidic ring closure to give the 
endoperoxide linkage. The synthesis estab- 
lished the absolute stereochemistry of arte- 
misinin. Avery and co-workers used (R)-(+)-  
pulegone to set the necessary stereochemistry 
and incorporated the peroxide group by ozo- 
nolysis of a vinylsilane in their total synthesis 
(558, 559). Using similar methods, Avery's 
group also prepared (+)-9-desmethylartemisi- 
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PPO ' A  
farnesyl diphosphate (FDP) amorpha-4,11,-diene ' (43) artemisinic acid 

* 
non-enzymatic? 

dihydroartemisinic acid 
hydroperoxide 

(42) artemisinin 

Scheme 18.1. Proposed biosynthetic pathways for artemisinin. 

nin (559) and (+)-6,9-didesmethylartemisinin 
(560). Zhou et al., of the Shanghai Institute of 
Organic Chemistry, began their synthesis 
from natural artemisinic acid (561). Later, 
they synthesized artemisinic acid from 10R 
(+)-citronella1 (562), thus bridging the gap for 
the totally synthetic material (563-565). A 
group at the University of Alberta reported a 
total synthesis of (+)-artemisinin starting 
from (-)-P-pinene (566). Syntheses of specifi- 
cally deuterated (567) and 14C-labeled arte- 

misinin has been reported (568, 569). Other 
noteworthy syntheses have been provided 
(570-574). Syntheses of artemisinin and its 
derivatives and analogs have been reviewed 
(534, 535, 575,576). 

A number of constituents ofA. annua other 
than artemisinin have been exploited in devel- 
oping semi-syntheses of artemisinin and its 
related compounds. Among these, artemisinic 
acid (43) is 8-10 times more abundant than is 
artemisinin (547, 577) and can be isolated 
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from the plant source without chromatogra- 
phy (578). Partial syntheses of artemisinin 
from artemisinic acid or dihydroartemisinic 
acid (45) have been reported by Roth and Ac- 
ton (579, 5801, Ye and Wu (5741, Haynes and 
Vonwiller (581), and Lansbury and Nowak 
(582,5831, who also used arteannuin B (44) as 
a precursor for artemisinin. Although some 
very interesting chemistry has resulted from 
these approaches, the most economical source 
for artemisinin, both for use itself and for con- 
version into arteether, artemether, and arte- 
sunate, will continue to be A. annua. 

A fine summary of the chemistry, stability, 
and reactions of artemisinin is found in (529). 
The molecule itself is surprisingly robust. It is 
stable at temperatures above its melting point 
(156-157°C) (584) and at reflux in neutral 
solvents (bp < 100°C) for several days. Selec- 
tive reduction of artemisinin is possible: cat- 
alytic hydrogenation or reaction with tri- 

r phenylphosphine produces deoxyartemisinin 
(46) and borohydride reduction provides dihy- 

j droartemisinin (47) (585). Although the struc- 

(46) 
deoxyartemisinin 

(47) 
dihydroartemisinin 

ture of artemisinin was originally determined 
by X-ray analysis (531), a more recent X-ray 
study has provided improved atomic coordi- 
nates and a comparison of conformations be- 
tween artemisinin, dihydroartemisinin, and 

artemether (586). 13C data for a number of 
sesquiterpenoids and analogs related to arte- 
misinin have been reported (587). Guidelines 
for assigning stereochemistry in synthetic tri- 
oxanes based on 1D and 2D NMR data have 
been compiled (588). 

2.7.2 Structure-Activity Relationships. The 
artemisinins, although fabulously successful, 
do have drawbacks. Artemisinin has limited 
availability from the plant, relatively low po- 
tency, poor oral activity, poor oil and water 
solubility, and a short half-life. These issues 
and concern over neurotoxicity in some deriv- 
atives have resulted in a continuing search for 
improved compounds. A plethora of analogs 
and derivatives of artemisinin have been pre- 
pared and evaluated for antimalarial effect. 
Activity data on these compounds have been 
compiled in several excellent review articles 
(534, 535, 539, 575, 589). The study of these 
compounds has led to the development of 
some general structure-activity relationships 
(534,575, 590). 

The endoperoxide is essential for activity; 
deoxyartemisinin (461, in which the dioxy 
bridge has been reduced to mono-oxy, is com- 
pletely inactive (528,529,540,591). A number 
of synthetic peroxides have been screened for 
activity (592), and some very simple peroxides . 
such as hydrogen peroxide and tert-butyl hy- 
droperoxide, although only weakly active, 
have been found to suppress parasitemias of 
several Plasmodia in vivo (593). The presence 
of an endoperoxide is not sufficient on its own 
to confer activity, however (594,595); ascari- 
dole, a peroxy natural product, is not active at 
the maximum tolerated dose (596). Indeed, 
some bicyclic 1,2,4-trioxanes structurally un- 
related to artemisinin do not possess apprecia- 
ble activity (596-598). Clearly the peroxide 
grouping is necessary but not sufficient for ac- 
tivity. 

These results have led researchers to spec- 
ulate on what additional criteria need to be 
met in defining the antimalarial pharmaco- 
phore. Some have suggested that activity 
resides in the array of endoperoxide-ketal-ac- 
etal-lactone functionalities (599). The addi- 
tional oxygen substituent at the 5 position of 
the 1,2,4-trioxane has been identified as a pos- 
sible critical feature (598). A strong connec- 
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tion between the lipophilicity of a compound 
and its activity has led researchers to propose 
that the position of the peroxide bond relative 
to hydrophobic groups might be important 
(600). The investigation of 1,2,4-trioxanes as 
the central pharmacophore has borne promis- 
ing preliminary results. The structural re- 
quirement of a 1,2,4-trioxane is not absolute, 
however (601,602). Activity has been demon- 
strated in bicyclic peroxy compounds far re- 
moved from the artemisinin structure. 

It is quite clear that modifications of dihy- 
droartemisinin (47) and deoxoartemisinin 
(48) are well tolerated, and many derivatives 

(48) 
deoxoartemisinin 

and analogs of these types have been pre- 
pared. Both compounds are more potent than 
artemisinin itself. Among the agents presently 
in clinical use, dihydroartemisinin derivatives 
account for all of them except artemisinin it- 
self [dihydroartemisinin (47), artesunate (491, 

(49) 
artesunate 

artemether (50), arteether (51), and artelinic 
acid (52)l. It was realized quite early in struc- 
tural studies that, in general, the ether, ester, 
and carbonate derivatives of dihydroartemisi- 
nin demonstrate appreciable antimalarial ac- 

(52) 
artelinic acid 

tivity (603). One conclusion is that increasing 
polarity and water solubility of an artemisi- 
nin-type analog decreases the antimalarial ac- 
tivity. An example is that carboxylate esters 
have significantly greater antimalarial activ- 
ity than do the corresponding carboxylic acids 
in one series of dihydroartemisinin derivatives 
(604). The lesson from many analog studies 
seems to be that lipophilicity is an important 
factor in maintaining and increasing antima- 
larial activity, even though it might also con- 
tribute to the toxicity associated with some 
analogs. In contradiction of this conclusion, 
one notes that artesunate (49) and artelinic 
acid (52), both water-soluble derivatives of di- 
hydroartemisinin, are very active. One partic- 
ular emphasis has been to identify water-sol- 
uble compounds with better stability that 
artesunate, the only currently available arte- 
misinin drug that can be given intravenously. 
Several new families of active compounds, in- 
cluding those which are glycosylated (605) or 
containing amino groups (605-6071, have 
been identified, but none has been of sufficient 
interest as yet for further development. A 



2 Antimalarial Agents for Chemotherapy and Prophylaxis: Current Drugs in Use 

more promising example, however, is (531, 
which incorporates a phenylcarboxylate at the 
3 position (608). 

The oxygen functionality on the D ring, ei- 
ther alkoxy or carbonyl, is not required for 
antimalarial activity. A change in the D ring 
size, from 6 to 7, results in a decrease in activ- 
ity perhaps as a result of conformational 
changes (609). The addition of alkyl groups at 
position 9 on the artemisinin system provided 
a number of active analogs of deoxoartemisi- 
nin but was not uniformly advantageous to 
antimalarial activity (610). Introduction of 
functional groups at this site was similarly 
shown to be of little value (611). Smaller 
groups, methyl, ethyl, and propyl, can increase 
potency, but the effect drops off rapidly. The 
most lipophilic analogs are not the most active 
(600). Substitution and stereochemistry at po- 
sition 9 does impact antimalarial activity. 
9-Epi-artemisinin (54) and isoartemisitene 

(55) are approximately an order of magnitude 
less active than artemisinin (612, 613). The 
methyl group in 9-epi-artemisinin may be sit- 
uated such that steric hindrance of the perox- 
ide bond results. 6,9-Didesmethylartemisinin 
(56) was reported to have significant activity 
in vitro (614). So while many changes at posi- 
tion 9 result in active compounds, not all vari- 
ations lead to good activity. An intact D ring 
does not seem to be required, but those com- 

(55 )  
isoartemisitene 

pounds with an alkoxy group on a bicyclic tri- 
oxane tend to be more active than those with- 
out. A series of compounds based on alcohol 
structure (57) were synthesized and evaluated 

for antimalarial activity (615). Several of the 
structures approached the activity seen with 
artemisinin. Most analogs have kept an intact 
C ring because it provides a convenient scaf- 
fold for construction of the bicyclic AB system. 
There is some suggestion that the &methyl 
contributes to the activity of artemisinin 
(575). Compounds with a simple dioxane ring 
instead of the trioxane such as (58) are active 
(601), again demonstrating that the trioxane 
is not a required component for antimalarial 
activity. Replacement of the methyl group at 
position 3 with other alkyl or alkaryl groups 
yields active compounds (610). In general, in- 
corporation of substituents at position 3 leads 
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ried out on artemisinin and on synthetic triox- 
anes using a number of different approaches 
and techniques (619-627). For the most part, 

to compounds with less activity than com- 
pounds with substitution at position 9. The 
presence of an A ring provides compounds 
with greater activity; this may be because of 
the need for some degree of rigidity in the AB 
system. 

There is no clear indication, either from the 
activity of racemic analogs or from the pro- 
posed mechanism of action, for chiral prefer- 
ences in antimalarial behavior. For com- 
pounds derived from artemisinin itself, no 
question of absolute stereochemistry arises. 
Purely synthetic analogs have most often been 
prepared in racemic form; these compounds 
can have significant amounts of activity. Fu- 
ture studies may uncover stereochemical is- 
sues in the mechanism of action of the arte- 
misinins with parasite proteins. Differences in 
relative stereochemistry can produce signifi- 
cant differences in antimalarial activity, how- 
ever (612, 616). Much might be learned from 
examining the activity of the enantiomer of 
naturally occurring artemisinin. None has yet 
been prepared, as well as can be determined, 
either by asymmetric synthesis nor by separa- 
tion of synthetic racemic material. " 

Acton et al., in the course of describing 
some artemisinin analogs with substituents at 
the 9 position, makes useful comments about 
artemisinin SAR (617). They observed that 
"lack of activity in a parent compound need 
not consign derivatives of that compound to 
the dustbin of chemistry since [structural 
changes] can convert compounds with little or 
no discernible activity into derivatives with 
quite respectable antimalarial behavior." An 
example of this is found in the work of Posner 
et al. (6181, where a parent tricyclic 1,2,4-tri- 
oxane alcohol was relatively inactive while its 
derivatives showed good activity. 

A number of quantitative structure-activ- 
ity relationship (QSAR) studies have been car- 

these models gave satisfactory predictive re- 
sults. It was suggested that the reactivity of 
this system is related to the rather dramatic 
region of negative potential that surrounds 
the molecule, including all three oxygens of 
the trioxane. The atoms of the trioxane ring 
along with the .D ring oxygen, the lactol car- 
bon, and the lactol oxygen were located as the 
important grouping for antimalarial activity. 
Cyclic voltammetry studies indicate that the 
irreversible reduction potentials of a number 
of artemisinins and analogs gave a good corre- 
lation with antimalarial activity reconfirming 
the essential nature of the peroxide moiety 
(628). 

2.7.3 Mechanism of Action. The mecha- 
nism of action of the artemisinins against ma- 
laria has been the subject of fascinating recent 
work although the situation at present is far 
from settled. Several reviews are available 
that address this topic (534, 575, 629, 630). 
Early on it was determined that artemisinin 
had a direct parasiticidal action against P. fal- 
ciparum in the erythrocytic stage both in vitro 
and in vivo (540,631,632). These compounds 
also show cytotoxicity at considerably higher 
concentrations than those necessary for anii- 
malarial activity (633). The key morphologic 
changes observed on artemisinin administra- 
tion to parasite-infected erythrocytes involves 
disruption of the food vacuole membranes 
(634). The breakdown of the vacuole mem- 
branes causes the release of the digestive en- 
zymes resulting in harmful effects on the cy- 
toplasm. Artemisinin enhanced the oxidation 
of lipid membranes in the presence of heme 
(635). Even so, the antimalarial action of arte- 
misinin is not caused by a direct effect on the 
lipid structure of the membrane (636). A cor- 
relation in time between the morphological 
changes in the parasite and the biochemical 
suppression of protein synthesis by artemisi- 
nin was noted (637, 638). Tritiated dihydro- 
artemisinin was reversibly and saturably 
accumulated from low concentrations into 
erythrocytes infected with P. falciparum 
(639). Uninfected erythrocytes concentrated 
the drug less than twofold, whereas infected 
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erythrocytes achieved more than 300 times 
the medium concentration. Artemisinin and 
its derivatives are transported by a vacuolar 
network induced by P. falciparum; interaction 
with this membrane network may be impli- 
cated in the mechanism of action (640). Inter- 
estingly, labeled dihydroartemisinin becomes 
bound to both proteins and lipids in isolated 
red cell membrane preparations but does not 
associate with the same components in intact 
red cells (641). One explanation is that in- 
fected erythrocytes have a altered distribution 
of membrane lipids which may promote drug 
binding. Interactions between artemisinin 
and DNA were not observed (642). Artemisi- 
nin has high permeability across biological 
membranes (643). 

The requirement of iron for activity of ar- 
temisinin is well known. Whereas hemoglobin 
and hemozoin react poorly, free iron and 
heme-iron react readily under a number of ex- 
perimental conditions (644). The binding af- 
finity of artemisinin derivatives to heme 
seems to correlate well with antimalarial ac- 
tivity (645). Free radical scavengers and iron 
chelators are known to antagonize the drug's 
action (646-648). Interestingly, compounds 
in which an iron chelating group has been at- 
tached to the artemisinin central structure 
were as active as artemisinin but no more ac- 
tive (649). Iron is not the only metal that can 
promote the decomposition of artemisinin. 
When plasmodia infected mice were treated 
with a combination of artemisinin and a man- 
ganese porphyrin complex, which by itself was 
devoid of antimalarial activity, the effect of 
artemisinin was increased by 50%. The au- 
thors suggest that the activation of artemisi- 
nin by a metal porphyrin in vivo was con- 
firmed by these results (650). 

Although controversy remains about the 
details of artemisinin's mechanism of action 
(651,6521, a general scheme based on the rad- 
ical decomposition of artemisinin by iron has 
been developed. A nimber of lines of evidence 
led Wu and colleagues to propose a "unified" 
mechanism (Scheme 18.2) (653), developed 
from the pioneering work of Meshnick (654), 
Posner (630,655), and Jefford (656) and their 
co-workers. The pathway commences with 
cleavage of the artemisinin peroxy bond by 
single electron transfer (SET) from Fe(I1) of 

heme. Two possible oxygen-centered radical 
anions could be generated by this process, 
with structures A and B. These intermediates 
may be interconvertible, explaining the differ- 
ent ratios of product obtained under various 
conditions. Further transformation of A by a 
1,5-hydrogen shift yields a secondary carbon- 
centered radical C (655). Several routes lead 
from C to provide the known products of 
chemical and biological reactions (59), (60), 
(61), and (62). Alternatively, scission of the 
C3-424 bond of B leads to  primary carbon- 
centered radical D which is proposed to react 
intrarnolecularly to form a tetrahydrofuran 
product (62). Other scission pathways are also 
possible. 

In support of this scheme, primary and sec- 
ondary carbon radicals were detected in EPR 
experiments using artemisinin with iron in 
the presence of spin-traps in a ratio of 1:4, 
consistent with intermediates D and C (657). 
Subsequent transformations provided the 
products observed from a number of studies of 
the iron-mediated decomposition of artemisi- 
nin. Further evidence for the existence of a 
primary radical such as D was obtained from 
studies of various metalloporphyrins with ar- 
temisinin, artemether or Fenozan-50F (658- 
660). Covalent adducts between C4 of the drug ' 
and heme were fully characterized. Reaction 
of artemisinin with free iron in the presence of 
a sulfhydryl compound yielded a product that 
could only have been formed from D (661). 
Additional EPR data also exists in support of a 
secondary radical generated from arteflene 
(662). 

Structures and stabilities of 0-centered 
and C-centered radicals derived from a model 
trioxane (2,3,5-trioxabicyclo[2.2.3]nonane) 
using density functional theory found that the 
C-centered free radicals were predicted to be 
stable. The lo C-radical (D) was more stable 
than the 2" C-radical (C) (663). Further calcu- 
lational studies identified transition state 
structures for the radical transformations in 
the model compound and found a low activa- 
tion energy for the 1,5-hydrogen shift process 
(664). From the calculated lifetimes of the 0- 
centered radicals, the authors predict that 
these intermediates should be detectable at 
low temperature. 
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Scheme 18.2. Proposed radical decomposition of artemisinin. 

Several workers have investigated the 
Fe(I1)-mediated degradation of artemisinin 
derivatives and synthetic endoperoxides un- 
der biomimetic conditions (665-667). The ma- 
jor products obtained from these studies have 
been shown to be a tetrahydrofuran (62), sup- 
porting the intermediacy of a primary C-cen- 
tered radical such as D and a hydroxy deoxo 
derivative (60) suggesting the involvement of 
a secondary C-centered radical intermediate 
such as C. 

In additional studies, the possibility of the 
involvement of a carbon-centered radical (A) 
in the mechanism of action was explored 
(665). A series of analogs, some with ab- 
stractable 4a-hydrogen (63) and some without 
(64), were prepared and tested for antimalar- 
ial activity. Those compounds with an avail- 
able 4a-hydrogen showed activity at 12-200 
times that of the corresponding 4P-epimers 

(668). These results are interpreted to suggest 
the requirement of an abstractable H at the 
4a-position for good antimalarial activity. As 
further proof of the proposed mechanism of 
action, Fe(IV)=O has been detected in reac- 
tions of artemisinin with ferrous ion (669, 
670). In Fourier transform infrared and reso- 
nance Raman studies with artemisinin and 
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hemin dimer, researchers report identifica- 
tion of vibrational modes consistent with a 
heme ferryl-0x0 ( F d )  stretch (671). They 
believe this provides direct evidence for pres- 
ence of this species in the interaction of arte- 
misinin with heme. It is suggested that the 
high-valent iron-0x0 species and an electro- 
philic (and cytotoxic) epoxide (59) derived 
from artemisinin are formed concurrently. 

To test the requirements for the carbon- 
centered radical, Avery's group prepared an 
analog designed to stabilize such an inteme- 
diate (672). The analog lacked the non-perox- 
idic oxygen of the trioxane system and did not 
display significant antimalarial potency when 
compared with artemisinin. Some analogs 
with 4P-substituents that would be expected 
to provide stabilization for a radical were less 
active than the parent (unsubstituted) system 
(668). These results indicate that stabilization 
of a C-4 radical does not necessarily improve 
antimalarial activity. The exact role of a C-4 
radical in the mechanism of action of artemisi- 
nin remains under discussion. 

The selectivity of artemisinin's toxicity for 
infected erythrocytes, where the necessary 
heme-iron is available, is thereby accounted 
for as is the necessity for the peroxide func- 
tionality. Membrane damage is one result of 
the interaction between hemin and artemisi- 
nin (673). Molecular modeling studies of the 
interaction of artemisinin with heme suggest 
that a stable docking arrangement brings the 
endoperoxide bridge in close proximity to the 
heme iron (674). 

It remains unclear how this pathway con- 
tributes to the overall destruction of the para- 
site. Several of the intermediates in the path- 
way are candidates for a reactive entity that 
confers cellular damage. The radical species 

themselves may act to alkylate proteins or 
heme. And the epoxide (69) has been sug- 
gested as a potential site for further reaction. 

An alternative viewpoint suggests that 
whereas radicals may indeed be formed 
through interaction with iron sources in vivo, 
such radicals must be short-lived, evidenced 
by the trapping with porphyrins. The radical 
intermediates would notldo not have a suffi- 
cient lifetime to diffuse to other sites to accom- 
plish parasite damage. Also, although forma- 
tion of carbon-centered radicals is common in 
the reductive cleavage of endoperoxides, not 
all endoperoxides are active antimalarials. 
Rather, these authors envision a different 
pathway for artemisinin degradation and ac- 
tion (Scheme 18.3) (675-677). The peroxide 
may complex with Fe(I1) or become proton- 
ated which then activates the ring-opening 
steps to generate an electrophilic cation E. 
Elimination of a proton yields an open hy- 
droperoxide or a metal peroxide F. This inter- 
mediate then may be responsible for the re- 
maining events. The biological significance of 
hydroperoxides in relation to hydroxylations 
and autoxidation is well established. It was 
observed that all active peroxidic antimalari- 
als possessed groups that were capable of sta- 
bilizing the positive charge of E induced by 
heterolytic ring opening. 

The next step in the proposed mechanism of 
action is the alkylation of proteins by artemisi- 
nin (678). A clear-cut correlation between anti- 
malarial potency and the alkylative property of 
synthetic tricyclic trioxanes was reported (679). 
In the presence of hemin, artemisinin residues 
become covalently linked to human albumin, 
probably through thiol and amino groups (680). 
Artemisinin becomes bound to certain hemo- 
proteins i n  vitro but not to heme-free globin 
and not to DNA (681). Further studies with 
artemisinin and artemisinin derivatives have 
demonstrated that the endoperoxides react 
with specific parasitic proteins to form co- 
valently linked species (682). In P. falciparum, 
one of the main alkylation targets is the trans- 
lationally controlled tumor protein (TCTP) 
homolog (683). In resistant parasites, expres- 
sion of TCTP was increased over sensitive 
strains, although it is not clear whether this 
observation is connected with the mechanisms 
of resistance (684). Artemisinin also forms ad- 
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(60) 

Scheme 18.3. Proposed heterolytic decomposition of artemisinin. 

ducts with heme; a covalent alkylation prod- 
uct of heme with artemisinin was isolated and 
fully characterized (658). It is not clear, how- 
ever, what role these drug-heme adducts may 
play in the mechanism of action of artemisi- 
nin. The heme-artemisinin adduct was not 
toxic to in vitro cultures of P. falciparum when 
added to the media (654). 

Artemisinin also forms an adduct with glu- 
tathione, and it has been suggested that the 
reduction in the amount of available glutathi- 
one or the inhibition of glutathione reductase 
by the adduct may contribute to antimalarial 
activity (685). There are conflicting reports on 
the effect of artemisinin on hemozoin forma- 

tion; one group states that they observed little 
effect from artemisinin (686) while others 
noted a great reduction in hemozoin produc- 
tion (687, 688) and potent inhibition of both 
hemoglobin breakdown and heme sequestra- 
tion (689). 

2.7.4 First Generation Artemisinins. More 
than 2 million patients have been treated with 
artemisinin agents. Clinical trials comparing 
various artemisinins in various routes of ad- 
ministration found no particular compound 
obviously superior to the others, nor was a 
particular route more efficacious; all treat- 
ments with all the compounds tested were 
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safe, well tolerated, and highly effective (690- 
692). Several formulations of artemisinin and 
its derivatives have been developed for clinical 
use. Artemisinin and artemether can be dis- 
solved or suspended in oil for intramuscular 
injection. An aqueous suspension of artemisi- 
nin has been used intramuscularly. Artesu- 
nate solutions are available for either intra- 
muscular or intravenous injection. Tablets of 
artemisinin or artesunate and capsules of ar- 
temether are available for oral dosing. Suppos- 
itories of artemisinin and of artesunate are 
increasingly used. When any of the artemisi- 
nin drugs are used in monotherapy for uncom- 
plicated malaria, whether given orally, by in- 
tramuscular injection, by intravenous injection, 
or by suppository, the mean times to clearance 
of parasites and fever are several hours 
shorter than with other antimalarials (693, 
694). In cases of cerebral malaria, shorter 
coma resolution is observed. The drugs are 
well tolerated and without evident toxicity, al- 
though questions have been raised concerning 
the neurotoxicity of artemether and arteether. 
In addition, the artemisinins have the broad- 
est stage specificity of action of any antimalar- 
ial currently in use. Treatment with artemisi- 
nin derivatives was found to greatly reduce 
the subsequent carriage of gametocytes pro- 
viding the potential for interrupting transmis- 
sion and preventing the spread of multi-drug 
resistant parasite (695). Given the ease of use 
and the efficacy of these drugs, it is expected 
that they will make a strong positive impact in 
community-based treatment (696). 

The percent of recrudescence is high with 
the artemisinins, with an average value of 24% 
for over 2000 patients in various trials. Be- 
cause of the difficulty in separating the inci- 
dence of recrudescence from re-infection, this 
frequency may be overestimated in practice. 
To achieve good 28-day cure rates with arte- 
misinin drugs alone, treatment over 5-7 days 
is required. Given the realities of human na- 
ture, when symptoms improve rapidly, pa- 
tients are less likely to continue drug treat- 
ment for longer than 3-4 days. The necessity 
for a prolonged course of therapy has been at- 
tributed to the short half-lives of the parent 
drugs and their active metabolites in plasma. 
Combinations of artemisinin drugs with other 
antimalarials are particularly attractive in ad- 

dressing the problem of recrudescence. Care- 
ful choice of the adjunct agent is important 
because of the observed antagonism of arte- 
misinin with antifolates, chloroquine, and py- 
rimethamine (697). Synergy has been noted 
for the combinations of artemisinin with ei- 
ther mefloquine (698) or tetracycline (697). A 
shorter course of treatment can be adopted 
when the drugs are used in combination, and 
thus patients are more likely to complete the 
prescribed therapy. A wide variety of combina- 
tion regimens have been studied and several 
are very effective. The efficacy, pharmacoki- 
netics, pharmacodynamics, clinical proper- 
ties, and tolerability of the artemisinins have 
been reviewed (137, 155, 262, 532, 533, 699, 
700). 

2.7-4.1 Artemisinin (42). Artemisinin has 
rapid action on all erythrocytic stages of the 
parasite (701). There is no sporontocidal ac- 
tion and no action against liver stages, but ga- 
metocytes are targets of the drug (702). Arte- 
misinin kinetics demonstrated a decrease in 
plasma concentrations during the course of 
treatment, a time-dependent phenomenon ob- 
served in both healthy adults (703) and in ma- 
laria patients (704) that may partially explain 
the recrudescence commonly seen with these 
agents. A single dose was poorly absorbed and 
rapidly cleared with large inter-individual. 
variance (705), and the results do not differ 
between healthy volunteers and patients with 
uncomplicated falciparum malaria (706). Food 
intake had no effect on artemisinin pharmaco- 
kinetics (707). In a study of artemisinin sup- 
positories, a formulation that has been dem- 
onstrated to be effective and well tolerated, 
therapeutic concentrations were reached 
(708). Artemisinin apparently induces its own 
elimination because it was shown in a study in 
rats that changes in transport associated with 
efflux by P-glycoprotein are not involved 
(709). Artemisinin metabolism is mediated 
primarily by CYP2B6 in human liver micro- 
somes (710); in addition, artemisinin induces 
CYP2C19 as well as at least one other enzyme 
(711). This may have implications for drug 
metabolism in combination therapy. One of 
the elimination products of artemisinin is the 
glucuronide of dihydroartemisinin. The hu- 
man metabolite has been unambiguously 
identified as the l2a-epimer (712). 
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The clinical efficacy and pharmacokinetics 
of artemisinin monotherapy and in combina- 
tion with mefloquine have been studied (713). 
The combination produced a more rapid clear- 
ance of parasitemia than artemisinin alone 
and accomplished radical cures. The dose and 
duration of artemisinin treatment was re- 
duced when used in conjunction with meflo- 
quine. Single-dose combination treatments 
were equally effective in acute uncomplicated 
malaria whether the drugs were given to- 
gether or sequentially (714). The high cost of 
mefloquine and its association with psychiat- 
ric disorders may limit the usefulness of this 
particular combination, however. A study in 
Vietnam showed that in uncomplicated falci- 
parum malaria, a single dose of artemisinin 
along with 5 days of quinine was as effective as 
the standard 7-day quinine regimen (715). 
Combinations with tetracycline have also 
been examined (716). 

As with all other known antimalarials, re- 
sistance to artemisinin can be induced (717), 
although this resistance is often unstable 
(684). In a study of P. berghei and P. yoelii 
strains, resistance to artemisinins and syn- 
thetic endoperoxides was induced by multiple 
passages of the parasite under drug pressure. 
When compared with resistance to amodia- 
quine, mefloquine, or atovaquone, resistance 
to the endoperoxides was at a low level and 
resistant parasites regained sensitivity once 
drug selection pressure was withdrawn (718). 
The possibility of cross-resistance with meflo- 
quine, quinine, and halofantrine in vitro has 
been seen in some experiments (719). To pro- 
vide baseline data for tracking the rise of re- 
sistance to the artemisinins, a study was car- 
ried out on drug susceptibility in Vietnam 
shortly after the introduction of artemisinins 
into nationwide use. All isolates were found to 
be sensitive to artemisinin, artesunate, dihy- 
droartemisinin, and quinine. All were resis- 
tant to chloroquine and mefloquine (720). 

WHO has issued guidelines for the use of 
artemisinin, suggesting that it be used as an 
alternative to quinine for the treatment of se- 
vere malaria in areas where sensitivity to qui- 
nine is reduced, that it be restricted to use in 
cases of multi-drug resistant infections, that it 
should always be used in combination with an- 
other effective drug or, in cases where combi- 

nations cannot be used, that a 7-day course of 
treatment is recommended with monitoring 
for compliance, and that it not be used as a 
prophylactic (721). 

2.7.4.2 Dihydroartemisinin (47). Dihydro- 
artemisinin is more active in vitro and in vivo 
than artemisinin or artesunate (722, 723) and 
more active in vitro than mefloquine or halo- 
fantrine (724). All currently available arte- 
misinin derivatives are metabolized rapidly to 
dihydroartemisinin, the main human metabo- 
lite. Although clinical trials have been carried 
out in China (725), the use of dihydroartemisi- 
nin has been limited by its low solubility and 
supposed instability. Treatment is effective 
and well tolerated in acute uncomplicated fal- 
ciparum malaria (726). As yet, no evidence of 
neurotoxicity has been observed. Sequential 
combinations of rectal dihydroartemisinin 
with mefloauine was found to be a useful al- 

A 

ternative to parenteral drugs in severely ill 
patients (727). As with all the artemisinins, 
recrudescence is a problem. In a dosing study, 
researchers in China determined that cure 
rates of >97% were achieved with a 7-day reg- 
imen of dihydroartemisinin; a 5-day regimen 
provided cure rates of 80% (728). Pharmacoki- 
netic studies in human volunteers have shown 
that dihydroartemisinin is more bioavailable 
than artemisinin (729, 730). The 'H NMR 
spectrum, the X-ray crystal structure (731j, 
and chemical stability studies (732) have been 
reported. 

2.7.4.3 Arfesunate (49). Artesunic acid is 
most commonly available as the sodium salt, 
sodium artesunate. In viuo, artesunate has 
higher activity than artemisinin (723) and sig- 
nificantly lower parasite clearance and fever 
clearance times (733). Artesunate suffers from 
intrinsic instability. Aqueous solutions are 
unstable at neutral pH and must be prepared 
from the powder by dissolution immediately 
before either intramuscular or intravenous in- 
jection. This is the only artemisinin derivative 
that can be given intravenously, a route that 
might allow improved pharmacokinetic pa- 
rameters over bolus administration (734). The 
pharmacokinetics and pharmacodynamics of 
oral, rectal, and intravenous artesunate in 
healthy volunteers (735) and in uncompli- 
cated falciparum malaria patients has been 
studied (736-738). The drug is rapidly ab- 



2 Antimalarial Agents for Chemotherapy and Prophylaxis: Current Drugs in Use 973 

sorbed, distributed, and eliminated. Oral and 
intravenous routes were comparable, but the 
rectal route may offer some advantages. Phar- 
macokinetic studies of artesunate in P. vivax 
confirms that the drug is rapidly effective ei- 
ther orally or intravenously. The properties 
were comparable with those reported for un- 
complicated falciparum malaria (739). Both 
artesunate and dihydroartemisinin, its major 
metabolite, are rapidly cleared leading to con- 
cerns that a once daily dosing regimen allows 
periods of nonsuppression (740). Recent stud- 
ies have confirmed, however, that once-daily 
dosing gives results identical with those ob- 
tained from more frequent administration, 
suggesting that pharmacodynamic behavior 
may be more significant than pharmacoki- 
netic properties in these drugs (741). Artesu- 
nate was found to inhibit cytoadherence, the 
pathological process that contributes to micro- 
vascular obstruction in severe falciparum ma- 
laria (742). Studies of artesunate with hemin 
using electrochemical methods indicated that 
artesunate possesses an identical mechanism 
of action as does artemisinin (743). 

Clinical trials have been carried out in 
China (7251, Vietnam (744), and Thailand 
(745). Both 5- and 7-day regimens of oral arte- 
sunate were effective and safe in treating un- 
complicated falciparum malaria in Thailand 
(746). The completed clinical trials of rectal 
artesunate have been summarized (511). 
Short-term monotherapy with artesunate 
suppositories affected a rapid reduction in 
parasitemia, especially useful with patients 
who cannot take medication by mouth, who 
are unable to travel to health care facilities, or 
who live in areas where administration of par- 
enteral drugs is problematic (747). In a small 
study, artesunate was administered to preg- 
nant women and was well tolerated with no 
adverse drug effects noted; normal neurologi- 
cal development was observed in all the neo- 
nates that were able to be followed (748). 

A goal in the design of therapeutic regi- 
mens with artesunate has been the develop- 
ment of a treatment of short duration that 
maintains efficacy. In comparison with a 7-day 
course of quinineltetracycline, a 5-day course 
of artesunate monotherapy (749) or a 7-day 
combination of artesunate and tetracycline 
(750) produced lower rates of recrudescence, 

faster parasite and fever clearance times, 
fewer side effects, and equally high cure rates. 
Oral artesunate was superior to an intrave- 
nous quinine loading dose in patients at risk of 
developing life-threatening complications but 
who were able to take oral medications (751). 
Obviously, oral dosing is much more conve- 
nient especially in community treatment ap- 
proaches and avoids risks of using needles. 

A number of studies have shown the bene- 
fits of combining artesunate, administered ei- 
ther orally or as suppositories, with meflo- 
quine in the treatment of multi-drug- 
resistant falciparum malaria (752-755). A 
seauential administration of artesunate fol- * 

lowed by mefloquine was more effective than 
either drug alone, and it was well tolerated 
(756, 757). Artesunate rapidly reduces para- 
sitemia, and mefloquine has a long-term effect 
in clearing residual parasites. This combina- 
tion reduced the incidence of falciparum ma- 
laria and seemed to halt the progression of 
mefloquine resistance in a study in Thailand 
(758). Artesunate is synergistic with both qui- 
nine and mefloquine in vitro against P. faki- 
parum (759). 

The WHO has developed artesunate as an 
emergency treatment for malaria (760). The 
population most at risk of death are infants 
and children in Africa. In this group, symp- ' 

toms can rapidly progress so that they are 
soon too ill to take an oral medication; the 
artesunate suppositories provide an effective 
alternative. 

2.7.4.4 Artemether (50). Artemether (Palu- 
ther) is the methyl acetal derivative of dihy- 
droartemisinin. The details of its structure 
have been elucidated by 'H NMR and X-ray 
crystallography (731). This oil-soluble deriva- 
tive has high blood schizonticidal activity com- 
parable with that of arteether in vitro and in 
uivo (761). As with artesunate, artemether in- 
hibits cytoadherence (742). The main metabo- 
lite of artemether is dihydroartemisinin, for 
which artemether may be considered a pro- 
drug. A number of hydroxylated metabolites 
were formed by microbial transformation 
(762) and as biliary metabolites in rats (763). 
Pharmacokinetic studies have been carried 
out in healthy subjects using oral (764, 765) 
and intramuscular administration (765). 
Studies of the clinical pharmacokinetics, 
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safety, and tolerance of artemether in healthy 
volunteers and in ~a t ien t s  with acute uncom- 
plicated falciparum malaria have also been re- 
ported (339, 766, 767). Pharmacokinetics in 
patients from Thailand (768) and China (769) 
using multi-dose regimens were studied as 
well. The bioavailability of artemether in chil- 
dren with cerebral malaria was found to be 
highly variable, particularly when respiratory 
distress was also present (770). 

Clinical trials have been carried out in 
China (7251, Vietnam (7441, Thailand (745), 
and India (771). There is a quick resolution of 
coma in children with cerebral malaria (772) 
and more rapid clearance of parasites than is 
seen with chloroquine (773) or quinine (774). 
In African children with severe falciparum 
malaria, artemether was highly effective espe- 
cially against chloroquine and pyrimethamine 
resistant infections (775-777). Similar results 
were obtained in studies with Thai adults 
(778). Artemether compares favorably with, 
and may be superior to, quinine in treating 
severe falciparum malaria in children or 
adults (779-781). Of particular interest has 
been the identification of an agent to replace 
intravenous quinine for severe malaria in ar- 
eas where quinine resistance is increasing. In- 
tramuscular artemether was found to be as 
efficacious as intravenous quinine in Papua 
New Guinea (782) and in Nigerian children 
(783). Intramuscular artemether was com- 
pletely effective in treating children with re- 
crudescent P. falciparum, those having expe- 
rienced treatment failures with other 
regimens (784). A meta-analysis of random- 
ized clinical trials that compared artemether 
with quinine for severe malaria concluded 
that artemether was as effective as quinine 
(785). Substitution of artemether for quinine 

- 

also avoids any cardiotoxic or hypoglycemic ef- 
fects associated with quinine use. 

A combination of artemether with meflo- 
quine was found to be safe and effective in 
treating complicated falciparum malaria in 
Myanmar (786) and in treating drug-resistant 
malaria during the second and third trimes- 
ters of pregnancy (787). Very little recrudes- 
cence was observed with the combination. In a 
study of fresh isolates from Senegal (788) or 
Gabon (789) there were indications of in vitro 
cross-resistance of artemether with standard 

antimalarial agents. This is not necessarily an 
indication of i n  vivo cross-resistance but rein- 
forces the need to use new drugs, particularly 
the artemisinins, in combination only. 

2.7.4.5 Arteether (51). Arteether (Artemo- 
till is the ethyl acetal of dihydroartemisinin. 
The drug is approved for restricted use as al- 
ternative treatment for multi-drug resistant 
P. falciparum in India (790). Arteether was 
synthesized in 1988 (541) and chosen for de- 
velopment because of its greater lipophilicity 
than artemether and the advantage of less 
toxic metabolites relative to artemether (eth- 
anol versus methanol). Other synthetic meth- 
ods to the arteethers have been reported (791, 
7921, and a stereoselective synthesis of a-ar- 
teether from artemisinin has appeared (793). 
Synthesis of the specifically labeled arteethers 
11-L3H]-arteether (794) and 14-[2H]-arteether 
(795) have been accomplished. The p-isomer is 
crystalline and therefore easily purified; the 
a-isomer is not and both arteethers are low 
melting solids. NMR data, both 'H and 13C, 
are available (796, 797) as is an X-ray struc- 
ture determination (731). The acid decompo- 
sition reactions of arteether have been studied 
(798, 799); decomposition in simulated stom- 
ach acid yielded compounds which retained 
antimalarial activity (800). A number of me- 
tabolites of arteether have been identified: di- 
hydroartemisinin, deoxydihydroartemisinin, 
3a-hydroxydeoxydihydroartemisinin, 3a-hy- 
droxyarteether, 9a-hydroxyarteether, 9a-hy- 
droxydihydroartemisinin, 3a-hydroxydeoxy- 
arteether, and tetrahydrofuran derivatives 
(801-804). A different metabolite, la-hy- 
droxyarteether was isolated as a result of mi- 
crobial metabolism (805). Glucuronides of 
these hydroxylated metabolites were synthe- 
sized and all were significantly less active than 
arteether (806). P-Arteether is metabolized to 
dihydroartemisinin primarily by CYP3A4 in 
human liver microsomes (807). 

Arteether is comparable in activity with ar- 
temether in vitro and in vivo (761). A strain of 
P. yoelii that was highly resistant to chloro- 
quine, mefloquine, and quinine was com- 
pletely susceptible to arteether (808). Al- 
though the drug is not active against 
sporozoites, hypnozoites, nor exo-erythrocytic 
stages of P. cynomolgi, it is several times more 
active than artemisinin in curing P. cynomolgi 
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infections (809). Rings and young trophozoites 
are the most susceptible stages of the parasite 
life-cycle to arteether (810). The use of a,P- 
arteether in patients with severe falciparum 
malaria in India, given intramuscularly once 
daily for 3 days, gave good results with no ev- 
idence of toxicity. As with artemether, ar- 
teether may serve as a good alternative to in- 
travenous quinine in severe cases far from 
primary health care (811). The pharmacology 
of a/Sarteether as a 30:70 mixture has been 
studied (812). In comparing the isomers, P and 
a/P (30:70) are equally effective against P. 
cynomolgi in monkeys; a-arteether is slightly 
less active (813). Pharmacokinetic studies in 
dog (814) and in humans (766) have shown the 
drug to be well tolerated with a long elimina- 
tion half-life of 25-72 h. At higher doses, toxic 
effects in animals are seen on heart, brain, 
bone marrow, kidney, and liver (815). Ar- 
teether binds human plasma proteins in vitro 
(8161, binding to a1-glycoprotein more tightly 
than to albumin; concentrations of al-glyco- 
protein are markedly increased during ma- 
laria infection. Synergism has been observed 
between arteether and mefloquine or quinine 
in vitro (817). 

Both arteether and artemether have been 
shown to cause neurotoxicity in vitro (818, 
819) and in animal models (820-822), but the 
effects only occurred at high doses or after pro- 
longed exposure (823). Arteether was demon- 
strated to produce irreversible neural injury 
in monkeys after 14 days of intramuscular ad- 
ministration. It remains unclear whether a 
5-day course of treatment that would consti- 
tute a typical therapeutic regimen would pro- 
duce similar damage (824). A single high dose 
of arteether produced brainstem neuropathol- 
ogy in rats, although behavioral indicators of 
toxicity were negative (825); this observation 
points out the difficulty in detecting the onset 
of arteether-induced toxicity. Arteether was 
shown to accumulate in plasma of rats after 
repeated intramuscular dosing of a oil solu- 
tion. While this may contribute to efficacy, it 
also contributes to toxicity (826). There was a 
significant difference in toxicity depending on 
route of administration and len&h and - 
amount or dose. Intramuscular administra- 
tion or oral administration in the presence of 
peanut oil increased the toxic effects in mice 

(827) and dogs (828). On the other hand, once 
daily oral administration, especially under the 
usual 3- to 7-day course, was relatively safe. 

Brainstem auditory pathways may be par- 
ticularly vulnerable (829); in rats, there were 
significant decreases in auditory accuracy at 
high doses of arteether (830). An auditory 
evaluation of patients who had been treated 
with at least two courses of oral artemether or 
artesunate therapy were found not to differ 
significantly from controls. In this study, 
there was no evidence of significant neurotox- 
icity (831). 

Since the original report of neurotoxicity in 
animals, clinicians have been looking for signs 
of clinical neurotoxicity. A study of adverse 
effects in thousands of falciparum malaria pa- 
tients in Thailand found that artemether or 
artesunate treatment had fewer side effects 
than when therapy involved the combination 
of an artemisinin with mefloquine (832). One 
case was reported in which a patient suffered 
an extended period of tremors after two 
courses of artemether therapy (833). 

The results of the in vitro studies suggested 
a specific but as yet unidentified neuronal tar- 
get. Compared with arteether and artemether, 
derivatives such as artesunate showed less in- 
jury, whereas dihydroartemisinin showed 
more by parented administration (834). In 
vitro studies have shown that the neurotoxic 
effects of artemisinins were enhanced by the 
presence of hemin (835). The presence of the 
endoperoxide is required for toxicity. Higher 
lipophilicity was associated with greater neu- 
rotoxicity in a study of the stereoelectronic 
properties of the artemisinins (836). Dihydro- 
artemisinin produced changes in differentiat- 
ing NB2a neuroblastoma cells that may be re- 
lated to the neurotoxicity in animal models 
(837). Further. the neurotoxic effects seem to be 
mediated by drug binding to cellular proteins, 
binding that is increased in the presence of he- 
min (838). Antioxidants (ascorbic k i d  or gluta- 
thione) completely protected against the drug 
induced toxicity in vitro (839). Awn,  the inter- 
action of artemether with hemin was suggested 
as a possible toxic mechanism of toxicity. 

2.7.4.6 Artelinic Acid (52). Artelinic acid . . 
was developed as a water-soluble alternative 
to artesunate, and it has better stability in 
aqueous solution (840). A stereoselective syn- 



thesis of a-artelinic acid has been reported 
(841). The drug possesses superior activity 
against P. berghei in vitro compared with ei- 
ther artemisinin or artesunate (840). The 
pharmacokinetics and pharmacodynamics of 
artelinic acid in rodents have been studied 
(842) along with its clinical pharmacology 
(339). Sodium p-artelinate was demonstrated 
to be an active gametocytocide against P. cyno- 
molgi by oral and intravenous administration 
(843). When compared with other artemisinin 
derivatives, artelinic acid had the highest 
plasma concentration, the highest oral bio- 
availability, the longest half-life, the lowest 
metabolism rate, and the lowest toxicity at 
equivalent doses (844), most likely because of 
its lower extent of conversion to dihydroarte- 
misinin and slower elimination (845). The 
drug has not yet found wide use. 

2.8 Other Agents 

2.8.1 Atovaquone and Malarone. The po- 
tential for anti-protozoal activity of hy- 
droxynaphthoquinones has been known for 
many years; hydrolapachol (65) was found to 

(65) 
hydrolapachol 

(66) 
lapinone 

be active against an avian malaria. Further 
studies identified lapinone (66) for clinical 
tests. Although effective against P. vivm, par- 
enteral administration was required and in- 
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terest lagged. Attempts to parlay these obser- 
vations into clinically active compounds led to 
the development of, first, menoctone (67), and 

(67) 
menoctone 

(68) 
atovaquone 

more recently, atovaquone (68) (846, 847). A 
short synthesis of atovaquone has been com- 
municated (848). Menoctone, although active 
in mice, demonstrated no activity in humans 
infected with P. falciparum. Poor bioavailabil- 
ity was the cause of that disappointing result. 
Also known as BW 566C80, atovaquone was 
selected for development from a series of syn- 
thetic hydroxynaphthoquinones. Metabolic 
studies had shown that many of the com- 
pounds in the series were unsuitable for clini- 
cal use because of extensive human metabo- 
lism, even though good activity had been 
reported in animal models (849). Atovaquone, 
in contrast, was inert to human liver micro- 
somes, displayed a plasma elimination half- 
life of 70 h, and was well tolerated. Absorption 
of the drug is slow and irregular, however. An 
increase in the plasma concentrations of 
atovaquone have been observed when dosing 
while giving with fatty foods (850). 

Malaria parasites are unable to salvage py- 
rimidine bases and nucleotides; acquisition 
must be through de nouo synthesis. Dihydro- 
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orotate dehydrogenase, a central enzyme in 
the de novo pyrimidine biosynthetic pathway, 
is moderately inhibited by atovaquone, which 
results in the accumulation of dihydroorotate 
and carbamoyl-aspartate, intermediates in py- 
rimidine biosynthesis (851, 852). Although 
growth of P. falciparum was inhibited by 
atovaquone, only moderate decreases in UTP, 
CTP, and dTTP levels were observed. Atova- 
quone at 15 plkl decreased the activity of hu- 
man dihydroorotate dehydrogenase by 50% 
(853). Kinetic data demonstrated that atova- 
quone was a competitive inhibitor with re- 
spect to the quinone co-substrate and an un- 
competitive inhibitor with respect to the 
substrate dihydroorotate. 

A second activity of this naphthoquinone is 
likely more directly related to antimalarial ef- 
fect. Atovaquone is thought to act at the cyto- 
chrome bcl (Complex 111) site of the mitochon- 
drial electron transport chain by indirectly 
inhibiting several metabolic enzymes linked 
through ubiquinone (847, 854, 855). This re- 
sults in the collapse of the plasmodia1 mito- 
chondrial membrane potential. Parasite respi- 
ration was inhibited within minutes after 
drug treatment (856). The inhibitory effects 
were 1000 times higher in Plasmodia mito- 
chondria than in isolated rat liver mitochon- 
dria. And purified ubiquinol-cytochrome c 
reductase from P. falciparum was more sensi- 
tive to atovaquone than was the mammalian 
enzyme (857). Intentionally developed resis- 
tance to atovaquone was accompanied by mu- 
tations in the cytochrome b gene of P. berghei 
(858) or P. yoelii (859). Recent evidence indi- 
cates that P. falciparum uses both a cyto- 
chrome chain and an alternative oxidase path- 
way for respiration (860). The action of 
atovaquone is potentiated by compounds that 
inhibit this alternative oxidase pathway, for 
example propyl gallate. Atovaquone inhibits 
up to 73% of P. falciparum oxygen consump- 
tion; this is consistent with known activity on 
the cytochrome bcl complex. Taken together, 
these findings strongly support the interac- 
tion of atovaquone with cytochrome bcl as a 
critical component of its mechanism of action. 

Trials in vitro showed good response and no 
evidence of cross-resistance (861). Human tri- 
als with oral atovaquone indicated that initial 
responses were good, with prompt clinical and 

parasitologic response, but that rates of recru- 
descence were high regardless of length of 
treatment (862, 863). Re-treatment of the pa- 
tients that suffered recrudescence with atova- 
quone were not successful, suggesting the de- 
velopment of drug resistance. Atovaquone 
demonstrated causal prophylactic activity in 
non-immune subjects who were challenged 
with mosquito transmitted P. falciparum 
(864). A number of agents were found to be 
synergistic with atovaquone including PS-15 
(8651, doxycycline (8661, proguanil, tetracy- 
cline, or 5-fluoroorotate in vitro (867, 868). 
The elimination route for atovaquone in hu- 
mans is almost exclusively in the feces, with 
no evidence of metabolites (869). Population 
pharmacokinetics in black, Oriental. and Ma- 
lay groups have been reported (870). 

Against P. berghei, atovaquone is highly 
potent against mosquito stages (871, 872), 
perhaps because of its ability to block the re- 
cruitment of asexual parasites andlor young 
(stage 1) gametocytes into the population of 
morphologically identifiable gametocytes 
(stages 2-5) of P. falciparum in vitro (873). 
Liver stage parasites are also inhibited when 
cultured in vitro (874). 

The combination of atovaquone and 
proguanil has been approved and is now mar- 
keted by Glaxo Wellcome as Malarone. The , 
clinical development of Malarone has been 
reviewed (875). In randomized, controlled 
clinical trials, treatment with Malarone was 
significantly more effective than mefloquine 
(Thailand), amodiaquine (Gabon), chloro- 
quine (Peru and Philippines), pyrimethaminel 
sulfadoxine (Zambia) (876), and chloroquine 
plus pyrimethamine/sulfadoxine (Philippines) 
(877). Overall cure rates exceeded 98% in 
more than 500 patients with falciparum ma- 
laria, even in strains that were resistant to 
proguanil or had been shown to be refractory 
to conventional therapy (878,879). The phar- 
macokinetics of atovaquone and proguanil 
and its metabolite cycloguanil were the same 
whether administered alone or in combination 
(880). The recommended regimen is 1000 mg 
atovaquone and 400 mg proguanil once a day 
for 3 days (863). It is effective in non-immune 
patients with uncomplicated falciparum ma- 
laria (8811, safe and effective in children (882), 
effective when used as the suppressive agent 



against P. v iva  infections (883), and effective 
against P. ovule and P. malariae infections 
(884). In studies of Malarone for prophylaxis 
in various parts of Africa, the drug was found 
to provide excellent efficacy along with being 
well tolerated (885-888). The CDC includes 
Malarone among the agents recommended as 
prophylaxis for persons traveling to areas 
known to have chloroquine-resistance (92) 
and for presumptive self-treatment for trav- 
elers. 

The two drugs are synergistic. Proguanil 
itself has no effect on electron transport nor 
mitochondrial membrane potentials (889). 
But it significantly enhanced the ability of 
atovaquone to collapse mitochondrial mem- 
brane potentials when used in combination. 

Atovaquone is a potent, selective inhibitor 
of a variety of medically important protozoa as 
well as Plasmodium species. It is now used to 
treat a number of AIDS-related opportunistic 
infections including Pneumocystis carinii 
pneumonia, toxoplasmosis, and babesiosis. 
The drug is expensive to produce and will not 
be affordable in poorer areas, especially Af- 
rica. Glaxo Wellcome has announced its inten- 
tion to provide the Malarone through a con- 
trolled donation program (890), part of which 
involves giving away 1,000,000 treatments 
each year to countries in Africa. The offer has 
met with skepticism by some governments, 
but pilot projects using Malarone are now un- 
derway (891). Extensive product information 
for Malarone is available on the web (892). 

A triple combination of atovaquone with 
dapsone and either proguanil or PS-15 holds 
promise for treating multi-drug resistant par- 
asites. It was more active than the combina- 
tion of atovaquone with proguanil perhaps be- 
cause of two pairs of synergistic interactions: 
proguanil with atovaquone and cycloguanil 
(the metabolite of proguanil) with dapsone 
(893,894). 

2.8.2 Lumefantrine. Lumefantrine (ben- 
flumetol, 69) was originally synthesized by the 
Academy of Military Medical Sciences in Bei- 
jing and underwent preliminary clinical trials 
in China. It belongs to the quinoline alcohol 
group that also includes quinine and meflo- 
quine. A synthesis has been reported (895) as 
has a crystal structure (896). The compound is 
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(69) 
lumefantrine 

used in racemic form, and no substantial dif- 
ferences were found between the racemate or 
each enantiomer separately (897). A metabo- 
lite of lumefantrine, desbutyl-lumenfantrine 
is active in its own right (898). The accepted 
view of the mechanism of action involves the 
interaction of the drug with heme (899). 
Lumefantrine shares several of the pharmaco- 
kinetic properties of other antimalarials, nota- 
bly mefloquine and halofantrine, in that it has 
a highly variable oral bioavailability between 
doses and between patients and is eliminated 
slowly. Pharmacokinetics and pharmacody- 
namics of lumefantrine in acute P. falciparum 
infections were reported (900). 

The activity of lumefantrine did not differ 
between chloroquine-sensitive and chloro- 
quine-resistant strains. Its in vitro activity 
against Cameroonian and Senegalese isolates 
was similar to that of mefloquine and slightly 
lower than that of artemisinin or pyronaridine 
(901, 902). 

A fixed combination of lumefantrine with 
artemether (CGP 56697, Coartem, Riamet) 
has proven to be particularly promising. 
Phase I1 clinical trials of the combination were 
carried out in China. Parasite reduction at 
24 h was 99.4%, the cure rate was 96%, and 
recrudescence was low (903). No adverse ef- 
fects were encountered. Subsequent develop- 
ment has been carried out by Novartis Phar- 
maceuticals, and the combination was 
approved in Switzerland in 1999 (904). The 
clinical efficacy of the combination has been 
confirmed in studies carried out in Thailand 
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(905,906), India (907), The Gambia (908), and 
Tanzania (909). In some cases, a relatively 
high level of recrudescence was noted (910). In 
others, the cure rates were lower than that seen 
with mefloquine (911). A higher dose regimen 
was suggested to improve these slight draw- 
backs. For a summary of completed clinical tri- 
als of lumefantrinelartemether, see Ref. 511. 

Each tablet is 20 mg artemether and 120 mg 
lumefantrine, and a therapeutic regimen for 
adults is four doses of four tablets each at 0, 8, 
24, and 48 h. In cases of multi-drug resistant 
infections, six doses of four tablets would be ex- 
tended over 3 days. The fixed combination 
achieves its effect through an initial large reduc- 
tion in parasitemia by the rapidly absorbed ar- 
temether and the subsequent removal of any re- 
maining viable parasites by the intrinsically less 
active but more slowly eliminated lumefantrine 
(904). The synergism between the two drugs 
was documented even in a multi-drug resistant 
strain (912), and reviews of clinical phannacoki- 
netics (904, 913) and pharmacodynamics (913) 
of the combination are available. 

WHO and Novartis are providing develop- 
ing countries with Coartem at a cost of approx- 
imately US$O.10 per tablet, amounting to less 
than US$2.50 per treatment for adults and 
even less for children. 

2.8.3 Pyronaridine. The drug pyronaridine 
(70) (or malaridine), first synthesized in 1970, 

(70) 
pyronaridine 

is the product of many years of research that 
began with the quinacrine (mepacrine) nu- 
cleus (71), work that has been carried out pri- 

(71) 
quinacrine 

marily in China. Quinacrine was selected as 
the lead compound because of the activity of 
its derivatives against chloroquine-resistant 
strains of Plasmodium but was not pursued as 
an antimalarial agent itself because of toxic- 
ity. The side-chain of pyronaridine is similar 
to those of amodiaquine (72) and amopyro- 

(72) 
amodiaquine 

(73) 
amopyroquine 

quine (73). Issues leading to the design of py- 
ronaridine and its synthesis have been re- 
viewed (914). Reviews has also covered the 
actiyity in vitro and in vivo, toxicity, pharma- 
cokinetics, and clinical studies (914-917). Py- 
ronaridine is active against the erythrocytic 
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stages of malaria, although its mode of action 
is not well understood. It is not active against 
gametocytes (918). Early reports suggested 
that inhibition of the P. falciparum topoisom- 
erase I1 enzyme was associated with the mech- 
anism of action of the drug (919). Pyronari- 
dine inhibited parasite growth in the low 
nanomolar range but inhibited topoisomerase 
I1 only in the micromolar range, with no evi- 
dence of drug concentration in the parasite 
nucleus. In more recent studies, pyronaridine 
failed to show topoisomerase I1 activity 
against P. falciparum enzyme i n  situ (920). It 
has been observed that similar morphologic 
changes are seen in both pyronaridine- and 
chloroquine-treated parasites (921) and that 
the parasitic digestive system is affected (922). 
Pyronaridine is converted into reactive inter- 
mediates by oxidation of its p-aminophenol 
moiety (923). 

Preliminary clinical studies in China dem- " 

onstrated the efficacy of pyronaridine against 
P. falciparum and P. vivax (916,917). Similar 
results were obtained when the drug was used 
to treat P. ovule and P. malariae infections 
(924). Field testing in China has included sev- 
eral thousand patients, and the drug is well 
tolerated, with few major adverse effects being 
reported. Testing in other areas (Thailand, 
Cameroon) has confirmed the Chinese results 
(925-927). For a summary of completed clini- 
cal trials, see Ref. 511. 

Pyronaridine is available as its phosphate 
salt and can be given orally, intramuscularly, 
and intravenously. Recrudescence rates with 
pyronaridine alone are ~ 1 2 % ,  which is good 
but not exceptional (925). Given the propen- 
sity for resistance to pyronaridine to develop 
rapidly in in vitro studies (928, 929), most re- 
searchers are advocating the development of 
combinations with pyronaridine rather using 
the drug in monotherapy. In particular, a tri- 
ple combination of pyronaridine, sulfadoxine, 
and pyrimethamine has been studied with 
promising results; a single optimized dose 
gave a 100% cure rate in patients with acute 
falciparum malaria (930). In addition, a 5-year 
study of the triple combination, during which 
it was given as the only antimalarial drug at 
the study site in the Hainan Province, China, 
demonstrated that its effectiveness remained 
at the 100% level (931). No evidence of resis- 

tance was obtained. In an effort to evaluate 
alternatives for radical cure of vivax malaria, a 
combination of pyronaridine with primaquine 
was shown to have lower toxicity than chloro- 
quinelprimaquine in mice and rats (932). The 
effects of pyronaridine with primaquine were 
reported to be synergistic (933). Potentiation 
of antimalarial action was observed when py- 
ronaridine and artemisinin were used in com- 
bination with either an artemisinin-resistant 
or a pyronaridine-resistant strain of P. yoelii 
(929). 

Although cross-resistance with chloro- 
quine might be expected based on their struc- 
tural similarities, pyronaridine is effective 
against chloroquine-sensitive, chloroquine-re- 
sistant, and multi-drug-resistant parasite 
strains, comparing well with other common 
antimalarials in vitro and in rodent models 
(934-939). Paradoxically, a pyronaridine-re- 
sistant strain was shown to be resistant to 
chloroquine. Interesting patterns of cross-re- 
sistance among pyronaridine and several 
structural relatives in rodent malarias were 
noted; resistance to one does not necessarily 
imply resistance to the whole group (940,941). 

Estimates of the economics of pyronaridine 
use suggested that in Cameroon, pyronaridine 
treatment costs about three times as much as 
chloroquine and about twice as much as amb- 
diaquine or sulfadoxine/pyrimethamine. It is 
less than one-half as expensive as a full course 
of oral quinine, halofantrine, or sulfadoxine/ 
pyrimethamine/mefloquine. Given the in- 
creasing resistance to chloroquine in Africa 
and the toxicity of amodiaquine, pyronaridine 
has been suggested as a cost-effective alterna- 
tive treatment (926). A note of caution has 
been sounded, however, about the rapid de- 
ployment of this agent in endemic areas such 
as West Africa (942). Additional detailed phar- 
macokinetic data are required as well as long- 
term toxicity studies, especially given the 
structural similarities between the side- 
chains of pyronaridine and amodiaquine. 

A review of the development of pyronari- 
dine is available (943). The drug has been de- 
veloped and commercialized in China but is 
not routinely available elsewhere. At present 
no commercial partner has seemed interested 
in working toward international registration. 
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2.8.4 Amodiaquine. Amodiaquine (72, camo- 
quine) is a 4-aminoquinoline and is structur- 
ally related to chloroquine (944). The crystal 
structure has been reported (945). The use of 
amodiaquine in the treatment of uncompli- 
cated malaria has been reviewed (946). It was 
found that amodiaquine was decidedly more 
effective than chloroquine, despite the simi- 
larities in chemical structure, with times to 
parasite clearance being significantly shorter 
and fever clearance marginally faster. As 
might be expected, amodiaquine was less 
potent against chloroquine-resistant than 
against chloroquine-sensitive strains, but 
more potent than chloroquine against the re- 
sistant strains in vitro (947). Its toxicity 
seemed comparable with that of chloroquine 
when administered at doses up to 35 mg/kg 
over 3 days. Even though amodiaquine has 
not been as widely used in the treatment of 
malaria as chloroquine, good results have 
been obtained in comparison with other 
agents (948-950). 

A combination of amodiaquine with py- 
rimethamine/sulfadoxine gave better control 
of clinical symptoms than did the antifolates 
alone with no evidence of serious side-effects 
(951). Resistance to amodiaquine is not prev- 
alent (879) but has been observed (950, 952, 
953). An association between resistance to 
amodiaquine and resistance to chloroquine 
has been demonstrated in P. falciparum iso- 
lates, although the resistance mechanism is 
much less effective for amodiaquine than for 
chloroquine (954). 

Amodiaquine was thought to be well toler- 
ated until it began to be used widely for 
prophylaxis. At that point, evidence for its 
long-term toxicity emerged; consequently, 
amodiaquine is no longer used prophylacti- 
cally. Severe adverse effects associated with 
amodiaquine are agranulocytosis (955-957) 
and liver toxicity (957, 958). It has been sug- 
gested that the toxicity of amodiaquine is re- 
lated to reactive derivatives formed by oxida- 
tion of its phenolic side-chain, especially to the 
formation of a quinone-imine metabolite by 
biological oxidation (923,959-962). Much like 
chloroquine, amodiaquine has been shown to 
interact with ferriprotoporphyrin IX (963). 

The pharmacokinetics of amodiaquine 
have been studied (121, 964-966). The drug 

disappears rapidly from the blood with a ter- 
minal half-life of about 2 h after intravenous 
injection. An increased level of amodiaquine 
accumulation in comparison with chloroquine 
may be caused by enhanced affinity for a par- 
asite binding site and may also explain the 
greater inherent activity against P. falcipa- 
rum (967). Amodiaquine could be considered a 
prodrug; its main metabolite, monodesethyl- 
amodiaquine, is found in high concentrations 
in the blood after dosing and is highly active 
(966, 968, 969). Other metabolites that have 
been identified are bi-desethylamodiaquine 
and hydroxydesethylamodiaquine, both of 
which have negligible activity (970, 971). 
Amodiaquine was shown to be very weakly 
mutagenic in an Ames mutagenicity assay 
(972). 

SAR work on amodiaquine had previously 
shown that wide variations in the side-chain 
are accommodated with retention of antima- 
larial activity. 

Blocking of bioactivation pathways either 
through removal of the 5' phenol or introduc- 
ing a non-reactive substituents has been the 
main strategy (973, 974). Replacement of the 
3-diethylamino group with cyclic amines or 
with a tert-butyl group provided analogs (74) 
that were more active than amodiaquine (975- 

(74) 
R = propyl, isopropyl 

977). Reducing bioactivation also seems to re- 
sult in compounds with slo+er elimination 
and increased tissue accumulation (978). The 
suggestion is made that a specific binding site 
for amodiaquine-like compounds may exist 
and that characterization of such a site would 
facilitate further drug design. A conforma- 
tional analysis on structures related to amodi- 
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aquine revealed that the interatomic distance 
between the ring and side-chain nitrogen atoms 
is an important determinant of antimalarial ac- 
tivity (9791, Although amodiaquine does not 
form a complex with heme, it does inhibit hemo- 
zoin formation (IC,,, 250 rnM) (32). 

One analog of amodiaquine in particular 
was considered quite promising a t  one time. 
Tebuquine (75) was found to be more potent 

2.8.5 Antibiotics. Early studies revealed 
that chlortetracycline was active against avian 
malarias, although as a group the antibiotics 
were slow-acting, not truly curative, and not 
causally prophylactic. As such, no benefit from 
antibiotic use was envisioned. With the increase 
in drug-resistant strains of Plasmodia, the prac- 
ticality and use of antibiotics has been re-exam- 
ined. The most common antibiotics used against 
malaria are tetracycline (76) and doxycycline 

(75) 
tebuquine 

than amodiaquine or chloroquine, have excel- 
lent activity against resistant parasite strains, 
was curative in primate models, and had an ex- 
tended duration of action (980). Additional tebu- 
quine analogs were prepared and studied, al- 
though none was superior to the original (981). 

A difference of opinion has arisen about the 
future of amodiaquine in malaria manage- 
ment. The drug is clearly not appropriate for 
suppressive prophylaxis. However, there may 
be more leeway in regard to therapeutic use. 
At present, amodiaquine is not recommended 
for treatment or prophylaxis by the World 
Health Organization because of hepatic and 
hematological toxicity. Even so, some re- 
searchers are advocating an increased use of 
amodiaquine in treatment because it has 
higher activity than chloroquine, it has effi- 
cacy in areas where chloroquine resistance is 
reported, and it is often produced locally, mak- 
ing it an inexpensive drug (948,982). At a time 
when many countries in Africa are faced with 
identifying a first-line drug to replace chloro- 
quine, amodiaquine may be a viable alterna- 
tive despite its adverse effects (983-985), al- 
though caution is certainly warranted (986). 

(76) 
tetracycline 

(77) 
doxycycline 

(77). Doxycycline is a structural isomer of tetra- 
cycline with improved oral absorption; thus, a 
smaller therapeutic dose is required. 

Because of the slow-acting nature of these 
drugs, they are almost always used in combi- 
nation with a fast-acting agent such as chloro- 
quine or quinine in treating acute malarial 
attacks. In particular, a 7-day course of a tet- 
racycline-quinine combination has been found 
to be useful in treating chloroquine- and 
multi-drug-resistant strains (987, 988). Tet- 
racycline serves to increase the plasma qui- 
nine levels above those seen with equivalent 
dosing of quinine alone (131). 

Although tetracycline displays activity 
against primary tissue schizonts of chloro- 
quine-resistant strains of P. falciparum, its 
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long-term use as a prophylactic agent is not 
advised. On the other hand, doxycycline has 
been suggested for short-term prophylaxis by 
non-immune travelers (505, 989). It was 
highly efficacious and well tolerated as a pro- 
phylactic agent in Indonesian soldiers (990) 
and in semi-immune volunteers in Kenya 
(991). Another study with soldiers in hyper- 
endemic areas demonstrated that doxycycline 
could not be relied on for causal prophylaxis, 
however, even when combined with prima- 
quine (69). Because of their adverse effects on 
bones and teeth, tetracyclines should not be 
given to pregnant women or children less than 
8 years old (155), precisely the populations 
most vulnerable to malaria in endemic areas. 
The tetracyclines act against the blood stages 
of Plasmodia. In contrast with what is known 
about the action of tetracycline on pro- 
karyotes, its mode of action on Plasmodia is 
not completely understood. The site of action 
of tetracyclines is the parasite mitochondrion, 
with inhibition of mitochondrial protein syn- 
thesis the result (992). This would account for 
slow onset of action of the tetracyclines, be- 
cause mitochondrial replication may be re- 
stricted to a limited part of the cell cycle. 

Azithromycin (78), an erythromycin ana- 
log, is used to treat bacterial and chlamydia1 

(78) 
azithromycin 

half-life over doxycycline (994). Daily azithro- 
mycin provided excellent prophylactic results 
against P. vivax, comparable to those seen 
with doxycycline, but was less effective 
against P. falciparum in a study in Indonesia 
(995). A further advantage in substituting 
azithromycin for tetracycline in combination 
therapies is that there is no contraindication 
to administration of azithromycin to pregnant 
women or young children (996). 

Fluoroquinolone antibiotics such as cipro- 
floxacin (79), pefloxacin (go), norfloxacin (81), 

(79) 
ciprofloxacin 

(80) 
pefloxacin 

infections. When combined with fast-acting 
agents such as quinine, halofantrine, chloro- 

(81) 
norfloxacin 

quine, and artemisinin, the effects were addi- 
tive (993). Azithromycin may also have prom- trovafloxacin (82) have been shown to be active 
ise as a prophylactic agent, given its increased against P. falciparum in vitro (997, 998) and 
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(82) 
trovafloxacin 

against chloroquine-resistant P. yoelii in mice in 
vivo (999). Preliminary studies with drugs of 
this class suggested clinical antimalarial efficacy 
but more detailed investigations failed to con- 
fmn the earlier observations (1000). In combi- 
nation with quinine, pefloxacin did not potenti- 
ate the activity of quinine in terms of speed of 
parasite or fever clearance (1001). Norfloxacin 
was less effective than chloroquine in clinical 
studies (1002). The future role of the fluoro- 
quinolines is not likely to include &st-line ther- 
apy nor single-agent regimens. 

An unusual organelle, the apicomplexan 
plastid or apicoplast, found in certain para- 
sites including Plasmodium, may be the site of 
action of ciprofloxacin. This antibiotic inhibits 
replication of the apicoplast, blocking parasite 
replication (50). The specific action may in- 
volve inhibition of a topoisomerase I1 activity 
associated with the apicoplast (1003). 

Clindamycin (83), a lincosamide antibiotic 
that can be given to children, has activity 
against Plasmodia. The addition of clindamy- 

(83) 
clindamycin 

cin to a standard quinine treatment signifi- 
cantly improved and shortened chemotherapy 
in children and adults in Africa and Thailand 
(1004-1006). A 3-day clindamycin-quinine 
regimen was well tolerated by children and 
had an efficacy rate of 97% by day 20 (1007). 
The mode of action of clindamycin and related 
compounds against malaria parasites may in- 
volve effects on apicoplast replication (50). It 
was noted that the antibiotic effect of clinda- 
mycin may be beneficial in treating the con- 
comitant bacterial infections that are often 
found in cases of severe malaria. 

2.8.6 Yingzhaosu A, Yingzhaosu C, and Ar- 
teflene (Ro 42-1 61 1). Given the success of the 
peroxide natural product artemisinin in drug 
development efforts, it was obvious for re- 
searchers to explore the antimalarial proper- 
ties of other naturally occurring peroxides. 
Two cyclic compounds containing a bisabolene 
skeleton have been isolated from the roots of 
the plant yingzhao (Artabotrys uncinatus), 
which has been used as a folk treatment for 
malaria. Yingzhaosu A (84) was first isolated, 

(84) 
yingzhaosu A 

and the structure was proposed in 1979 
(1008). The structure and stereochemistry of 
yingzhaosu C (85) were determined by spec- 
troscopic methods, derivatization, and by con- 
version to a known compound (1009). Both 
compounds have been synthesized (565, 
1010-1012) and both are active antimalarials 
(592, 1013, 1014). Analogs have been pre- 
pared, and some demonstrate significant anti- 
malarial activity in vitro (667, 1015). 
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(85) 
yingzhaosu C 

(86) 
arteflene 

A particular example is arteflene (86), a 
synthetic antimalarial agent developed as an 
analog of yingzhaosu A (1016). The central 
core ring structure (2,3-dioxabicyclo[3.3.1] 
nonane) was shown to have inherent antima- 
larial activity. A flexible synthetic strategy 
was devised that afforded a variety of analogs, 
with the more lipophilic compounds display- 
ing higher activity. The most active of these 
was arteflene. It is as active as artemisinin, 
and has better chemical stability. In a mouse 
model, arteflene was fast-acting and a single 
dose lasts significantly longer and results in 
much lower recrudescence than with arte- 
misinin (1017). The pharmacokinetics and 
metabolism of arteflene have been studied in 
animal models (1018) and in humans (1019). 
Like artemisinin, the compound has low hu- 
man toxicity and seems to interact with spe- 
cific parasite proteins (682). In preliminary 
clinical trials, arteflene is effective in reduc- 
ing clinical symptoms and is well tolerated 
(1020-1022). Arteflene may find use both in 
treatment and as a prophylactic agent, al- 
though interest in the drug seems to have 
waned recently. 

3 ANTIMALARIAL AGENTS FOR 
CHEMOTHERAPY A N D  PROPHYLAXIS: 
EXPERIMENTAL AGENTS 

3.1 Synthetic Experimental Antimalarial 
Agents 

A number of new structural lead compounds 
have been discovered or prepared in the quest 
for new antimalarial agents. In addition, the 
analysis of the biochemistry of the parasite 
has led to the identification of novel molecular 
targets. The more active and promising fron- 
tier areas are discussed below. 

Although many trioxane compounds re- 
lated to artemisinin have been prepared and 
studied, Fenozan-5OF (87) is the first trioxane 

structurally unlike artemisinin to possess the 
possibility of therapeutic use. Stemming from 
general studies on the trioxane system, a large 
number of cis-fused cyclopentenotrioxanes were 
synthesized (1023). From these, FenozandOF 
was identified as the most active agent (1024, 
1025). The compound is active against blood 
stages of P. berghei and P. yoelii, even against 
a wide spectrum of drug-resistant parasite 
strains, and is a potent gametocytocide (1026). 
There are significant differences between 
Fenozan-50F and the artemisinins in their 
blood schizontocidal actions (1026). Fenozan- 
50F is about one-half as active as arteether in 
P. berghei infected mice but three times as 
active as artesunate, and its toxicity seems to 
be low. The enantiomers of Fenozan-5OF are 
equally active with the racemic mixture 
(1027). Fenozan-50F exerts complex effects 
when combined with other antimalarial drugs 



Antimalarial Agents 

against mouse parasites (1028). With meflo- 
quine, for example, observed effects were ad- 
ditive, potentiating, or antagonistic depending 
on the strain of Plasmodium used. Studies on 
its mechanism of action demonstrated that 
the trioxane reacted with ferrous ion to pro- 
duce a number of product esters; oxygen 
transfer from the peroxide did not occur 
(1029). Resistance to FenozandOF could be es- 
tablished in P. yoelii, but the resistance was not 
stable once drug pressure was removed (718). 

Even very simple bicyclic endoperoxides 
such as (88) were found to have approximately 

15% of the activity of artemisinin (1030). The 
mechanism of action of these compounds may 
in fact differ from that of the artemisinins; 
alkylating agents such as epoxy ketones 
and/or ethylene oxide may be generated in  situ 
and may account for the observed parasiticidal 
activity. Other peroxide systems such as the 
readily available tetraoxane (89, WR148999) 

possess IC,, values in the nanomolar range 
(1031), although the oral activity was poor. 

Attempts to design compounds with improved 
oral activity led to the identification of a tetra- 
methylated compound with in vivo activity 
better than that of artemisinin but not as good 
as arteether (1032). A number of other struc- 
tural types of tetraoxacycloalkanes have been 
produced that have antimalarial activity 
(1033-1036). Cyclic peroxy ketals, reminis- 
cent of certain marine natural products, have 
been prepared and tested as antimalarial 
agents (90) (1037). Some of the compounds 

had IC,, values in the range of 30-80 nM 
again st^ P. , falciparum in  vitro. Generaliza- 
tions about SAR in this series were presented. 
More complex tetraoxanes could be prepared 
from steroidal ketones; one compound derived 
from a cholic acid amide (91) was almost as 
active as artemisinin and displayed low cyto- 
toxicity (1038). A hydroperoxide, 15-hydroper- 
oxyeicosatetraeneoic acid (HPETE), induced a 
96% inhibition of P. falciparum growth at 
40 pitf (1039). 

Compounds incorporating a new antimalar- 
- 

ial pharmacophore, a phenyl P-methoxyacrylate 
exemplified by (92), have been reported to inter- 
fere with mitochondrial electron transport 
(1040). These compounds were superior to chlo- 
roquine both in vitro and in vivo and may pro- 
vide a lower cost alternative to atovaquone. 

Given the promising introduction of the hy- 
droxynaphthoquinone atovaquone, a series of 
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that exifone may undergoes oxidation to a 
toxic xanthone in uiuo in presence of rufigallol 
or ascorbic acid (1043). Hydroxyxanthones 
such as X5 (95) inhibit P. falciparum growth 

hydroxy- and polyhydroxyanthraquinones 
were synthesized and screened for antimalar- 
ial activity (1041). Rufigallol (931, easily pre- 

(93) 
rufigallol 

pared by dehydration of gallic acid, displayed 
an IC,, of 35 nM against chloroquine-sensitive 
or resistant P. falciparum in uitro and was the 
most active compound in the group. When 
combined with exifone (94), a strong potenti- 

(94) 
exifone 

ation of antimalarial effect was noted (1042). 
Exifone is also synergistic with other oxidants 
such as ascorbic acid; the authors suggested 

in uitro, and they seem to act at the point of 
heme sequestration (1044). The antimalarial 
effect occurred during the second half of 
erythrocytic cycle, when free heme production 
peaks (1045). 

dl-a-Difluoromethylornithine and dl-a- 
monomethyldehydroornithine methyl ester, 
inhibitors of ornithine decarboxylase, part of 
the polyamine biosynthesis pathway, block 
exoerythrocytic schizogony (1046). The im- 
munosuppressive agent deoxyspergualin (96) 
has shown activity in uitro and in uiuo, most 
likely through inhibition of polyamine biosyn- 
thesis. Although the drug acted slowly, com- 
plete eradication of parasitemia was accom- 
plished in mice (1047). Clinical studies are 
underway. Another group of ornithine decar- 
boxylase inhibitors includes hydroxylamino 
compounds. A number of structures including 
canaline (97) and CGP51905A (98) were pre- 
pared and found to have sub-micromolar inhi- 
bition of P. falciparum in uitro (1048). 

5-Fluoroorotate, a pyrimidine analog, in- 
hibits parasite proliferation at low concentra- 
tions with little toxicity to mammalian cells 
(868, 1049). Inhibition of the plasmodial thy- 
midylate synthase, a key enzyme in the path- 

(96) 
deoxyspergualin 
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(97) 
canaline 

way of de novo pyrimidine synthesis, seems to 
be the mode of action (1050). 

One of the earliest known antimalarial 
agents after quinine was the synthetic thia- 
zine dye, methylene blue (99). The in vitro 

(99) 
methylene blue 

activities of methylene blue and several other 
dye compounds were reexamined recently 
(1051). IC,, values in the nanomolar range 
were obtained for the thiazine dyes, and some 
were more active than chloroquine in sensitive 
strains. No cross-resistance with chloroquine 
was observed. The mechanism of action of 
methylene blue has been studied (1052) and 
may involve inhibition of plasmodial glutathi- 
one reductase (1053). Although the potential 
toxicity of these compounds will likely pro- 
hibit their clinical use as antimalarial agents, 
the phenothiazine structure may provide a 
useful lead for further drug design efforts. 

Because the end product of hemoglobin di- 
gestion is hemozoin, a sequestration product 
of hematin Fe(III), Fe(I1) in hemoglobin is ox- 
idized to Fe(II1). It seems that this oxidation 
occurs at the level of hemoglobin to methemo- 
globin, because it has been demonstrated that 
P. falciparum increases the levels of methe- 
moglobin in infected erythrocytes and the in- 
crease is restricted to ingested hemoglobin 

(1054). Riboflavin was active in vitro against 
P. falciparum at levels commonly used clini- 
cally to treat methemoglobinemia without ad- 
verse effects. Both riboflavin and methylene 
blue may act by reduction of methemoglobin 
to hemoglobin in vivo. 

A novel arylene bis(methylketone), com- 
pound CNI-H0294 (100) was shown to have 

good activity in vitro against chloroquine and 
pyrimethamine resistant P. falciparum in 
vitro and against P. berghei in vivo. The drug 
displayed activity against the plasmodial dihy- 
drofolate reductase at achievable concentra- 
tions, and this represents a possible mecha- 
nism of action for the drug (1055, 1056). 

Another target for the design of new anti- 
malarial agents has been the phospholipid me- 
tabolism of P. falciparum. Phosphatidylcho- 
line, the major phospholipid of infected 
erythrocytes, is synthesized from choline, 
drawn mainly from plasma using parasitic en- 
zymes. Interference with the de novo biosyn- 
thesis of phosphatidylcholine is lethal to the 
parasite. The transport of choline is impaired 
by quaternary ammonium compounds (1057, 
1058). Several inhibitors showed excellent in 
vitro action against drug-resistant strains of 
P. falciparum. One compound in particular 
(101) had an IC,, value in the sub-nanomolar 
range (1059). From the data obtained for this 
series, the authors propose a model for bind- 
ing of these inhibitors to the choline carrier. 

Specific inhibitors of the shikimate path- 
way include the herbicide glyphosate (102) 
(46) and fluorinated derivatives of shikimic 



3 Antimalarial Agents for Chemotherapy and Prophylaxis: Experimental Agents 989 

dA-dT-rich DNA sequences that make up a 
large percentage of the P. falciparum genome 
(82%). In contrast with distamycin itself, ac- 
tive analogs such as (1061, were much less 
toxic (1062). 

In a study of the antimalarial action of 
benzimidazole compounds, omeprazole (107), 

(102) 
glyphosate 

(104) 
fosmidomyin, R = H 

(105) 
FR-900098, R = CH3 

acid such as (103) (1060). Inhibitors of DOXP 
reductoisomerase were already known, in- 
cluding fosmidomycin (104) and FR900098 
(105). These two agents were shown to inhibit 
P. falciparum in culture ( ~ 3 0 0  and -140 nM, 
respectively) and active in vivo against P. 
vinckei in mice. Both drugs have very low tox- 
icity but also had very short half-lives and may 
provide leads for new drug development. 
Indeed, modification of the structure of 
FR900098 as phosphodiaryl ester resulted in 
compounds with improved oral activity 
(1061). 

Analogs of distamycin, a compound that 
binds in the minor groove of duplex DNA, 
were shown to have antimalarial activity in 
the sub-micromolar range. Distamycins bind 

(107) 
omeprazole 

a proton pump inhibitor, was found to be the 
most active in vitro, primarily against the 
later stages of parasite development (1063). 
Its action is synergistic with that of quinine 
but antagonistic with chloroquine (1064). 

Vitamin A (retinol) is central to normal im- 
mune function and has been shown to possess 
antimalarial activity on its own. Supplemen- 
tation therapy with high dose vitamin A was 
beneficial in young children in Papua New 
Guinea (10651, and in vitro studies showed 
that retinol potentiated the actions of quinine 
and omeprazole (1066). 

8-Carbolines were prepared and tested for 
antimalarial activity (1067). These com- 
pounds (108, 109) were active i n  vitro against 
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P. falciparum in the low micromolar range 
and were weakly cytotoxic. These agents spe- 
cifically accumulate in the intracellular para- 
site and may interact with parasite DNA. 

A series of 9-anilinoacridines (110) has 
been synthesized and evaluated for their anti- 

malarial activity as topoisomerase inhibitors 
(919, 1068). It was found that a 3,6-diamino 
substitution pattern on the acridine conferred 
high potency against P. falciparum in erythro- 
cyte culture tests. Inhibitors that acted 
against the parasite topoisomerase I1 enzyme 
both in vitro and in vivo were identified based 
on the ability of the candidate compounds to 
generate cleavable complexes in situ (920). 

Docetaxel (taxotere, I l l ) ,  a taxol-type 
drug, was found to inhibit P. falciparum devel- 
opment in vitro with an IC,, value in the nano- 
molar range (1069), although the inherent cy- 
totoxicity of microtubule inhibitors currently 
available limits the likelihood of their being 
used in malaria therapy (1070). 

Earlier efforts in improving the chloro- 
quine structure involved the development of 
bisquinoline compounds linked by a covalent 
bridge, including compounds such as pipera- 
quine (112) (1071). Several of the compounds 
with simple alkyl bridges exemplified by 113 
displayed good activity and were in fact more 
active against a chloroquine-resistant strain 
than against a sensitive one (1071). 

(112) 
piperaquine 

During parasite development in the host 
red blood cell, Nat and Kt levels within the 
cell are disrupted, and the parasite creates a 
gradient between its own cytosol and the 
erythrocytic cytosol. Because ionophores are 
known to disturb ionic gradients, derivatives 
of the ionophore monensin were synthesized 
and evaluated for antimalarial activity (1072). 
The activity of the ionophores correlated with 
the transport efficiency for total Naf and Kf 
rather than with ion selectivity. Several of the 
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1 compounds exhibited IC,, values in the nano- 
1 molar range against P. falciparum in vitro. 
1 Nigericin (1141, an ionophore selective for 

(114) 
nigericin 

K+/H+ exchange also, had good in vitro activ- 
ity, and its action was synergistic with that of 
monensin (1073). 

Malaria parasites are very susceptible to 
the action of iron chelators and a number of 
studies have been carried out to evaluate the 
clinical potential of agents of this type (1074, 
1075). Iron chelators may act by one of two 
possible mechanisms against malaria para- 
sites. They may act either by depriving the 
rapidly multiplying parasites of essential iron, 
or they may form complexes with iron that are 
ultimately toxic to the parasite. Desferrioxam- 
ine (DFO, 1151, a known iron chelator, has 
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(339). For example, parasite clearance and re- 
covery from coma were faster when DFO was 
used in combination with quinine than when 
quinine was used alone (1077). Recrudescence 
occurred in most subjects, however. Clinical 
efficacy of DFO required continuous paren- 
teral administration, and its use in therapy 
must therefore be somewhat limited. In addi- 
tion to effects on iron levels, DFO may protect 
against iron-mediated oxidant damage (1077). 
DFO antagonizes the action of chloroquine 
(1078), apparently by increasing the concen- 
tration of soluble forms of hematin and en- 
hancing hematin sequestration (1079). DFO 
does not seem to extract iron from intact en- 
zyme but may prohibit the initial iron-enzyme 
interaction necessary to form the active spe- 
cies. Derivatives of DFO demonstrated signif- 
icant differences in activity against parasites 
vs. mammalian cells, the parasites being more 
susceptible to interference from the chelator 
(1080). Other iron chelators have been studied 
as well, especially a group of compounds 
known as reversed siderophores, synthetic an- 
alogs of the natural siderophore ferrichrome 
(1076, 1081, 1082). The most lipophilic of a 
series was the most potent antimalarial agent 
and the most efficient in extracting iron from 
the infected cells (1082). A novel siderophore 
(116) was shown to have sub-micromolar ac- 

HO, / 
N 

(115) 
desferrioxamine 

been examined as a therapeutic agent with 
mixed results (1076). DFO inhibits in vitro 
growth of P. falciparum in humans. Clinical 
cases are resolved faster with co-administra- 
tion of DFO and a traditional antimalarial 

tivity against P. falciparum clones, presum- 
ably because of iron deprivation (1083). 

Compounds that act on the plasmodial pro- 
teases that degrade hemoglobin are receiving 
attention as potential antimalarial agents. 
Non-peptide inhibitors of plasmepsin 11, an as- 
party1 protease, were identified using combi- 
natorial chemistry and structure-based de- 
sign. One inhibitor (117) had a Ki of 4.3 nit4 
and had good selectivity for the plasmodial en- 
zyme over cathepsin D (1084). Phenothiazines 
were studied as inhibitors of falcipain, a cys- 
teine protease ofP. falciparum (1085). Certain 
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structures (118) were shown to inhibit para- 
site development, but the effect required rela- 
tively high concentration. Some chalcones 
(119) have been synthesized that also act on 

falcipain (1086-1088). The compound has an 
IC,, of 200 nM against either chloroquine-sen- 
sitive or chloroquine-resistant strains of P. 
falciparum. A combination of agents that in- 
hibit both falcipain and plasmepsin were 
shown to behave synergistically (1089). 

The hemolytic peptide dermaseptin S4 
was shown to exert antimalarial activity 
through lysis of infected cells (1090). Fur- 
ther inquiry into the basis for this action 
may lead to the design of a new class of an- 
timalarial agents. 

A new class of antimalarial agents, metal 
complexes such as (120), are active in the low 

micromolar range (1091, 1092). Both the 
Fe(II1) and Ga(II1) complexes seem to inhibit 
hemozoin aggregation. It has been suggested 
that the inhibition occurs through formation 
of a salt complex between the propionate of 
the heme and the cationic complex (1093). 
Compounds linking a 4-aminoquinoline to a 
ferrocenyl unit such as (121) were active 

(121) 
ferrochloroquine 

against a chloroquine-resistant strain of P. 
falciparum in uitro and in viuo against P. 
berghei and P. yoelii (257). Using the metabo- 
lites of chloroquine as the model, possible me- 
tabolites of ferrochloroquine were synthesized 
and found to have activity in uitro (1094). 
Amine analogs of ferrochloroquine (122) were 
more active than chloroquine against both 
sensitive and resistant strains (1095). Ferro- 
cene-chloroquine analogs were active in clini- 
cal isolates, 95% of which were resistant 
strains (1096). IC,, values were in the low 
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nanomolar range. The use of metal complexes 
in malaria therapy has been reviewed (1097). 

3.2 New Targets for Antimalarial 
Chemotherapy 

Many initial efforts towards new and experi- 
mental targets have been presented above. A 
number of writers have compiled lists of plas- 
modial targets with potential in antimalarial 
chemotherapy (1098-1100). Of particular in- 
terest is the inhibition of the proteases that 
specifically degrade hemoglobin in the para- 
site food vacuole, the plasmepsins, falcipain, 
and perhaps falcilysin (1101). Also very prom- 
ising are targets associated with pathways 
specific to the apicoplast, such as the shiki- 
mate pathway and the 2-deoxy-D-xylulose-5- 
phosphate (DOXP) pathway (50,1102). Cellu- 
lar and biochemical targets in the mosquito 
vector are worthy of consideration as well 
(1103). One group of workers has demon- 
strated the viability of using a molecular con- 
nectivity QSAR approach to identifying new 
active antimalarial agents (1104). 

3.3 Antimalarial Natural Products 

Given the increasing problem of drug resis- 
tance, researchers are turning with renewed 
interest to natural sources for the discovery of 
novel structural types for antimalarial inves- 
tigations. Many natural products have been 
shown to have antimalarial activity in a vari- 
ety of screens. Most, however, are only mildly 
active or have toxicity that precludes any seri- 
ous interest in pursuing the new structures as 
lead compounds for drug studies. A very few 
examples are provided below of compounds 
providing interesting possibilities or struc- 
tures for continuing research. 

Reviews in the area of antimalarial natural 
products include a review of traditional medic- 
inal plants as sources of antimalarial agents 
(1105), a review of plants more generally as 
sources of antimalarial. compounds (1106, 
1107), and the selective screening and testing 
of natural products for antimalarial activity 
(1108). A number of marine organisms have 
been screened for natural products with selec- 
tive antimalarial activity, and the structures 
of active components have been reported 
(1109, 1110). 

The initial report of isonitrile compounds, 
isolated from marine organisms, that had sig- 
nificant antimalarial activity was that of ax- 
isonitrile-3 (123) from the sponge Acanthella 

(123) 
axisonitrile 

klethra (11 11). Further examination of ma- 
rine sources led to the isolation of a series of 
diterpene isonitriles and isocyanates from the 
sponge Cymbastela hopperi (1112, 1113). Two 
of the compounds, (1241, have IC,, values (ng/ 

mL) in the 2.5-4.7 range for both chloroquine- 
sensitive and chloroquine-resistant clones of 
P. falciparum. A marine sponge Acanthella sp. 
provided kalihinol A (125) (1114). As with the 
other isonitrile natural products, this one has 
activity in the nanomolar range in uitro and 



Antimalarial Agents 

(125) 
kalihinol A 

was quite selective. Molecular modeling stud- 
ies employing 3D-QSAR were able to derive a 
pharmacophore schema consistent with the 
biological activity (1115). The isonitrile com- 
pounds seem to act on heme detoxification 
processes. 

Manzamine A (126), an unusual P-carbo- 
line isolated from a number of marine 

sponges, was an active antimalarial in vitro 
and in vivo (1116). Despite a narrow therapeu- 
tic index, a recent total synthesis should en- 
able SAR studies to be carried out (1117). 

A marine bacterium, Pseudoalteromonas 
denitrificans, was the source of cycloprodigio- 
sin (127) (1118). The in vitro activity of 11 nM 
was particularly promising given the low tox- 

(127) 
cycloprodigiosin 

icity. Cycloprodigiosin has been studied for a 
wide range of biological activities beyond anti- 
protozoal effects. 

Apicidin (128) is a tetrapeptide produced 
by Fusarium pallidoroseum. The compound is 

(128) 
apicidin 

orally active against P. berghei in mice at less 
than 10 mgkg and seems to act by inhibition 
of the apicomplexan histone deacetylase 
(1119). 

The naphthylisoquinoline alkaloids of 
Triphyophyllum peltatum, the most wide- 
spread species of Dioncophyllaceae, have been 
reviewed (1120). This group includes dionco- 
phylline C (129), dioncophylline B (130), dion- 
copeltine A (131), dioncolactone A (132), and 
5'-0-demethyldioncophylline A (133) (1121). 
A related compound is ancistrocladine (134) 
from Ancistrocladus abbreviatus. All of these 
display good activity in vitro, and some SAR 
studies of dioncophylline have been carried 
out (1122). Dioncophylline C and dioncopel- 
tine A were also effective as oral agents 
against chloroquine-resistant P. berghei in 
mice (1123). Dioncophyllines A and C and an- 
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(129) 
dionophylline C 

(130) 
dioncophylline B 

(131) 
dioncopeltine A 

cistrocladine were shown to be active not only 
against erythrocytic forms of the parasite but 
also against exoerythrocytic forms (1124). An- 
cistrocladus korupensis, a tropical liana, has 
been another rich source of naphthylquinoline 
alkaloids. Of particular interest are the koru- 
pensamines A-E (135-139) (1125,1126). The 
compounds, being very similar in structure to 
the alkaloids from T. peltatum, are active both 
in vitro and in vivo (1127). The naphthyliso- 

(132) 
dioncolactone A 

(134) 
ancistrocladine 

quinoline alkaloids have inspired a number of 
total syntheses directed at T. peltatum com- 
pounds (1128-1130) and those from A. koru- 
pensis (1131-1133). A. korupensis has pro- 
vided, in addition to the agents mentioned 
above, a heterodimeric naphthylisoquinoline, 
korundamine A (140) (1134). This is the most 
potent in vitro of the members of this class yet 
identified. 

Bisbenzylisoquinolines make up a large 
group of natural products, several of which 
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(140) 
korundamine A 

(138) 
korupensamine D, R = H, R' = CH3 

OR OR' 

(136) 
korupensamine B, R = H, R' = CH3 

(139) 
korupensamine E, R = CH3, R' = H 

have been shown to possess antimalarial activ- 
ity (1135). An evaluation of over 50 structures 
led to the identification of six compounds that 
not only had appreciable activity against chlo- 
roquine-sensitive and resistant strains of P. 
falciparum, but were also somewhat selective. 

The roots of Dichroa febrifuga have been 
used for centuries in China to treat malarial 
fevers. Febrifugine (147) and isofebrifugine 
(148) were isolated from D. febrifuga (1136- 
1138) and have attracted considerable atten- 
tion as antimalarial agents. In studies in mice, 
febrifugine significantly reduced mortality. 
The drug seems to potentiate the production 
of nitric oxide in acute immune responses 

(1139). Both compounds have been prepared 
by asymmetric synthesis (1140). 

Folk medicine has often offered leads in lo- 
cating biologically active compounds. Neem 
(Azadirachta indica) is a popular source of tra- 
ditional remedies in Africa. Gedunin (149) is 
the main antimalarial component with good 
activity against both chloroquine sensitive 
and resistant strains of P. falciparum (1141, 
1142). The lack of in vivo activity against P. 
berghei was surprising, however, given the 
widespread use of A. indica in herbal prepara- 
tions. Other limonids from neem were isolated 
and found to have some antimalarial activity 
(1143). The stem bark of Tabebuia ochracea 
spp. neochrysantha has been used by Indians 
of the Colombian Amazon as an antimalarial. 
Extracts provided an inseparable mixture of 
furanonaphthoquinones (150) (1144). The 
mixture demonstrated significant activity in 
vitro against P. falciparum. Vismia guineesis 
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has been used to treat malaria in West Africa; 
it is the source of vismione H (151) (1145). 
This prenylated preanthraquinone was the ac- 
tive component, and several analogs were 
studied and found to be active as well. An 
aporphine, (-)-roemrefidine (1521, was iso- 
lated from Sparattanthelium amazonum, a 
vine of the subtropical rain forests of South 
American, where it is used by the native com- 

(147) 
febrifugine 

munity (1146). In vivo against P. berghei in 
mice, the compound was not only effective but 
displayed little toxicity. Tubulosine (153) 
from Pogonopus tubulosus, another source of 
traditional medicines from the South Ameri- 
can subtropical rain forest, was more active 
than chloroquine in sensitive strains of P. fal- 
ciparum and significantly more active in resis- 
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(148) 
isofebrifugine 

(149) 
gedunin 

(151) 
vismione H 

tant ones in vitro (1147). Brusatol(154), from 
Brucea javanica, a plant used in Chinese 
herbal remedies for malaria, was shown to be 
active against a chloroquine-resistant strain 
of P. falciparum (1148). Investigation of acety- 

(153). 
tubulosine 

(154) 
brusatol 

lated derivatives led to the discovery of com- 
pounds active in vivo with selective toxicities 
(1149, 1150). Cryptolepine (155) was isolated 
from Cryptolepis sanguinolenta, an African 
climbing liana (1151). Analogs of the natural 

(155) 
cryptolepine 
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product were shown to be effective against P. 
berghei in infected mice (1152). The synthetic 
compounds (156) were active in both chlo- 

(159) 
sarachine 

roquine-sensitive and chloroquine-resistant 
strains and showed no evidence of cross-resis- 
tance with chloroquine. Licochalcone A (157) 
was isolated from Chinese licorice root, a tra- 

(157) 
licochalcone 

ditional treatment for a number of disorders. 
It acts against chloroquine-sensitive and 
-resistant strains of P. falciparum (1153) and 
in vivo against P. yoelii in infected mice 
(1154). An analog of licochalcone A, 2,4-dime- 
thoxy-4'-butoxychalcone (1581, was active in 

the micromolar range in rodent models, was 
orally active, and was much less toxic than the 
natural product (1155). An aminosteroid, 
sarachine (159), was isolated from Saracha 

punctata, a Bolivian shrub (1156). The com- 
pound had good activity both in vitro and in 
vivo (P. vinckei), although there was some cy- 
totoxicity. 

4 RESOURCES 

General information about malaria can be 
found on the World Wide Web at sites main- 
tained by the United States Centers for Dis- 
ease Control (1157) and by the World Health 
Organization (1 158). 
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1 I N T R O D U C T I O N  

The topics covered in this chapter are the ki- 
netoplastid protozoan infections, the African 
and American trypanosomiases, and the leish- 
maniases. Malaria, the remaining major para- 
sitic protozoan infection, is covered in chapter 
18 of this volume. These diseases share the 
common characteristic of predominately af- 
fecting people living in tropical regions of the 
world. The countries where the diseases are 
endemic are, for the most part, developing or 
undeveloped, and they lack the economic re- 
sources to combat the diseases successfully. 
Companies are unwilling to target these dis- 
eases for drug development because of the lack 
of economic incentive. Of the 1393 new drugs 
introduced between 1975 and 1999, only 16 
were indicated for the treatment of tropical 
diseases that the World Health Organization, 
Tropical Drug Research (TDR) division, has 
placed on its list of targeted diseases (Table 
19.1) (1, 2). Yet, this group of diseases ac- 
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counts for an estimated 772 million cases and 
2.9 million deaths per year. The statistics a& 
centuate the need for the development of new 
drugs for these diseases. 

Most of the drugs used to treat the diseases 
reviewed in this chapter were developed more 
than 50 years ago and their origins can be 
traced back to the pioneering research of Paul 
Ehrlich and others on dyes (e.g., suramin), or- 
ganic arsenicals (e.g., melarsoprol), and anti- 
monials (e.g., Pentostam). Resistance has de- 
veloped, to varying degrees, to most of the 
drugs. Many of the existing agents are either 
too expensive to manufacture, too toxic, or too 
difficult to administer for use in broad-scale 
disease treatment or prevention programs in 
Third World countries. 

Because of similarities in kinetoplastid bio- 
chemistry and molecular biology, some drug 
families display selective toxicity across all of 
the organisms. Conversely, species that are 
very closely related [e.g., Trypanosoma brucei 
gambiense (T. b. gambiense) and T. brucei rho- 
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Table 19.1 WHO Tropical Disease Research (TDR) List of Target Diseases 

Disease Burdena Casesb Dea thsNed 
Disease Infective Organism (DALYs) (worldwide) (worldwide) 

African sleeping 
sickness 

Chagas' disease 
Dengue fever 
Leishmaniasis 
Leprosy 
Lymphatic filariasis 

Malaria 
Onchocerciasis 
Schistosomiasis 

Tuberculosis 

Trypanosoma brucei 

Trypanosoma cruzi 
Flaviviridae viruses 
Leishmania donovani 
Mycobacterium leprae 
Wuchereria bancrofti 

Brugia timori, and others 
Plasmodium spp. 
Onchocerca volvulus 
Schistosoma mansoni, and 

additional S. spp. 
Mycobacterium tuberculosis 

1.8 million 

680,000 
433,000 
1.7 million 
141,000 
5.5 million 

40.2 million 
951,000 
1.6 million 

35.8 million 

16-18 million 
50 million 
500,000 
740,000 
120 million 

300 million 
20 million 
200 million 

62 million 

"DALYs, disability adjusted life years = the number of healthy years of life lost because of premature death and disability. 
bEstimates extracted from WHO Fact Sheets. 

desiense (T. b. rhodesiense)] may not always 
respond to the same drug treatments. None- 
theless, the parasites have a number of bio- 
chemical pathways that differ significantly 
from their mammalian hosts and therefore of- 
fer opportunities for drug development. How- 
ever, the potential for the development of se- 
lective new drugs has not been aggressively 
pursued and provides the medicinal chemist 
with numerous and often validated targets for 
the design and synthesis of new drug candi- 
dates. 

2 KINETOPLASTID PROTOZOAN 
INFECTIONS 

Trypanosomes and leishmania parasites are 
single-cell eukaryotes belonging to the order 
Kinetoplastida (3, 4). This order takes its 
name from the kinetoplast, a round or oval 
body situated near the base of the flagellum. 
As the name suggests, its original function 
was ascribed to motility of the flagellum. Sub- 
sequently, the kinetoplast was identified as a 
specialized region of the single mitochondrion, 
constituting a mass of catenated small 
(minicircles) and large (maxicircles) circular 
DNA molecules that form the mitochondrial 
genome of these parasites (5). Unlike other 
organisms, maxicircle RNA transcripts un- 
dergo a remarkable process of RNA editing in 
which small "guide" RNAs direct the insertion 

and deletion of uridine residues to produce 
functional mRNA (6, 7). The genera Trypano- 
soma and Leishmania belong to the suborder 
Trypanosomatina, family Trypanosomatidae, 
and are consequently frequently referred to as 
"trypanosomatids." 

2.1 Human African Trypanosomiasis 
(African Sleeping Sickness) 

Human African trypanosomiasis (HAT) is also 
known as sleeping sickness. In cattle, the dis- 
ease is known as nagana. The parasite is 
transmitted between vertebrate hosts by the 
tsetse fly of the genus Glossina. The infection 
can also be spread transplacentally and by ac- 
cidental contact with the blood of an infected 
person or animal. There are three subspecies 
of Typanosoma brucei, two of which cause 
disease in humans. T. b. gambiense, found in 
West and Central Africa, causes Western Afri- 
can sleeping sickness. T. b. rhodesiense occurs 
in Eastern and Southern Africa, where it 
causes Eastern African sleeping sickness. The 
third subspecies, Typanosoma brucei brucei, 
which is morphologically and biochemically 
indistinguishable from T. b. rhodesiense, does 
not infect humans because of a lytic factor in 
the high density lipoprotein fraction of human 
serum (8, 9). Along with the two other major 
species T. congolense and T. viucwc, T. b. brucei 
causes nagana in cattle, sheep, and goats. To- 
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gether, these species constitute the main ob- 
stacle to the cattle industry in Africa (6, 10). 

T. b. rhodesiense is more virulent, but 
much less common in occurrence than is T. b. 
gambiense. T.  b. rhodesiense causes acute in- 
fection that emerges within a few weeks of the 
fly's bite. As such, it is much more easy to 
detect than T. b. gambiense, which may not 
show symptoms for months or years. Once 
T. b. gambiense does emerge, it is already in an 
advanced stage and difficult to treat. HAT 
threatens over 60 million people in 36 coun- 
tries of sub-Saharan Africa. Almost 45,000 
cases of HAT were reported in 1999 and the 
World Health Organization (WHO) estimates 
that the actual number of cases is between 
300,000 and 500,000 (11). T. b. gambiense is 
epidemic (2060% infection rate in some vil- 
lages) in Angola, the Democratic Republic of 
Congo, and southern Sudan and it is highly 
endemic in Cameroon, Central African Repub- 
lic, Chad, Congo, Cate d'Ivoire, Guinea, 
Mozambique, Uganda, and the United Repub- 
lic of Tanzania. 

When an infected (female) tsetse fly bites 
an uninfected human to obtain a blood meal, 
trypanosomes are injected with the salivary 
secretions. The metacyclic trypanosomes mul- 
tiply at the site of the bite, which can develop 
into a painful indurated swelling (trypanoso- 
mal chancre). The slender trypomastigote 
forms then migrate through the lymphatic 
system to reach the bloodstream. Here they 
multiply by asexual binary fission once every 5 
to 10 h (12) and spread to the intercelldar 
spaces of other tissues. In contrast to Ameri- 
can trypanosomiasis and leishmaniasis, there 
are no intracellular stages. In the advanced 
stage of infection, some trypanosomes pass 
through the choroid plexus to invade the cen- 
tral nervous system (CNS), causing lesions 
that lead to the classical symptoms of sleeping 
sickness. In a chronic relapsing infection, the 
bloodstream and tissue forms display consid- 
erable variation in length and shape (pleomor- 
phism), ranging from "long-slender," through 
"intermediate" to "short-stumpy." The latter 
forms are nondividing and are thought to be 
preadapted for survival when taken up into 
the tsetse fly midgut, where they transform 
into procyclic forms to perpetuate the life cy- 
cle. The parasites are remarkably well adapted 

to the major circulating energy source of their 
hosts (glucose in mammalian blood and pro- 
line in the tsetse hemolymph). In the mamma- 
lian stages, they completely lack cytochromes 
and a citric acid cycle and use glucose as the 
sole source of energy, whereas in the insect 
midgut they switch on a functional cyto- 
chrome-dependent electron transport system 
and citric acid cycle to metabolize proline and 
other citric acid cycle intermediates (13, 14). 

The development of host immunity is com- 
promised by the ability of trypanosomes to 
vary their outer glycoprotein coat (15). Each 
metacyclic and bloodstream form trypano- 
some is coated with a monomolecular layer of 
glycoprotein, known as the variant surface 
glycoprotein (VSG). Trypanosomes possess a 
virtually limitless repertoire of immunological 
distinct forms of VSG. By periodic switching 
between different antigenic types, the parasite 
effectively evades the host's antibody re- 
sponse. The ability of the trypanosomes to un- 
dergo antigenic variation keeps them one step 
ahead of the host's immune defense system 
and renders development of a vaccine un- 
likely. Thus, chemotherapy remains the best 
available treatment for HAT. 

HAT has a high chance of cure, if it is diag- 
nosed early (16). Early phase symptoms are 
fever, headaches, joint pains, and pruritus. 
The second phase is the neurological phase 
that occurs after the parasite has invaded the 
CNS. The signs and symptoms of the neuro- 
logical phase are confusion, sensory distur- 
bances, loss of coordination, disturbance of 
the sleep cycle (from which the name of the 
disease originates), coma, and death. Neuro- 
logical damage can be irreversible, even if late- 
stage treatment is successful in clearing the 
parasites from the patients. Left untreated, 
HAT is always fatal. 

Drugs used to treat HAT are listed in Table 
19.2 and structures are given in Fig. 19.1. 
Suramin (1) and pentamidine (2) are only use- 
ful for early-phase disease, whereas melarso- 
pro1 (3) and eflornithine (4) are effective 
against both phases. The drugs are difficult to 
administer and all must be given by injection 
over a relatively long period. In many parts of 
Africa, medical facilities and staff for long- 
term treatment and follow-up of patients do 
not exist. The success rate of the drugs in 
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Table 19.2 Drugs Used to Treat Human African Trypanosomiasis 

Drug Use Adult Dose Pediatric Dose 

Suramin sodium Initial phase, 
T. b. rhodesiense 

Pentamidine Initial phase, 
T. b. gambiense 

Melarsoprol Advanced phase, 
both subspecies 

Eflornithine Advanced phase, 
T. b. gambiense 

- - - - - 

100-200 mg (test dose) 20 mgkg, days 1, 3, 7, 14, 
i.v.; then up to 1 g i.v. 21 
on days 1,3,7,  14,21 

4 mg kg-' day-'; i.m.; Same as for adults 
10 days 

2.0-3.6 mg kg-' day-'; 18-25 mgkg total in 1 
i.v.; 3 days-week 1 month 

3.6 mg kg-' day-'; i.v.; 3 0.36 mgkg; i.v.; every 1-5 
day,-week 2 days; total 9-10 doses 

Repeat after 10-21 days 
400 mg kg-' day-', i.v.; 

in four doses x 14 days 

treating patients with neurological phase 
HAT is marginal, under the best circum- 
stances. Side effects of the drugs are severe. 
Supplies of the existing drugs cannot always 
be guaranteed, and drug companies periodi- 
cally abandon production because of lack of 
profitability and environmental issues. 

Homidium (ethidium bromide; 5), dimina- 
zene (6), and isometamidium (7) are available 
to treat T. brucei infections in animals (17) 
(Fig. 19.1B). These same drugs are used to 
treat Trypanosoma evansi in camels and the 
Trypanosoma equiperdum infection in horses 
(17). In addition, quinapyramine (8) and me- 
larsenoxide cysteamine (9; Me1 Cy, Cymelar- 
san) are available for treatment of T. evansi 
infections (18). 

2.1 .I Mechanisms of Action of Drugs Used 
to Treat HAT 

2.1.1.1 Suramin Sodium. Suramin sodium 
(1) is also known as Bayer 205 and Germanin. 
It is a sulfonated naphthylamine polyanionic 
dyestuff (MW 1429), chemically related to 
Trypan Red and Trypan Blue, which, as their 
names suggest, also possess antitrypanosomal 
activity. Suramin was introduced in the early 
1920s and it remains the drug of choice for 
treating the early stages of T. b. rhodesiense 
infections. The drug is highly water soluble 
and must be given by intravenous injection. 
Suramin is unstable in solution exposed to air 
and must be dissolved for injection at the time 
of use. The ineffectiveness of suramin against 
the neurological stages of the disease is pre- 
dictable because the highly polar drug does 
not cross the blood-brain barrier to any signif- 

icant extent. The selective toxicity of suramin 
is explained by the ability of trypanosomes to 
accumulate the drug. Structure modifications 
of suramin that result in decreased uptake 
generally cause loss of antitrypanosomal ac- 
tivity. Fairlamb and Bowman (19,20) showed 
that in the presence of serum proteins, try- 
panosomes take up suramin by a receptor-me- 
diated endocytosis at a rate that is 18-fold 
higher than could be explained by fluid endo- 
cytosis alone. There is evidence that low den- 
sity lipoproteins are the most important bind- 
ing protein for suramin endocytosis (21). 
However, a recent study suggests that uptake 
of suramin is not mediated through an LDL 
receptor, but by another as yet unidentified 
receptor mechanism (22). Fairlamb and Bow- 
man (23) found that in the suramin-treated 
infected rats, where the plasma suramin 
reaches a level of 100 a, the suramin taken 
up by T. brucei amounts to about 0.5 nmoVmg 
protein. Assuming a cellular protein concen- 
tration of about 200 mg/mL in T. brucei (241, 
the average intracellular suramin concentra- 
tion is calculated to be about 100 $ 4 ,  which is 
equivalent to the exogenous concentration. If 
suramin were to be retained within the endo- 
cytic compartments, then the local concentra- 
tion would be much higher. 

Once suramin is "inside" trypanosomes (it 
is debatable whether such a highly charged 
polysulfonated molecule could exit from the 
endocytic system and enter the cytosol), the 
mechanism of its trypanocidal action remains 
uncertain. Suramin has an inhibitory activity 
against a number of trypanosomal enzymes 
and multiple mechanisms are probably in- 
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(Part B) Agents for livestock. 
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volved in its therapeutic effect. In T. brucei, 
suramin has been found to inhibit dihydrofo- 
late reductase (25) and thymidine kinase (24). 
Morty et al. (26) implicated the inhibition of 
trypanosomal cytosolic serine oligopeptidase 
in the activity of suramin. It is also a potent 
inhibitor of the glycolytic enzymes in T. brucei 
(27). However, the glycolytic enzymes are con- 
tained within a membrane-bound organelle 
called the glycosome and it is unlikely that the 
highly polar suramin can penetrate the or- 
ganelle's membrane to reach these enzymes 
(28). Inhibition of the glycolytic enzymes 
would result in a rapid death and lysis of the 
trypanosomes because they are totally depen- 
dent on glycolysis for energy production; how- 
ever, it is found that trypanosomes exposed to 
suramin die slowly over a period of several 
days (20, 29). The pronounced synergism be- 
tween difluoromethylornithine (eflornithine) 
and suramin might implicate polyamine me- 
tabolism in its mode of action (30, 31). How- 
ever, no satisfactory biochemical explanation 
has been advanced to explain this effect. The 
fact that no significant resistance to suramin 
has been reported after 80 years of use is con- 
sistent with the drug havingmultiple sites and 
mechanisms of action. 

Suramin has been found to be a potent in- 
hibitor of HIV reverse transcriptase in vitro, 
but it lacks antiviral activity in vivo. It has also 
shown antiproliferative activity at high doses 
and has been tested against a number of met- 
astatic tumors (32). Suramin's only other 
proven clinical use is as an antifilarial agent in 
treating the disease onchocerciasis. Its action 
against the adult worm is not understood. 

Suramin is 99.7% protein bound after a 1 g 
intravenous dose. Tight protein binding is be- 
lieved to be the cause of its long terminal half- 
life of 90 days (33). Suramin undergoes very 
little metabolism and about 80% of the drug is 
eliminated by slow renal clearance. Suramin's 
long half-life makes it an excellent prophylac- 
tic agent for trypanosomiasis. Major side ef- 
fects frequently induced by suramin include 
vomiting, pruritus, urticaria, paresthesias, 
hyperesthesia of hands and feet, photophobia, 
and peripheral neuropathy. Occasional side ef- 
fects are kidney damage, blood dyscrasias, 
shock, and optic atrophy. 

2.1.1.2 Pentamidine. Pentamidine (21, an 
aromatic diamidine, was first synthesized and 
tested as a hypoglycemic agent in 1937. It was 
soon found to have antiprotozoal activity and 
was introduced to treat trypanosomiasis in 
1941. Pentamidine is currently marketed as 
the di-isethionate (Pentam 300, Nebupent) 
and dimesylate (Lomidine) salts. It is effective 
against early-phase T. b. gambiense and is 
used as well against both antimony-resistant 
Leishmania donovani (34) and Pneumocystis 
carinii in patients intolerant to sulfamethox- 
azole-trimethoprim (35). Pentamidine as the 
di-isethionate salt is highly water soluble and 
relatively unstable in solution. It must be 
given by intravenous or intramuscular dosage 
and it should not be dissolved for injection un- 
til just before use. Diminazene (Berenil, 7) is a 
related and more toxic diamidine that is ap- 
proved for veterinary use (36). Although dimi- 
nazene has been used for the treatment of 
HAT, its safety and efficacy for human use has 
not been properly evaluated (36). The diami- 
dines are nearly fully protonated at both ami- 
dine groups at physiological pH and are thus 
not well absorbed after oral dosing, nor do 
they readily cross the blood-brain barrier. 
Their extremely poor penetration into the 
CNS makes them useless against the neuro- 
logical phase of trypanosomiasis. 

The activity of pentamidine and other di- 
amidines is dependent on active uptake by the 
parasites (37, 38). One route of entry for 
pentamidine has been identifled to be the high 
affinity purine 2 (P2) transporter that carries 
adenine and adenosine into cells (38). Melarso- 
pro1 (3) and the investigational trypanocide 
megazol use this same transporter. de Koning 
and Jarvis (39) identified at least one additional 
transporter for pentamidine in T. b. brucei. Mol- 
ecules imported by the P2 transporter have a 
common structural unit (Fig. 19.2) that is recog- 
nized by the transporter. Cross-resistance be- 
tween these agents is known to occur through 
downregulation of the P2 transporter (40, 41). 
Some T. brucei strains resistant to pentarnidine 
have decreased ability to import diamidines 
(42), whereas others show no such defect (431, 
indicating that multiple resistance mechanisms 
may be involved. 

The mechanism by which pentamidine 
causes a trypanocidal action remains undeter- 
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Figure 19.2. Substrates for active uptake of drugs into trypanosomes by the P2 transporter. The 
shaded area of each structure represents the common structural feature thought to be important for 
transporter recognition. 

mined. A number of effects on trypanosome 
biochemistry have been shown in vitro, but 
none has been confirmed as the major cause of 
parasite death. Pentamidine reaches millimo- 
lar concentrations in cells and has been shown 
to bind to a number of negatively charged cel- 
lular components, including DNA, RNA, phos- 
pholipids, and a number of enzymes. Ka- 
pusnik and Mills (44) and Bailly et al. (45) 
reported the binding of pentamidine to nucleic 
acids and Edwards et al. (46) cocrystallized 
pentamidine bound to the dodecanucleotide 
d(CGCGAATFCGCG)2. Pentamidine is found 
bound, in a crosslinking manner, to the N3 
positions of adenines in the 5'-AATT minor 
groove region of the duplex. Pentamidine is 
known to bind preferentially to the minor 
grooves of the kinetoplast DNA in T. brucei. It 
disrupts the kinetoplast DNA (47) and gener- 
ates dyskinetoplastic cells that retain mito- 
chondrial membranes but lack detectable ki- 
netoplast DNA (48). Shapiro and Englund (49) 
reported that pentamidine, at 5 a, promotes 
cleavage of the kinetoplast circular DNA to 
generate linearized DNA in a manner similar 
to that of a topoisomerase I1 inhibitor. How- 
ever, the fact that trypanosomes lacking func- 
tional kinetoplasts can survive in the verte- 
brate host makes the importance of this 
mechanism uncertain. 

Pentamidine has additional actions on try 
panosomes. Berger et al. treated rats wit1 
pentamidine then infected the rats with T. b 
brucei (50). After 4 h, they found a 13-fold in 
crease in lysine content and a 2.5-fold increasc 
in arginine in the trypanosomes. The reasor 
for this drug effect was not determined 
Benaim et al. (51) reported that pentamidiric 
inhibits a high affinity ( Ca2+, Mg2+)-ATPase 
Although Bitonti et al. (52) reported the ir 
vitro inhibition by pentamidine of S-adenosyl 
L-methionine decarboxylase (AdoMetDC), : 
key enzyme in the biosynthesis of polyamines 
no perturbation of polyamine metabolism ir 
intact T. b. brucei was noted by Berger et a1 
(50). Moreover, null mutants and overproduc 
ers of AdoMetDC in L. donovani showed nc 
alterations in sensitivity to pentamidine, bere 
nil, or methylglyoxal bis(guany1hydrazone) 
eliminating AdoMetDC as the major target foi 
these drugs (53). Pentamidine was also founc 
to inhibit the i n  vitro splicing of a group I in 
tron in the transcripts of ribosomal RNP 
genes from P. carinii (54). It is possible thai 
RNA editing in trypanosomes could also bt 
affected by this drug. 

Frequently observed side effects of pent. 
amidine include hypotension, hypoglycemir 
that may lead to diabetes mellitus, vomiting 
blood dyscrasias, renal damage, pain at the in. 
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jection site, and gastrointestinal disturbances. 
Occasional side effects are shock, hypocalce- 
mia, hepatotoxicity, cardiotoxicity, delirium, 
and rash. Rare side effects from pentamidine 
are Herxheimer-type reactions that include 
anaphylaxis, acute pancreatitis, hyperkale- 
mia, and ventricular arrhythmias. 

2.1.1.3 Melarsoprol. Melarsoprol (Me1 B; 
Arsobal; 3) is the 2,3-dimercaptopropanol ad- 
duct of melarsen oxide. It is a 3:l mixture of 
two diastereomers (55). Melarsoprol was in- 
troduced as an antitrypanosomal agent in 
1949. It is water insoluble and is formulated as 
a 3.6% (wlv) solution in propylene glycol for 
intravenous dosage through use of a glass sy- 
ringe. When introduced, it was the only drug 
effective against late-stage HAT caused by ei- 
ther T. b. gambiense or T. b. rhodesiense. Re- 
sistance to melarsoprol in both subspecies has 
developed and eflornithine (difluoromethylor- 
nithine) is now used for late-stage T. b. gam- 
biense infection. The drug crosses the blood- 
brain barrier in sufficient amounts to kill 
parasites in the CNS. 

Melarsoprol is a prodrug. It is converted in 
patients to melarsen oxide with a half-life of 30 
min. Melarsen oxide disappears relatively rap- 
idly from the serum (t,,, = 3.8 h) and no other 
free arsenic or organoarsenic compound can 
be detected by atomic absorption spectroscopy 
or high pressure liquid chromatography anal- 
ysis after 24 h (56). In rats, significant biliary 
excretion of melarsoprol as the glucuronide or 
as the metabolite melarsen-diglutathione con- 
jugate has been reported (57). Melarsen oxide 
binds rapidly and reversibly to serum proteins 
(apparently as unidentified protein-S-As or 
protein-N-As complexes), which serve as a res- 
ervoir from which the melaminophenylarseni- 
cal is released with a half-life of 35 h in serum 
and 120 h in cerebrospinal fluid. Trypanocidal 
levels of the melaminophenylarsenical do re- 
main in the serum and other tissues and are 
detectable by bioassay. Selective concentra- 
tion of trace amounts of free melarsoprol or 
melarsen oxide by the trypanosome P2-purine 
transporter may be important in selective tox- 
icity (58). Figure 19.3 summarizes the mecha- 
nism of action of melarsoprol. 

The controversy about melarsoprol's mecha- 
nism of action concerns the identification of 
the protein-arsenical complex in trypano- 

somes that is the most important for trypano- 
cidal activity. Historically, the dominant hy- 
pothesis for melarsoprol's mechanism of 
action has been the blockage of enzymes es- 
sential for glycolysis in bloodstream forms of 
the African trypanosome (59). This was in- 
ferred to result from inhibition of pyruvate 
kinase, given that phosphoenolpyruvate accu- 
mulated in treated cell suspensions. In fact, 
this inhibition occurs indirectly because of de- 
pletion of fructose-2,6-bisphosphate b(2,6)P2],  
a potent activator of pyruvate kinase (60). Me- 
larsen oxide was found to inhibit trypanoso- 
mal6-phosphofructo-2-kinase (PFK 2) (Ki < 1 
a) more than fructose-2,6-bisphosphatase 
(K, = 2 CLM), leading to a depletion of the acti- 
vator. However, the observed lytic effects of 
the drug preceded depletion of Fru(2,6)P2, and 
the authors concluded that inhibition of gly- 
colysis is not the cause, but rather the conse- 
quence, of lysis (60). 

More recently, Fairlamb et al. (61) pub- 
lished that melarsen oxide or melarsoprol can 
form a stable adduct with trypanothione (11; 
Me1 T), a bis(glutathiony1)spermidine addud 
essential for redox homeostasis in trypano- 
somes (Fig. 19.3). Me1 T inhibits T. b. brucei 
trypanothione reductase (Ki = 17.2 a, a key 
enzyme in regulating the thiol-disulfide state . 
of trypanothione (62,631. The combination of 
depletion of trypanothione and inhibition of 
trypanothione reductase may be sufficient to 
kill trypanosomes. 

Melarsen oxide readily forms coordination 
complexes with a variety of dithiol-containing 
enzymes and lipoic acid (64). In addition to the 
arsenic-protein complexes described earlier, 
melarsen forms stable complexes with dihy- 
drolipoamide dehydrogenase and a number of 
other proteins in which cysteine residues are 
positioned close together. The drug may be a 
nonspecific inhibitor of many different en- 
zymes, which may explain the many toxic side 
effects. 

Melarsoprol causes reactive encephalopa- 
thy in 5 to 10% of the patients treated and has 
a fatal outcome in 10 to 50% of those patients 
(65). There is some controversy about the 
cause of the encephalopathy. One theory 
places the cause on covalent binding of the 
drug or its metabolites to proteins that then 
trigger immune reactions (66, 67). Another 
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theory implicates the release of large concen- 
trations of antigens in the CNS from trypano- 
somes dying from melarsoprol therapy as the 
cause of the encephalopathy (68,691. Interest- 
ingly, the occurrence of melarsoprol-induced 
encephalopathy has been shown to be unre- 
lated to the stage of the disease (peripheral or 
neurological) or the dosing regimen of the 
drug (70). Encephalopathy is most likely to 
occur on the second injection of the drug. 
These observations support a covalent binding 
mechanism for induction of encephalopathy. 
Attempts to reduce the incidence of encepha- 
lopathy with a new therapeutic dosing sched- 
ule proved unsuccessful (71). Other frequent 
side effects reported with melarsoprol therapy 
are peripheral neuropathy, hypertension, 
myocardial damage, albuminuria, hepatotox- 
icity, vomiting, and abdominal colic (72). 

2.1.1.4 Eflornithine. Eflornithine [Ornidyl; 
DFMO; (R,S)-a-difluoromethylornithine, 41 
was reported by Metcalf et al. (73) as a poten- 
tial mechanism-based inhibitor of ornithine 
decarboxylase (ODC). ODC is an essential and 
rate-limiting enzyme in the pathway leading 
to the biosynthesis of polyamines. Initial stud- 
ies with eflornithine in cell culture showed ex- 
tensive depletion of the polyamines putrescine 
and spermidine and eflornithine exhibited a 
strong cytostatic action. Eflornithine failed in 
early in vivo anticancer screens, probably be- 
cause of the ability of mammalian cells to in- 
duce rapid ODC biosynthesis and to induce 
transporters for the uptake of polyamines 
from extracellular fluids (74). Interestingly, 
eflornithine has been found to be effective in 
the treatment and chemoprevention of colo- 
rectal cancers (75). Bacchi et al. (76) reported 
eflornithine to have antitrypanosomal activity 
in 1980, and it was approved in the United 
States in 1990 and Europe in 1991 for treat- 
ment of early- and late-stage T.  b. gambiense 
infections (77). Because of its expense and the 
need for continuous intravenous infusion, it is 
used only in late-stage disease. Eflornithine 
lacks effectiveness against T. b. rhodesiense 
and all other Trypanosoma spp. on which it 
has been tested. 

Poulin et al. (78) confinned the proposed 
mechanism-based enzyme inhibitor action of ef- 
lornithine by isolating a covalent adduct be- 
tween the drug and residue cysteine 360 in 

mouse ODC (Fig. 19.4). The adduct is consistent 
with the predicted mechanism of eflornithine as 
a suicide inhibitor, where the cysteine 360 acts 
as an attacking neucleophile in the active pocket 
of mouse ODC. Human ODC shares 99% iden- 
tity with mouse ODC (79), and it is presumed to 
be inhibited by eflornithine in the same manner. 

The gene encoding T. b. brucei ornithine 
decarboxylase has been cloned and sequenced, 
and the recombinant protein expressed in 
transformed Escherichia coli (80, 81). The 
protein is a homodimer, with an estimated 
subunit molecular mass of 45 kDa compared 
to the 53-kDa subunits in the mouse ODC ho- 
modimer (82). There is 61.5% sequence iden- 
tity and 90% similarity between T. b. brucei 
and mouse ODC. The crystal structure of T.  b. 
brucei ODC in complex with eflornithine indi- 
cates that the drug forms a Schiff base with 
the pyridoxal phosphate cofactor and is co- 
valently attached to cysteine 360 (831, as pre- 
dicted for the mammalian enzyme (78). 

The reason for the selective toxicity of eflor- 
nithine is not fully understood. The susceptibil- 
ity of ODC from T. b. brucei and mouse to inhi- 
bition by eflornithine is remarkably similar (Ki 
values are 220 and 39 and kin, values are 
4.3 x lop3 s-I and 3.7 x lop3 s-I for trypano- 
some and mouse ODC, respectively) (73, 80). 
The major difference between the two enzymes ' 

is an extra 36 amino acid peptide at the C-termi- 
nus of the mouse enzyme (81). This extension 
contains a PEST sequence, which is found in 
many eukaryotic proteins that are known to 
turn over rapidly in vivo (84,85). Because the T. 
b. brucei ODC is highly stable and does not turn 
over at a detectable rate, it has been proposed 
that differential toxicity is attributable to the 
differences in turnover between host and para- 
site ODCs (81). Expression of T. b. brucei ODC 
in CHO cells demonstrated that the intracellu- 
lar stability is an intrinsic feature of the 
trypanosomal enzyme rather than the cellular 
environment (86). In addition, when full-length 
mouse ODC was expressed in T. b. brucei, it was 
found to be stable, suggesting that the pathway 
for degradation was lacking or inactive in T. b. 
brucei (87,88). Another possibility, which would 
account for the failure of eflornithine as an an- 
ticancer agent, is that mammalian cells are able 
to bypass inhibition of ODC by taking up pu- 
trescine and spermidine from the extracellular 
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Figure 19.4. Proposed mechanism of action for eflornithine: mechanism-based inhibition of orni- 
thine decarboxylase. 

medium. Serum concentrations of polyamines 
are low (89) and T. b. brucei has an extremely 
low capacity for polyamine transport compared 
to that of T. cruzi. Thus, failure to import poly- 
amines could contribute to the selective toxicity 
of eflornithine toward T. gambiense. 

The reason for the clinical ineffectiveness 
of eflornithine against T. b. rhodesiense is not 
fully understood. Drug-susceptible T. b. gam- 

biense and refractory T. b. rhodesiense strains 
showed no difference in uptake of eflornithine 
or in uptake of physiologically relevant con- 
centrations of putrescine (90). ODC inhibition 
by eflornithine was not significantly different 
between the two species. However, ODC activ- 
ity was threefold higher in the eflornithine- 
refractory T. b. rhodesiense and appeared to 
have a higher turnover rate than that of T. b. 
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gambiense (90). Because ODC from T. b. bru- 
cei and T. b. gambiense are identical at the 
amino acid level, other cellular factors must be 
involved in the difference in turnover rate. 
Bacchi and coworkers also compared drug- 
susceptible and refractory clinical isolates of 
T. b. rhodesiense (91). No clear consensus 
emerged from their studies; however, the data 
suggested that alterations in AdoMet metabo- 
lism may be responsible for resistance. 

Eflornithine depletes putrescine and sper- 
midine from T. b. brucei both in vitro and in 
vivo (92). The trypanosomes stop growing and 
transform to a short, stumpy form that appar- 
ently lacks the ability to alter its VSG and is 
eventually killed by the host's immune system 
(93). The drug effects can be reversed by pu- 
trescine in vivo (92, 94) and in vitro (92, 95) 
but not by L-ornithine in vitro (95). Depletion 
of polyamines in eflornithine-treated trypano- 
somes causes a 40 to 60% decrease in the con- 
tent of trypanothione and monoglutathionyl- 
spermidine, respectively (96). It is possible 
that reduction in trypanothione contributes to 
eflornithine's mechanism of action as well as 
accounting for the synergistic effect with ar- 
senical drugs in viuo. 

2.2 American Trypanosomiasis 
(Chagas' Disease) 

American trypanosomiasis, also known as 
Chagas' disease, is caused by the hemoflagel- 
late Trypanosoma cruzi. Carlos Chagas, a Bra- 
zilian physician, first described the disease in 
1909 (97). The vectors are the bloodsucking 
triatomine (cone-nosed) bugs of several gen- 
era (Triatoma, Rhodnius, Panstrongylus), 
commonly known as reduviid bugs, kissing 
bugs, and assassin bugs. The type of vector in 
any particular case will depend on the living 
conditions (i.e., mud-walled vs. thatched vs. 
wood huts, etc.) and the alternate animal host 
involved. Wild and domestic animals of all 
sorts (cats, dogs, opossums, armadillos, ro- 
dents, etc.) are reservoirs for the parasite, 
which can be transmitted to humans through 
contaminative inoculation following an insect 
bite. The disease can also be transmitted by 
blood transfusions, and this has been a major 
cause of the spread of the disease in some 

countries. Transplacental infection (98) and 
posttransplantation infection (99) have also 
been documented. 

Chagas' is a disease of the Americas. It has 
a geographic range from Argentina in South 
America to parts of southern and western 
United States. It is considered a tropical dis- 
ease because most of the persons infected with 
the disease live in poor areas of tropical South 
and Central America. It is estimated that 24 
million people within the geographical area 
are infected with the parasite and five to six 
million have developed incurable chronic dis- 
ease. In the United States between 50,000 to 
300,000 people (mostly immigrants) are esti- 
mated to be carriers of the disease (98). Most 
of the persons were infected with the disease 
before they immigrated to the United States 
from Central or South America. Spread of the 
disease in the United States is minimal at this 
time because of the paucity of vectors and gen- 
erally higher public health standards than are 
found in endemic countries (98). 

Excellent reviews on the life cycle of T. 
cruzi can be found in Kirchhoff (98) and Tyler 
and Engman (100). In brief, the parasite, in its 
metacyclic trypomastigote life form, is trans- 
ferred to the human, or alternate host animal, 
from the excreta of the triatomine bug 
through infection of the bug's bite wound or 
through the mucous membrane of the host. In 
humans, a local swelling or skin nodule called 
a chagoma forms at the site of the insect bite. 
Here the metacyclic trypomastigotes invade 
tissue cells and transform into amastigotes. 
The arnastigote stage resides in the host cyto- 
plasm, where it rapidly multiplies to fill the 
host cell to the bursting point. Amastigotes 
then transform into actively motile trypomas- 
tigotes, which rupture the host cell and escape 
into the bloodstream. The nondividing extra- 
cellular trypomastigotes are then spread 
throughout the body, after which they invade 
smooth muscle tissue and ganglia of the heart, 
esophagus, and colon where they transform 
back into the intracellular proliferative arnas- 
tigote stage. Infected tissue can lead to chronic 
disease manifested as dysrhythmias, cardio- 
myopathy, megaesophagus, megacolon, and 
occasionally meningoencephalitis. The initial 
infective phase of the disease lasts for weeks to 
months and causes fever, local swelling, skin 
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Table 19.3 Drugs Used to Treat American Trypanosomiasis (Chagas' Disease) 

Drug Adult Dose Pediatric Dose 

Nifurtimox 8-10 mg kg-' day-'; p.0. 1-10 years old; 15-20 mg kg-' day-'; p.0. 
11-16 years old; 12.5-15 mg kg-' day-' p.0. 

In four divided doses for 90-120 days for all 

Benznidazole 5-7 mg kg-' day-'; p.0. 1-12 years old; 10 mg kg-' day-'; p.0. 
In two divided doses for 30-90 days for all 

rashes, myocarditis, and hepatosplenomegaly. 
About 10% die in the acute phase of infection, 
and those who survive enter an asymptomatic 
phase of chronic infection that can last for 
more than a decade. Up to 70% of infected 
individuals never show signs of chronic dis- 
ease. The remainder develo~ cardiac and/or - 
gastrointestinal symptoms that often end in 
death. Sudden death of young adults (age 
35-45 years), caused by cardiac arrhythmias 
induced by T. cruzi infection, is a common occur- 
rence in many parts of south America. Chagas' 
disease is extremely virulent and dficult to 
treat in patients who also have HIVIAIDS or are 
immunosuppressed for other reasons. 

Vector eradication has proved extremely ef- 
fective in controlling Chagas' disease in specific 
geographic areas. Programs that use insecti- 
cides to eradicate vectors in Argentina, Brazil, 
and other "Southern Cone" countries are cur- 
rently in progress. These programs, coupled 
with blood bank screening, have greatly reduced 
the incidence of Chagas' disease in specific geo- 
graphic areas of South America and provide 
hope for elimination of the disease (101). 

Dosage regimens for nifurtimox (12) and 
benznidazole (131, the only two drugs ap- 
proved to treat T. cruzi (American trypanoso- 
miasis), are given in Table 19.3 and structures 
are given in Fig. 19.5. Both of these drugs give 
modest cure rates of 50% or less in patients 
with chronic disease and 70% in the acute 
stage of infection. Both have a number of toxic 
side effects. Another disadvantage of the 
drugs is the requirement for prolonged treat- 
ment periods. Improved drugs to treat Ameri- 
can trypanosomiasis are desperately needed. 

2.2.1 Mechanisms of Action of Drugs Used 
to Treat American Trypanosomiasis 

2.2.1.1 Nifurtimox. Nifurtimox (Lampit; 
Bayer 2502, 12) is a nitrofuran derivative in- 

troduced to treat American trypanosomiasis 
in 1976 (102). The drug is no longer marketed 
and it appears unlikely that it will continue to 
be used. It remains the only drug approved in 
the United States for the treatment of Ameri- 
can trypanosomiasis and is available from the 
Center for Disease Control in Atlanta. In ad- 
dition to its action against T. cruzi, nifurtimox 
has activity against T. brucei and is being 
tested in combination with other agents in the 
treatment of drug-resistant strains of T. b. 
rhodesiense. 

The exact mechanism of action for nifurti- 
mox remains uncertain. It is clear that nifur- 
timox requires one electron reduction to form 
the nitro ion radical (Fig. 19.6). Both NADH 
and NADPH can serve as electron donors, but 
the enzyme(s) catalyzing this reaction are not 
known. The nitro ion radical is thought to re- 
duce molecular oxygen to form superoxide an- 
ion and regenerate the parent nitro compound 
through redox cycling. Overproduction of su- 
peroxide anion swamps the cell's capacity to 
remove it and other reactive oxygen species 

Nifurtirnox (12) 

Benznidazole (13) 

Figure 19.5. Agents used to treat American 
trypanosomiasis (Chagas' disease). 
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(e.g., H,O, and OH') are formed, resulting in 
lipid peroxidation and damage to membranes, 
proteins, and DNA. Involvement of reactive 
oxygen in the mechanism of action of this or- 
ganism is consistent with the aerobic environ- 
ment in which they live. T. cruzi is reported to 
be relatively susceptible to oxidative damage 
(103). Nifurtimox weakly inhibits trypano- 
thione reductase, an essential enzyme for pro- 
tection of trypanosomes from oxygen free-rad- 
ical damage (104). 

Nifurtimox undergoes extensive metabo- 
lism; however. neither the structures of the 
metabolites nor their antitrypanosomal activ- 
ity have been determined. The drug has a 3-h 
elimination half-life with only 0.5% of the 
drug being excreted unchanged in the urine. 
Gastrointestinal side effects include nausea, 
vomiting, abdominal pain, anorexia, and 
weight loss. Neurological side effects are rest- 
lessness, insomnia, paresthesias, polyneuritis, 
and seizures. Allergic reactions, including der- 
matitis, fever, icterus, pulmonary infiltrates, 
and anaphylaxis, may occur. The drug is gen- 
erally better tolerated in children than in 
adults. 

2.2.1.2 Benznidazole. Benznidazole (Rocha- 
gan, Roche 7-1051, 13) is a nitroimidazole an- 
alog introduced in 1979 (105). Benznidazole is 
recognized as the drug of choice for treatment 
of American trypanosomiasis. Cure rates with 
benznidazole treatment are nearly identical to 
those obtained with nifurtimox. Toxic side ef- 
fects from benznidazole, although still severe, 
are slightly less than with nifurtimox. 

The mechanism of action of benznidazole is 
similar to that of nifurtimox. Activation of 
benznidazole, by one-electron transfer from 
cellular components, is required. The result- 
ant nitro anion radicals cause undetermined 
cellular damage that leads to, or facilitates, 
trypanosome eradication. Many isolates of T. 
cruzi are inherently resistant to both nifurti- 
mox and benznidazole. The mechanism of re- 
sistance is not known. 

2.3 Leishmaniasis 

More than 20 species of Leishmania, distrib- 
uted worldwide in tropical and subtropical re- 
gions, are known to be pathogenic to humans. 
The World Health Organization estimates 
that 350 million people are at risk of the dis- 



ease (106). The severity of the disease depends 
on the Leishmania species causing the disease 
and the immune response that can be 
mounted by the host. The most severe infec- 
tion, known as visceral leishmaniasis or kala- 
azar disease in India, is caused by Leishmania 
donovani (East India, Bangladesh, Sudan, 
Northeast Africa). Kala-azar is Hindi for black 
fever, the name coming from the fever and 
hyperpigmentation of the skin that often oc- 
cur as symptoms of the disease. Leishmania 
chagasi (South America) and Leishmania in- 
fantum (Mediterranean and Middle East) can 
also develop into visceral infection. Worldwide 
cases of visceral leishmaniasis are estimated 
to be 500,000 per year. Cutaneous and muco- 
sal forms of leishmaniasis are more common, 
but cause less severe pathology than that of 
visceral forms, but can still be highly disfigur- 
ing. Important genera responsible for cutane- 
ous and mucosal leishmaniasis are Leishma- 
nia major and Leishmania mexicana. 
Leishmania braziliensis and Leishmania 
panamensis are known to have a high risk for 
development into mucocutaneous disease. Cu- 
taneous leishmaniasis will most often heal 
without treatment over a period of months to 
years. The disease is usually treated to reduce 
scarring. Mucocutaneous leishmaniasis will 
seldom heal spontaneously and requires treat- 
ment (107). 

The vectors for leishmaniasis are female 
sandflies of over 30 species from the genus 
Lutzomyia (Americas) or Phlebotomus (Eu- 
rope, Asia, and Africa). The sandfly ingests the 
parasite in the amastigote form during a blood 
meal from an infected animal. Alternate ani- 
mal hosts to humans are most often rodents, 
opossums, canines, sloths, and other small an- 
imals. Amastigotes transform to divide as pro- 
mastigotes in the fly's gut, before migrating to 
the mouthparts. Promastigotes are spread to 
other animals, including humans, by subse- 
quent bites of the fly. In the host, the promas- 
tigotes are ingested by macrophages at the 
bite site. Promastigotes transform to amasti- 
gotes that multiply in the phagolysosomes of 
the mononuclear cell until it fills and bursts. 
Amastigotes can live and reproduce only in 
macrophage. Released amastigotes infect new 
cells and spread the infection. Sandflies then 
become infected with the amastigotes on tak- 
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ing a blood meal from the host, thus complet- 
ing the infectious cycle of the parasite. Cuta- 
neous leishmaniasis will present itself as a 
skin ulcer with raised borders. Mucosal forms 
of the disease can cause disfiguring erosions of 
the skin around areas of the mouth, nose, pal- 
ate, cheeks, and pharynx. Visceral leishmani- 
asis causes hepatosplenomegaly, fever, weight 
loss, thrombocytopenia, and hypergamma- 
globulinemia. Visceral leishmaniasis is fatal if 
left untreated (108). 

Leishmania1 infections are most often re- 
solved by the host's immune system. It is not 
clear why some individuals develop advanced 
forms of the disease. Certainly, the immuno- 
competence of the host and the many species 
of Leishmania that can cause disease are im- 
portant factors. Leishmaniasis is becoming es- 
tablished as a major opportunistic disease in 
immunocompromised persons. Visceral leish- 
maniasis in particular is exacerbated in pa- 
tients coinfected with HI'-associated immu- 
nodeficiency (109). 

Vector control can sometimes be achieved 
by the use of insecticides in or near homes and 
in populated areas. However, much of the dis- 
ease is sylvan in nature and is difficult to erad- 
icate the vectors in these settings. Use of in- 
sect repellents can reduce incidence of 
infection. To date, no effective vaccine has 
been developed. 

Dosing schedules for the major drugs used 
to treat leishmaniasis are given in Table 19.4 
and structures of the drugs are in Fig. 19.7. 
Pentavalent antimony has been the agent of 
choice for treating leishmaniasis. Consider- 
able resistance to the antimony-based drugs 
has developed and amphotericin B has become 
the main replacement drug. All of the major 
drugs used until this time have been relatively 
toxic, have required parenteral administra- 
tion, and have relatively long durations of 
treatment. Amphotericin B-lipid has limited 
availability and is very expensive. Nonlipid 
dosage forms of amphotericin B can be effec- 
tive, but cause a greater incidence of side ef- 
fects. Interferon-gamma is sometimes used in 
combination with the antimonial agents and 
does increase cure rates, but this agent is too 
expensive for use in undeveloped nations. 
Miltefosine is potentially a major advance- 
ment in the therapy of leishmaniasis. Clinical 
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Table 19.4 Drugs Used to Treat Leishmaniasis 

Drug Adult Dose Pediatric Dose 

Amphotericin B-Lipid 

Arnphotericin B 
deoxycholate 

Sodium stibogluconate 

Meglumine antimonate 

Paromomycin 
Pentamidine 

Miltefosine 

3 mg kg-' day-'; i.v.; days 1-5,14,21 
Immunosuppressed patients: 
4 mg kg-' day-'; i.v.; days 1-5,10, 

17, 24, 31, 38 
0.5-1.0 mg kg-' day-' or alternate 

day; i.v.; for 8 weeks 
20 mg Sb kg-' day-'; i.v. or i.m.; for 

20-28 days 
20 mg Sb kg-' day-'; i.v. or i.m.; for 

20-28 days 
25-35 mg kg-' bid-'; i.v.; x 15 days 
2-4 mg kg-' day-' or alternate day; 

i.v.; X 15 days 
100-150 mg/day; p.0.; X 28 days 

3 mg kg-' day-'; i.v.; days 1-5,14,21 

0.5-1.0 mg kg-' day-' or alternate 
day; i.v.; for 8 weeks 

20 mg Sb kg-' day-'; i.v. or i.m.; for 
20-28 days 

20 mg Sb kg-' day-'; i.v. or i.m.; for 
20-28 days 

25-35 mg k g 1  bid-'; i.v.; x 15 days 
2-4 mg kg-' day-' or alternate day; 

i.v.; x 15 days 
Undetermined 

trials with the agent have shown that the drug 
can be dosed orally and gives 95% cure rates in 
visceral leishmaniasis. 

2.3.1 Mechanisms of Action of Drugs Used 
to Treat Leishmaniasis 

2.3.1.1 Sodium Stibogluconate and Meglu- 
mine Antimonate. These two pentavalent de- 
rivatives of antimony have been the agents of 
choice for the treatment of leishmaniasis for 
the past 50 years. Sodium stibogluconate (14; 
Pentostam) is used in most of the world, 
whereas meglumine antimonate (15; Glucan- 
time) is used predominately in French-speak- 
ing countries. There is no discernable differ- 
ence in treatment outcomes with the two 
drugs. The drugs are prepared by reacting glu- 
conic acid (sodium stibogluconate) or meglu- 
mine (N-methyl-D-glucamine; meglumine an- 
timonate) with pentavalent antimony. The 
reaction mixture is allowed to age and a com- 
plex mixture of antimony-sugar polymeric 
compounds is isolated. It is important to note 
that structures (14) and (15) represent the 
main components of the polymeric mixtures 
and not the actual chemical composition of the 
formulated drug. The drugs are assayed for 
antimony content and aqueous solutions pre- 
pared containing 100 mg Sb5+/mL. The poly- 
meric composition of meglumine antimonate 
in solution has been shown to change in time, 
as is evidenced by a steady increase in osmo- 
larity of solution over 8 days. There is some 
concern that different batches of these agents - 
give different therapeutic outcomes because of 

different polymeric mixtures in the formula- 
tions. However, Roberts and Rainey (110) sep- 
arated sodium stibogluconate into 10 fractions 
by ion-exchange chromatography and found 
all fractions to have the same efficacy (based 
on Sb5" content) against Leishmania amasti- 
gotes in vitro. Some of the confusion concern- 
ing the antileishmanial action of Pentostam 
against the promastigote stage can be attrib- 
uted to m-chlorocresol added as a stabilizer to 
the drug preparation (110). Perhaps the vari- 
ability in treatment outcome may result from 
differential degrees of resistance of the treated 
organisms. 

Sodium stibogluconate and meglumine an- 
timonate are prodrugs, requiring reduction of 
Sb5+ to Sb3+ for activity on leishmanial en- 
zymes (111-113). Activation occurs selectively 
in the amastigote stage of parasite life cycle 
(1141, indicating that there may be some en- 
zyme or factor expressed only in the amasti- 
gote that is responsible for the activation 
(115). It has been suggested that nonenzy- 
matic reduction by thiols such as glutathione 
could contribute to activation (116), but this is 
favored only at low pH. The mode of action of 
the antimonial drugs is not understood. High 
concentrations of trivalent antimony have 
been reported to inhibit glucose catabolism 
and fatty acid oxidation in amastigotes (117). 
In schistosomes, trivalent antimony is thought 
to inhibit glycolysis by selective inhibition of 
phosphofructokinase (118). However, other 
studies on phosphofructokinase and other gly- 
colytic enzymes from L. mexicana revealed no 
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Figure 19.7. Agents used to treat leishmaniasis. 

inhibitory activity and it was concluded that 
glycolysis is not the target for antimonial 
drugs (119). Trivalent antimony might be ex- 
pected to bind to and inhibit a number of sulf- 
hydryl-containing enzymes in the parasite. To 
date, only trypanothione reductase has been 
reported to be sensitive to inhibition by triva- 
lent antimony (120). However, the signifi- 
cance of this finding is not clear because glu- 
tathione reductase is inhibited to a similar 
extent (120). Antimonials also induce DNA 
fragmentation in L. infanturn (121), but this 
may be a late consequence of cell killing by 
another mechanism. 

Resistance to the antimonial agents is 
known and represents an increasing clinical 
problem, especially in Bihar, India and in 
parts of Bangladesh. Cure rates in these areas 
have dropped to 50% or less compared to the 
normal 90% cure rates of the antimonial 
agents. Various mechanisms for resistance 
have been postulated (122), including de- 
creased activation, increased trypanothione 
levels (123), and increased export of the drug 
(124,125) through a pump that actively trans- 
ports thiol-metal conjugates (126). 

Frequent and often severe side effects 
associated with therapy with the pentavalent 
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antimonials include T-wave flattening or in- 
versions (sometimes leading to fatal arrhyth- 
mias), transaminase elevations, muscle and 
joint pain, fatigue, nausea, and pancreatitis. 

2.3.1.2 Paromomycin. Paromomycin sul- 
fate (Humatin; aminosidine, 16) is an effective 
alternate to the trivalent antimonials for the 
treatment of all forms of leishmaniasis (127). 
Paromomycin is an aminoglycoside antibiotic 
closely related to neomycin. The agent is also 
effective in combination with the antimonials 
(128). Aminoglycosides exert a cytocidal action 
by binding to polysomes, inhibiting protein syn- 
thesis, and causing misreading and premature 
termination of translation of mRNA (129). 
Paromomycin is effective against antimony- 
resistant leishmaniasis, but offers no advan- 
tage to amphotericin B therapy. Paromomycin 
is licensed in Europe for parenteral use; how- 
ever, it is not commercially available at this 
time. Paromomycin is also useful as an oint- 
ment preparation for the topical treatment of 
cutaneous leishmaniasis (130). 

The major toxic effect of paromomycin is 
nephrotoxicity and damage to the eighth cra- 
nial nerve, resulting in hearing loss. To mini- 
mize these toxicities care must be taken to 
avoid exceeding the recommended dosage and 
the concomitant use of other agents with sim- 
ilar toxicities (130). 

2.3.1.3 Amphotericin B-Lipid or Deoxy- 
cholate. Amphotericin B (18) is a polyene 
antibiotic used extensively against fungal in- 
fections. Amphotericin B-lipid complex (Am- 
Bisome, Amphocet, Abelcet, and others) and 
the older Amphotericin B deoxycholate (Fun- 
gizone) are highly effective against antimony- 
resistant strains of Leishmania (131, 132). 
The advantage of the lipid complex dosage 
forms is the ability to give higher doses with 
lower side effects. Amphotericin B gives cure 
rates, on all forms of leishmaniasis, that ap- 
proach 100%. The problems with the drug are 
its high cost (especially the lipid dosage form), 
the necessity for parenteral administration in 
a hospital setting, and the long treatment pe- 
riods required. 

Amphotericin B works by complexing with 
ergosterol in the cell membrane of Leish- 
mania. Pores are formed in the membrane 
and ions are allowed to pass into the cell, 
which leads to cell death (133). Resistance to 

amphotericin B is rare. When resistance does 
occur, it is generally the result of decreased 
ergosterol concentrations in the membrane or 
the substitution of a structurally altered ste- 
roid for ergosterol to which amphotericin B 
does not bind. 

The major adverse side effect of amphoter- 
icin B is nephrotoxicity. Acute side effects of 
fever, chills, muscle spasms, vomiting, head- 
ache, hypotension, and anaphylaxis occur 
more often with amphotericin B deoxycholate 
preparations than with amphotericin B-lipid 
complex preparations. 

2.3.1.4 Pentamidine. Pentamidine (2) has 
activity against leishmaniasis. However, pent- 
amidine has greater overall toxicity, and resis- 
tance to it has developed in parts of India; 
thus, it is considered back-up therapy to the 
pentavalent antimonials and to amphotericin 
B-lipid complex. The mechanism of pentami- 
dine is covered earlier in this chapter. 

2.3.1.5 Miltefosine. Miltefosine (Impavido, 
17) promises to be a breakthrough drug for the 
treatment of leishmaniasis. The drug has pro- 
duced impressive results in phase I (134) and 
Phase I1 (135) clinical trials against Indian leish- 
maniasis and the drug was licensed in India in 
June 2002. A significant advantage of miltefo- 
sine is that it is active by oral (p.0.) administra- 
tion, unlike the other antileishmanial drugs. 
The effective dose range of oral rniltefosine is 50 
to 200 mg/day, but the optimal dose is 100-125 
mglday. In combined studies (134, 135), 50 of 
51 patients with mild visceral leishmaniasis 
treated with 100 mglday miltefosine, p.o., for 28 
days, were parasite free 6 months after the end 
of therapy. Some of the patients had received 
therapy with antimony agents before the drug 
trial. The 6-month cure rate with this drug reg- 
imen in India was 98%. Trials of miltefosine 
have been extended to American leishmaniasis. 
Soto et al. (136) reported a 94% cure rate of 
American cutaneous leishmaniasis with oral 
miltefosine after 3- to 4-week treatment with 
133-150 mglday. 

Miltefosine (17) is the simple ether for es- 
ter bioisostere of phosphatidylcholine (leci- 
thin). The agent is a member of the lysophos- 
pholipid or ether-lipid class of drugs that were 
synthesized and developed as potential anti- 
cancer agents. Early clinical trials as systemic 
antitumor agents failed, but the compounds 
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have topical antitumor activity. The com- 
pound subsequently was found to have in vitro 
activity against leishmaniasis. These findings 
led to the clinical trials of oral miltefosine de- 
scribed earlier. 

The exact mechanism of action of miltefos- 
ine is not known. In mammalian cell culture, 
miltefosine has been shown to have effects on 
signal transduction (137, 138), lipid metabo- 
lism (139, 140), and calcium homeostasis 
(141). Miltefosine inhibits phosphatidylcho- 
line biosynthesis, resulting from the inhibi- 
tion of phosphatidylethanolamine-phosphati- 
dylcholine-N-methyltransferase in T. cruzi 
(142). Perturbation of ether-lipid remodeling 
is implicated as a target in Leishmania (143). 

Side effects from oral miltefosine are signif- 
icant but generally tolerable. Acute effects are 
primarily gastrointestinal distress, consisting 
mainly of vomiting and diarrhea. Gastrointes- 
tinal episodes occurred frequently in 62% of 
the patients and did not dissipate with con- 
tinuing therapy; however, no patients left the 
study because of the gastrointestinal side ef- 
fects, and overall, the patients experienced a 
slight weight gain over the 4-week treatment 
period. A more serious side effect was elevated 
serum aspartate aminotransferase levels. 
Twelve of 80 patients displayed elevated se- 
rum aspartate aminotransferase levels in the 
initial days of therapy, but these decreased 
during subsequent days of treatment. One pa- 
tient had to discontinue therapy because of 
liver toxicity. Creatinine levels rose in several 
patients. All abnormal laboratory values re- 
turned to normal shortly after discontinua- 
tion of therapy. 

3 PERSPECTIVES FOR NEW DRUG 
THERAPIES FOR KINETOPLASTID 
PARASITIC DISEASES 

The kinetoplastid parasitic diseases are en- 
demic, if not epidemic, in most of the tropical 

and subtropical regions of the world. Agents 
available to treat these diseases are, for the 
most part, inadequate because of poor efficacy, 
toxicity, high cost, and route of administra- 
tion. Many of the older drugs do not meet cur- 
rent standards for regulatory approval for 
clinical use. Leading medical journals publish 
editorials on a regular basis calling for the de- 
velopment of new drugs for tropical diseases 
(144-147). Despite knowledge of a number of 
enzymes or enzyme systems that could be tar- 
geted for development of selectively toxic che- 
motherapeutic agents, little development of 
new drugs for these diseases has occurred. The 
following section explores some of the oppor- 
tunities for the development of drugs to treat 
kinetoplastfd diseases. 

3.1 Glycosomal and Other Carbohydrate 
Metabolism 

Bloodstream forms of T. brucei lack energy 
stores and essentially make all of their ATP 
from glycolysis. Two features of this pathway 
have attracted considerable interest for drug 
design. First, these parasites lack cytochromes 
and respiration is through a plantlike, cya- 
nide-insensitive, glycerophosphate oxidase 
mitochondrial process. Second, as first de- 
scribed Opperdoes and Borst (148), the first 
nine enzymes of glucose and glycerol catabo- 
lism are contained within a peroxisome-like 
organelle known as the glycosome. Compart- 
mentalization of the enzymes in the glyco- 
some may make it possible for T. brucei to 
carry out glycolysis at a rate approximately 50 
times higher than that of mammalian cells 
(1491, although this has been disputed (150). 
The high rate of aerobic glycolysis is necessary 
to compensate for the poor yield of only two 
ATP molecules per glucose molecule that is 
processed (151) (Fig. 19.8). Trypanosomes re- 
quire a large amount of energy to replicate 
every 6 to 8 h in mammalian blood (152), and 
to change their surface glycoproteins (VSGs) 

Figure 19.8. Glycolysis and glycolytic enzymes associated with the glycosomes of bloodstream Trypanosoma 
brucei. The enzymes that catalyze the reactions are: (1) hexose kinase; (2) glucose-6-phospate isomerase; (3) 
phosphofructokinase; (4) fructose-1,6-bisphosphate aldolase; (5) triose-phosphate isomerase; (6) glycerol-3-phos- 
phate dehydrogenase; (7) glyceraldehyde-3-phosphate dehydrogenase; (8) phosphoglycerate kinase; (9) phospho- 
glycerate mutase; (10) enolase; (11) pyruvate kinase; (12) glycerol kinase; (13) mitochondrial glycerol-3-phosphate 
dehydrogenase; (14) ubiquinol oxidase, (13 + 14 = glycerophosphate oxidase); (15) fructose-6-phosphate 2-phos- 
phokinase; (16) fructose-2,6-bisphosphate 2-phosphatase; @ = activation of pyruvate kinase. 
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Figure 19.9. Inhibitors of glycosomal enzymes and additional enzymes associated with glycolysis in 
the trypanosome. 

at a rate high enough to evade host immune 
response (15). Other species of the order Ki- 
netoplastida are not as heavily dependent on 
glycolysis for energy supply as are the African 
trypanosomes (T. brucei spp.); however, many 
of the enzymes from kinetoplastids have sim- 
ilar structure and function, thus potent inhib- 
itors to key enzymes may have selective toxic- 
ity toward many or all of the species (153). 
Excellent reviews on glycosomes and the en- 
zymes they contain are given by Clayton and 

Michels (154), Wang (155), and Opperdoes and 
Michels (156). Structures of compounds 
known to inhibit glycolysis and respiration are 
shown in Fig. 19.9. 

Glycosomes and the glycosomal enzymes 
are essential for trypanosome survival and 
growth. Although the glycosomal enzymes dif- 
fer significantly in amino acid sequence and 
structure from the corresponding mammalian 
enzymes catalyzing glycolysis, this is less evi- 
dent at their active sites and may present a 



3 Perspectives for New Drug Therapies for Kinetoplastid Parasitic Diseases 1055 

significant challenge for drug design. Many of 
the glycosomal enzymes have been sequenced, 
cloned, and the three-dimensional structures 
determined. As discussed earlier, the mecha- 
nisms of action of the arsenic- and antimony- 
containing trypanocides and leishmanicides 
have been attributed to inhibitory activity on 
enzymes of the glycolysis pathway, but this is 
far from certain. Because of the uniqueness of 
these enzymes to trypanosomes and kineto- 
plastids in general, they are considered by 
many authorities as excellent targets for 
structure-based drug design. 

Bakker et al. (150, 157, 158) performed 
mathematical modeling experiments on the 
enzymes of the glycosomal pathway to deter- 
mine the enzymes most important for control 
of "glycolytic flux." The modeling should iden- 
tify the enzymes most susceptible to control by 
enzyme inhibitors. Interestingly, transport of 
glucose into the glycosome was calculated to 
be rate controlling on the glycolytic flux. 
Other highly important enzymes are calcu- 
lated to be aldolase, glyceraldehyde-3-phos- 
phate dehydrogenase, glycerol-3-phos~hate 
dehydrogenase, and phosphoglycerate kinase 
(158). However, it should be noted that other 
modeling studies have concluded that there is 
little prospect of killing trypanosomes by de- 
pressing glycolytic flux except by the use of 
specific irreversible inhibitors (159) or by in- 
hibition of pyruvate export. 

3.1.1 Hexose Transport as a Drug Target. 
Bloodstream T. brucei import glucose by facil- 
itated diffusion (160), and the uptake of glu- 
cose accounts for greater than 50% control of 
the glycolytic flux (158, 161). The glucose 
transporter will also accumulate fructose and 
mannose. Trypanosomes contain two genes 
encoding glucose transporters, THTl and 
THT2 (162). THTl glucose transporters are 
predominantly expressed in the bloodstream 
form and have low affinity for glucose. Cy- 
tochalasin B is a moderately potent inhibitor 
of THTl(163). THT2 has high affinity for glu- 
cose and is expressed in the procyclic life form 
of the trypanosomes (164). Both THTl and 
THT2 could be considered as potential targets 
for antitrypanosomal chemotherapy (1651, al- 
though an opposing view has been published 
(159). It is also theoretically possible that the 

glucose transporter could be used as a carrier 
to target chemotherapeutic drugs in trypano- 
somes (166). 

3.1.2 lnhibition of Hexose Kinase. Hexose 
kinase (HK) is the first enzyme in the glycoso- 
mal glycolysis pathway (Fig. 19.8, enzyme 1). 
The enzyme has been sequenced (156) and 
found to have 36% identity to human HK. The 
enzyme has low substrate selectivity for glu- 
cose, phosphorylating a number of hexoses 
(167). The enzyme also has low selectivity for 
ATP, and can even use UTP or CTP in its 
place (156). The enzyme is not regulated by 
glucose-6-phosphate or glucose-1,6-bisphos- 
phate as is the mammalian enzyme. Analogs of 
glucose have been found to inhibit the enzyme 
in vitro (168). Because HK is predicted to have 
a low degree of control over the glycolytic flux 
in the glycosome, it is not the best potential 
target for drug design. 

3.1.3 lnhibition of Glucose-6-Phosphate 
Isomerase. Glucose-6-phosphate isomerase 
(PGI), the second enzyme in the glycosomal 
pathway (Fig. 19.81, has been sequenced, 
cloned, and characterized (169). PGI has 54- 
56% sequence homology with the equivalent 
enzymes from yeast and mammalian sources. 
The enzyme from trypanosomes, but not the 
enzyme from rabbit muscle, is reversibly in- 
hibited by suramin (Ki = 0.29 rnM) and irre- 
versibly by agaricic acid (19) (169). Hardre et 
al. (170) synthesized a transition-state analog 
inhibitor of PGI (Ki = 50 nM); however, the 
compound has poor selectivity for the trypano- 
soma1 enzyme and, because of its ionic charac- 
ter, it is not likely to have in vivo activity. PGI 
is predicted to have little control on the glyco- 
lytic pathway (158); thus its potential as a 
drug target remains to be validated. 

3.1.4 lnhibition of Phosphofructokinase. 
The next enzyme in the glycolytic pathway of 
T. brucei, phosphofructokinase (PFK; Fig. 
19.8, enzyme 31, has been sequenced and 
cloned (171). PFK from T. brucei has the 
structure of a typical pyrophosphate-depen- 
dent kinase, but it will not function with pyro- 
phosphate as a substrate. Rather, it requires 
ATP for activity. The differences in structure 
of T. brucei PFK, compared to that of the 
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mammalian enzymes having the equivalent 
function, make the enzyme attractive as a 
drug design target. However, the enzyme is 
not predicted to be important in controlling 
the glycolytic flux (158) and no inhibitors to 
the enzyme have been reported. 

3.1.5 lnhibition of Fructose-1 ,6-Bisphos- 
phate Aldolase. This enzyme (Fig. 19.8, en- 
zyme 4) has been cloned (172) and expressed 
(173), and the structure of the recombinant 
protein was determined to 1.9-A resolution 
(174). Because of the structural similarities in 
the active sites of the T. brucei, L. mexicana, 
and the three human aldolase isoenzymes, se- 
lective inhibition of the parasite enzymes is a 
remote possibility (174). However, the para- 
site enzymes both contain a type I1 peroxiso- 
ma1 targeting sequence at their N-termini, 
which might be exploited to inhibit aldolase 
import into the glycosome (see section 3.2). 

3.1.6 lnhibition of Triose-Phosphate Isomer- 
ase. Triose-phosphate isomerase (TIM) is an 
essential enzyme for the conversion of dihy- 
droxyacetone phosphate to glyceraldehyde-3- 
phosphate. TIM from T. brucei has been 
cloned (175) and the three-dimensional struc- 
ture determined (176,177). Helfert et al. (178) 
used knockout constructs to demonstrate that 
TIM activity is essential for trypanosomes to 
survive. Surprisingly, neither the glycolytic 
scheme in Figure 19.8 (reaction 5) nor the 
computer model of Bakker et al. (158) predicts 
this enzyme would be essential for ATP syn- 
thesis through glycolysis, even though the 
gene knockout experiments validate the en- 
zyme as essential. However, although essen- 
tial, the structural similarities with mamma- 
lian TIM do not make it a good target for 
inhibition. 

3.1.7 lnhibition of Glyceraldehyde-3-Phos- 
phate Dehydrogenase. Glyceraldehyde-3-phos- 
phate dehydrogenase (GAPDH) is the most 
studied enzyme of the glycosomal enzymes 
(Fig. 19.8, enzyme 7). Crystal structures of 
GAPDH from T. brucei (179), T. cruzi ( N O ) ,  
and L. mexicana (181) are all known and have 
been compared to the human enzyme. A major 
difference between the parasitic and mamma- 
lian enzymes lies in the region of the enzyme 

that binds NAD+. Aronov et al. (182,183) per- 
formed molecular modeling on the NADf 
binding site of GAPDH from L. mexicana for 
the design of adenosine analogs as tight bind- 
ing inhibitors. Adenosine analogs (20a), 
(20b), and (21) were among the most active 
compounds reported by this group. Interest- 
ingly, compound (21) had good activity 
against cultured L. mexicana, T. brucei, and T. 
cruzi with IC,, values of 10, 30, and 14 pA4, 
respectively, and showed three- to 15-fold se- 
lectivity (based on ED,, values on cultured 
cells) for parasites over mammalian cells. In- 
creasing the potency, selectivity, and bioavail- 
ability of the lead compounds represents a sig- 
nificant challenge. Nonetheless, the lethal 
activity of (21) on all three species demon- 
strates the potential for antiparasitic activity 
against all kinetoplastid species. Ladame et al. 
(184) reported the inhibition of GAPDH by 
phosphorylated epoxides and alpha-enones. 
These agents are apparently affinity labels for 
GAPDH and may show some in vivo selectivity 
for the trypanosomal enzyme. Pavao et al. 
(185) identified chalepin (221, a natural prod- 
uct coumarin-related analog, as an inhibitor 
(ICs0 = 64 pA4) of GAPDH from T. cruzi and 
have obtained a crystal structure with (22) 
bound to the enzyme. Chalepin binds in the 
NADt binding pocket of the enzyme by a 
unique mode. The X-ray structure provides a 
basis for structure-based drug design to max- 
imize activity of (22). 

3.1.8 lnhibition of Glycerol-3-Phosphate 
Dehydrogenase. NADt-dependent glycerol-3- 
phosphate dehydrogenase (G3PDH) is pre- 
dicted by mathematical modeling of the glyco- 
soma1 enzymes to be highly important for the 
control of the glycolytic flux (Fig. 19.8, enzyme 
6). G3PDH has been cloned from several spe- 
cies (186, 187) and three-dimensional struc- 
ture from L. mexicana was reported by Suresh 
et al. (188). G3PDH from L. mexicana is very 
similar to G3PDH from T. brucei (63% se- 
quence homology), but has only 29% amino 
acid sequence homology with the mammalian 
enzyme. Agaricic acid, suramin, melarsen ox- 
ide, and cymelarsan inhibit trypanosomal 
G3PDH (188-190). 

Denise et al. (191) applied glycosomal pro- 
tein extracts to affinity chromatography col- 
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umns containing bound cymelarsan (9). Two 
proteins of molecular weight 36 and 40 kDa 
bound to the column and could be eluted by 
high concentrations of cymelarsan. The 
36-kDa protein was identified as G3PDH and 
the 40-kDa protein as fructose-1,6-bisphos- 
phate aldolase. These experiments implicate 
these two essential enzymes as targets for 
drug development. 

3.1.9 lnhibition of the Dihydroxyacetone 
Phosphate/Clycero-3-phosphate Shuttle. In T. 
brucei, the glycosomal NADf used in glycoso- 
mal metabolism must be regenerated from 
NADH through a dihydroxyacetone phos- 
phate (DHAP) for glycerol-3-phosphate shut- 
tle. The shuttle consists of the glycosomal 
NAD+-dependent glycerol-3-phosphate dehy- 
drogenase and a mitochondrial glycerol-3- 
phosphate oxidase system (192). The system 
constitutes a mitochondrial FAD-dependent 
glycerol-3-phosphate dehydrogenase (Fig. 
19.8, enzyme 13) (193) that transfers elec- 
trons from glycerol-&phosphate to ubiqui- 
none, which is then oxidized through a cyto- 
chrome-dependent ubiquinol oxidase (Fig. 
19.8, enzyme 141, also known as the trypano- 
some alternative oxidase (194, 195). During 
anaerobic conditions the oxidase cannot func- 
tion and glycerol-3-phosphate accumulates in 
the cell to millimolar concentrations (192). 
However, net ATP synthesis occurs because of 
the mass action effect of glycerol-3-phosphate 
driving the glycerol kinase reaction (Fig. 19.8, 
enzyme 12) toward the formation of glycerol 
and ATP (196). As long as glycerol concentra- 
tions remain low, the cells can survive consid- 
erable periods of anaerobiosis in vitro. A sim- 
ilar effect can be demonstrated both in vivo 
and in vitro by use of salicylhydroxarnic acid 
(SHAM, 23), an inhibitor of the glycerol-3- 
phosphate oxidase. However, addition of glyc- 
erol neutralizes this mass action effect and 
trypanosomes rapidly lose motility and lyse 
within minutes in vitro (197) and in vivo (259). 
Indeed, trypanosome-infected mice can be 
cured by a combined treatment with SHAM 
and glycerol (198), but the curative dose of 
SHAM in the combination caused unaccept- 
able animal mortality rates (199). 

Additional attempts have been made to find 
less toxic agents to apply to this chemothera- 

peutic approach. Grady et al. (200) madep-n- 
tetradecyloxybenzhydroxamic acid (24) and 
found it to be 70 times more potent as an in- 
hibitor of glycerol-3-phosphate oxidase and 
10- to 20-fold more effective as an antitry- 
panosomal agent in vitro than SHAM. How- 
ever, no therapeutic improvement was found 
in vivo. Ascofuranone (251, an antibiotic iso- 
lated from Ascochyta visiae (201), has been 
found to potently inhibit the glycerol-3-phos- 
phate-dependent mitochondrial 0, consump- 
tion by bloodstream forms of T. b. brucei in 
vitro (202). The mechanism of action of (25) is 
attributed to its binding at the coenzyme Q 
site of the ubiquinol oxidase, an enzyme that 
has no counterpart in mammalian metabo- 
lism. This finding led to a trial of orally and 
intraperitoneally administered (25) combined 
with glycerol for the treatment of T. b. brucei- 
infected mice. Either agent alone was ineffec- 
tive in the dose range tested; however, (25) at 
100 mglkg combined with glycerol at 3 glkg 
given orally, or (25) at 25 mglkg combined 
with glycerol at 3 gkg  given intraperitoneally 
gave a 100% cure rate in five of five mice in 
each test group. In each experiment, (25) was 
given as a single dose and the glycerol was 
dosed at 30-min intervals at 1 glkg dose. Asco- 
furanone was found to be highly nontoxic to 
mice, having an LD,, value of over 5 glkg. If . 
the combination of ascofuranonelglycero1 is 
able to cure T. brucei in humans and/or live- 
stock by single oral treatment, it would afford 
a major advancement in the management of 
African trypanosomiasis. However, glycerol 
does not readily cross the blood-brain barrier, 
so the infection would not be eliminated from 
the CNS. An alternative strategy, therefore, 
would be to simultaneously inhibit glycerol ki- 
nase and the alternative oxidase. 

3.1.10 lnhibition of Glycerol Kinase. Kra- 
lova et al. (203) and Steinborn et al. (204) in- 
dependently reported the cloning and molecu- 
lar characterization of glycosomal glycerol 
kinase (GK) from T. brucei. A unique feature, 
compared to the mammalian enzyme, is the 
replacement of Ser137 with Ala. The Ala137 
substitution results in lower affinity of the 
substrates for the enzyme compared to those 
of other GKs. The Ala137 substitution is 
found in other trypanosome species that can 
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convert glucose directly to glycerol and pyru- 
vate under anaerobic conditions. This unique 
feature of T. brucei GK offers a potential for 
the design of selectively toxic drugs for use in 
combination with inhibitors of the alternative 
oxidase. 

3.1 .I 1 lnhibition of Phosphoglycerate Ki- 
nase. Phosphoglycerate kinase (PGK, Fig. 
19.8, enzyme 8) exists as three isoenzymes in 
most Trypanosomatidue. Mathematical mod- 
eling of the glycosomal pathway places PGK as 
highly important to the overall glycolytic flux 
in the trypanosome (157, 158). Two of the 
forms are glycosomal (PGKA and PGKC) and 
the third (PGKB) is cytosolic in both T. brucei 
and T. cruzi. PGKA is expressed at low levels 
throughout the life cycle, whereas cytosolic 
PGKl3 is strongly expressed in the insect pro- 
cyclic stage, but hardly at all in the mamma- 
lian bloodstream form, whereas the reverse is 
true for glycosomal PGKC. Overexpression of 
cytosolic PGKl3 in bloodstream forms is lethal 
(205), implying that compartmentation plays 
a vital role in maintaining their energy supply. 
Cloning and characterization of PGK from 
multiple species has been accomplished (206) 
and the structure has been determined (207). 
PGK from T. brucei has a high preference for 
ATP binding, whereas enzymes from yeast 
and rabbit muscle will readily accept GTP and 
ITP as cosubstrates. Suramin (1) selectively 
inhibits the glycosomal form of PGK from T. 
brucei (208). 

3.1 .I 2 lnhibition of Phosphoglycerate Mu- 
tase and Pyruvate Kinase. Phosphoglycerate 
mutase (Fig. 19.8, enzyme 9) in T. brucei has 
been found to be a cofactor-independent en- 
zyme, unlike its mammalian counterpart en- 
zymes that are all cofactor dependent. This 
major difference in structure of trypanosomal 
phosphoglycerate mutase is proposed to be an 
excellent target for drug development (209). 

Pyruvate kinases from trypanosomal spe- 
cies possess unique properties that may be ex- 
ploitable for the purpose of selective drug de- 
velopment. The most notable difference from 
the host is that the parasite enzyme has a reg- 
ulatory site on the enzyme that binds fructose- 
2,6-bisphosphate (210). It is proposed that a 

tight binding inhibitor to the fructose-2,6- 
bisphosphate regulatory site would be an ef- 
fective trypanocide. However, modeling stud- 
ies on glycolysis predict that this enzyme is 
likely to be a mediocre drug target (158). 

3.1 .I 3 Additional Clycosomal Enzymes as 
Potential Drug Targets. Several additional en- 
zymes are involved in carbohydrate metabo- 
lism of kinetoplastids. Phosphoenolpyruvate 
carboxykinase (PEPCK) is one such enzyme. 
In insect stages of T. brucei, T. cruzi, and 
Leishmania, glucose consumption is associ- 
ated with CO, fixation and excretion of signif- 
icant amounts of succinate. The glycosomes of 
these life-cycle stages have low amounts of 
phosphoglycerate kinase and highly elevated 
levels of PEPCK and malate dehydrogenase 
(MDH). The combined action of these two 
enzymes converts phosphoenolpyruvate to 
malate, with the concomitant oxidation of 
NADH to NADt and conversion of ADP to 
ATP, thereby maintaining zero net internal 
balance of ATP and NADf in the glycosome 
(211). Consequently, PEPCK is purported to 
be a prime candidate for inhibitor develop- 
ment (212, 213). The recently published crys- 
tal structure of the T. cruzi enzyme (214) will 
greatly aid efforts a t  structure-based drug 
design. 

Pyruvate phosphate dikinase (PPDK) is 
another glycosomal enzyme that is expressed 
in T. cruzi, Leishmania, and the procyclic 
stage of T. brucei (but not bloodstream forms) 
and does not exist in higher eukaryotes. The 
enzyme has been cloned and its structure de- 
termined from several sources and the three- 
dimensional structure determined (215-217). 
The functional role and importance of this en- 
zyme in glycosomal metabolism has not been 
determined. Compartmentalization of this en- 
zyme in the glycosome is important since a 
futile cycle, resulting in net hydrolysis of ADP, 
would occur if PPDK were in the cytosol 
(Scheme 1). 

In T. cruzi, PDDK could play a role in for- 
mation of phosphoenolpyruvate for the syn- 
thesis of phosphonopyruvate (catalyzed by 
phosphoenolpyruvate mutase) and its subse- 
quent conversion to aminoethylphosphonate 
(AEP). Phosphonopyruvate mutase has been 
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Pyruvate + Pi + ATP - PEP + AMP + PPi (1) 

PEP + ADP -+ Pyruvate + ATP (2) 

PPi + HzO -., 2Pi (3) 

ADP + H,O -+ AMP + 2Pi. Sum 

Scheme 1. Biochemical reactions ex~ected if PPDK were in the cytosol. Where 1 = PPDK, 2 = PK, 
and 3 = pyrophosphatase. 

cloned and expressed from T. cruzi (Sarkar 
and Fairlamb, unpublished), suggesting that 
the pathway is present. In contrast to T. brucei 
and Leishmania spp., AEP is an invariant 
component of the glycan core of the parasites' 
surface glycosylinositylphospholipids (GIPLs) 
and mucins, suggesting an important role in 
survival. However, further work is required to 
establish whether this pathway is a viable 
drug target. 

An NADH-dependent fumarate reductase 
is present in the promastigote stage of Leish- 
mania parasites and T. cruzi. Mammalian 
cells do not possess soluble fumarate reduc- 
tase activity. Chalcones, components of Chi- 
nese licorice, have been found to inhibit fuma- 
rate reductase and to be lethal to L. major and 
L. donovani (218). Nielsen et al. (219) syn- 
thesized and performed three-dimensional 
quantitative structure-activity relationship 
(QSAR) analysis on a large series of chalcones 
as potential antileishmanial agents. Licochal- 
cone A (261, a lead compound in these studies, 
has an antileishmanial IC,, value of 13 JLM 
and is one of the more potent inhibitors of 
fumarate reductase found to date. In T. cruzi, 
soluble fumarate reductase activity is associ- 
ated with dihydroorotate dehydrogenase, im- 
plicating fumarate reductase in de novo py- 
rimidine biosynthesis (220). It remains to be 
determined whether this is also the case in 
Leishmania. 

3.2 Glycosomal Protein import 
as a Drug Target 

Glycosomal enzymes are synthesized in the 
cytosol and thus have to be imported into the 
organelle for glycolysis to function correctly in 

a coordinated manner. As mentioned earlier, 
inappropriate expression of PGK in the cy- 
tosol disrupts normal glycolytic function in 
bloodstream T. brucei (205). Thus, inhibition 
of the glycosomal import process is predicted 
to be lethal. The initial hypothesis that "hot 
spots" of positive charges spread 40 A apart on 
some glycosomal proteins were topogenic sig- 
nals for import (221) was soon abandoned as 
details emerged concerning import of proteins 
into peroxisomes. Given that the require- 
ments for glycosomal import are apparently 
more relaxed than those for peroxisomal im- 
port, selective inhibition of this process could 
represent a therapeutic strategy (222). Glyco- 
soma1 import is accomplished by two mecha- . 
nisms. The first relies on a specific C-terminal 
peptide sequence similar to the peroxisomal 
targeting signal (PTS1) that is used by peroxi- 
somes to import proteins (223). Whereas per- 
oxisomes have a rather strict requirement for 
a serine-lysine-leucine (SKL) carboxy-termi- 
nal sequence to undergo import by the PTSl 
mechanism, kinetoplastids have a much more 
degenerate C-terminal target signal for the 
glycosomal import (224). With the SKL se- 
quence as a starting point, S can be any other 
polar amino acid; K can be replaced by amino 
acids capable of forming H bonds; and L is 
replaceable by other hydrophobic amino acids. 
Blattner et al. found that a C-terminal SSL, 
which is not a targeting signal for peroxisomal 
import (2251, is sufficient to direct the import 
of the cytosolic protein p-glucuronidase into 
glycosomes (226). Thus, it is possible to attain 
selective targeting of proteins to the glyco- 
somes of trypanosomes vs. the peroxisomes of 
mammalian species. The second method for 
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importing proteins into peroxisomes and gly- 
cosomes uses the peroxisomal targeting signal 
(PTS2). The PTS2 targets an N-terminal or 
internal nonapeptide sequence of general 
structure H,N-X-X-RIK-L/V/I-Q-X5-H/Q-L/A 
for glycosomal import. 

Among the 11 T. b. brucei glycosomal pro- 
teins whose primary structures have been de- 
termined, seven have the C-terminal tripep- 
tide sequences apparently capable of targeting 
them for glycosomal import through the 
PTS1: GAPDH [AKL; (22711, PGI [SHL; 
(169)], PGK [SSL; (22611, PEPCK [SRL; 
(228)], G3PDH [SKM; (18611, and PPDK 
[AKL; (21611. The other four proteins, HK 
(156), TIM (175), ALDO (172), and 56-kDa 
PGK (229), possess C-terminal tripeptide se- 
quences incapable of acting as targeting sig- 
nals for glycosomal protein import. These pro- 
teins have N-terminal or internal peptideb) 
PTS2 sequences as glycosomal targeting sig- 
nals. The N-terminal 10 amino acid peptide in 
mammalian 3-ketoacyl-CoA thiolase that 
serves as a targeting signal for peroxisomal 
import (230) does not function in glycosomal 
protein import (2281, demonstrating that se- 
lective targeting or inhibition of the trans- 
porter is possible. The recently solved struc- 
ture of tetrameric aldolases from T. b. brucei 
and Leishmania reveal that two PTS2 non- 
apeptides interact to form a dimeric structure 
that could serve as a basis for the design of 
glycosome import inhibitors (174). A peptido- 
mimetic based on the structure of the C-termi- 
nal tripeptide glycosomal targeting signal 
could function as an inhibitor of glycosomal 
peptide import and result in a new class of 
antitrypanosomal agents (231). 

The PTSl or PTS2 sequences of the glyco- 
somal enzymes bind to membrane importer 
proteins (mPTS) that translocate them into or 
through the glycosomal membrane. Little is 
known about the receptor sites on the trans- 
porter proteins or the mechanism by which 
they internalize the glycosomal enzymes (223, 
232). 

3.3 lnhibitors of the Pentose-Phosphate 
Shunt 

Inhibitors of the pentose-phosphate pathway 
(PPP) provide another potential target for 
the development of antitrypanosomal agents 

(233). The PPP provides NADPH that is es- 
sential for many biosynthetic reactions, in- 
cluding the regeneration of reduced trypano- 
thione that is required for protection of the 
organisms from oxidative stress. A proportion 
of the first two enzymes of the PPP (glucose- 
6-phosphate dehydrogenase and 6-phospho- 
gluconate dehydrogenase) are associated with 
the glycosome (234,2351, where they provide 
NADPH for alkoxyphospholipid biosynthesis 
(143, 236,237). 

3.4 Polyamines and Trypanothione 

The biosynthetic routes to polyamines and 
trypanothione are outlined in Figure 19.10. 
There are at least five validated or highly plau- 
sible targets for drug development in the poly- 
amine and trypanothione synthesis pathway. 
In T. brucei and Leishmania ornithine decar- 
boxylase (ODC) and S-adenosylmethionine 
decarboxylase (AdoMetDC) are co-rate-limit- 
ing enzymes in the synthesis of spermidine. T. 
cruzi lacks ODC activity (238) and obtains pu- 
trescine and spermidine from the host by 
means of inducible high affinity transporters 
(239). With the exception of T. cruzi, spermine 
is not synthesized in trypanosomes and sper- 
midine is the major polyamine that is essential 
for fulfilling the diverse functions of poly- 
amines in the trypanosome cell (240). In addi- 
tion, spermidine has the unique function in 
the Kinetoplastida of serving as a substrate in 
the biosynthesis of trypanothione, an essen- 
tial metabolite for the survival of these organ- 
isms. Thus, inhibitors of polyamine biosynthe- 
sis or polyamine utilization are potentially 
toxic to the Kinetoplastida. 

3.4.1 lnhibitors of Ornithine Decarbox- 
ylase. As discussed previously in the section 
on the mechanism of action of eflornithine (4), 
the blood form of T. b. gambiense appears to be 
uniquely susceptible to inhibition of poly- 
amine synthesis. The susceptibility of this one 
species may be a result of the slow turnover of 
ornithine decarboxylase (ODC) in T. b. gambi- 
ense, coupled with the low concentrations of 
polyamines in the blood, thus negating reple- 
tion of polyamines by active transport mecha- 
nisms (89). The therapeutic use of eflornithine 
is limited by its short serum half-life and its 
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poor oral bioavailability. A potent ODC inhib- 
itor with a longer serum half-life and good oral 
bioavailability would certainly simplify treat- 
ment of late-stage T. b. gambiense infection 
and might be effective against Leishmania 
species in conjunction with inhibition of the 
polyamine transporters (241). 

3.4.2 Inhibitors of SAdenosylmethionine 
Decarboxylase and Related Enzymes. Ado- 
MetDC and spermidine synthase in trypano- 
somes are crucial for the synthesis of spermi- 
dine (19) and qualify as potential targets for 
antitrypanosomal chemotherapy. Trypanoso- 
ma1 AdoMetDC does not cross-react with a hu- 
man AdoMetDC antiserum, indicating a con- 
siderable difference in the structures of the 
two enzymes (242). A number of adenosine 
analogs have been prepared that inhibit 
AdoMetDC, and have shown activity against 
the Kinetoplastida. MDL 73811, 5'-[(Z-4- 
amino-2-butenyl)methylamino]-5'-deoxyade- 
nosine (27) (Fig. 19.11), is a time-dependent 
irreversible inhibitor to the AdoMetDC in T. b. 
brucei, with a Ki value of 1.5 and kinact = 
0.039 s-' (243). Intracellular concentrations 
of putrescine and AdoMet were increased and 
the level of spermidine was decreased in try- 
panosomes treated with (27) (244). Compound 
(27) also proved to be active against trypano- 
some infections in animal models (245). The 
drug is efficiently imported into trypanosome 
to a high intracellular concentration of 1.9 
mM by a parasite-specific adenosine trans- 
porter not present in mammalian cells (58, 
246). The combination of selective import into 
trypanosomes and irreversible inhibition of 
AdoMetDC makes (27) worthy of further 
investigation. 

Adenosine analog (28) inhibits AdoMetDC 
irreversibly, is a substrate for the purine 
transporter, and has an IC,, value of 0.9 pit4 
against T. brucei in uitro (247). Nucleotide 
analogs (29) (hydroxyethylthioadenosine; 
HETA) and (30) have not been shown to in- 
hibit AdoMetDC. These two agents strongly 
inhibit protein methylation enzymes (mostly 
carboxyl methylation) that use AdoMet as a 
cosubstrate. However, these two agents are 
transported into trypanosomes by the P1 sys- 

tem and both have submicromolar trypano- 
cidal activity against T. b. brucei and strains of 
trypanosomes resistant to melarsoprol (248, 
249). 

Methylglyoxal bis(guanyIhydrazone) (MGBG, 
31) is a potent, but nonselective AdoMetDC 
inhibitor with additional antimitochondrial 
actions that has been used in cancer chemo- 
therapy (250). In the early 1990s, scientists at 
Ciba-Geigy undertook the synthesis and bio- 
logical evaluation of a large series of MGBG 
analogs in the hope of discovering new cancer 
chemotherapeutic AdoMetDC inhibitors 
(251-253). None of the compounds has been 
successfully developed into marketable anti- 
cancer agents. Tests for antitrypanosomal ac- 
tivity of the MGBG derivatives revealed a 
number of compounds that had trypanocidal 
activity below 0.5 pit4 in vitro (2541, and that 
the activity was maintained in vivo (255). The 
best of the compounds was CGP 40215A (com- 
pound 32; Fig. 19.11), which cured acute infec- 
tions of T. brucei in mice at a dose I 25 mgkg 
(255). The structural similarity of (32) and the 
older trypanocides pentamidine (2) and dimi- 
nazene (7) is significant. All three of these 
compounds (32,2, and 71, as well as AdoMet, 
use the P2 transporter in trypanosomes for 
active uptake (38, 256a,b). Once in trypano- 
somes, the agents all exert a trypanocidd 
action, although it is far from certain that 
this action is attributable to inhibition of 
AdoMetDC (50, 53). Compound (32) remains 
under development as a potential clinical an- 
titrypanosomal agent. Two additional com- 
pounds with bis-guanidine-related structures 
are in development as antitrypanosomal 
agents. DB289 (33b), the bis(methy1 carba- 
mate) prodrug of furamidine (33a), is orally 
active against T. brucei and is one of two drugs 
being developed by the WHO on a grant from 
the Bill Gates Foundation (257). The drug is 
currently in Phase I1 clinical trials. Furami- 
dine binds tightly to AT sequences in the mi- 
nor groove of DNA (258a,b); however, its 
mechanism of antitrypanosomal activity re- 
mains undetermined. Trybizine (SIP1 1029, 
34) was found to have IC,, values of 0.15 to 
2.15 nM in four strains of cultured African 
trypanosomes (259-261). In the mouse in vivo 
screen, (34) cured 12 of 13 trypanosome iso- 
lates at a dose of 510 mglkg i.p. and it showed 
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Figure 19.11. Antitrypanosomal compounds that inhibit AdoMetDC. Several of the compounds 
have not been shown to be AdoMetDC inhibitors but are included because of their structural simi- 
larity to the known AdoMetDC inhibitors in the figure. 

oral activity at higher doses. Compound (34) mammalian species, yet they do not use gluta- 
inhibits AdoMetDC, with an IC,, value of 38 thione as such. Instead, they conjugate gluta- 
a (261). thione and spermidine to make a unique sub- 

stance named trypanothione (262, 263). The 
3.4.3 Inhibition of the Biosynthesis of Try- enzymes for trypanothione synthesis, gluta- 

panothione and of Trypanothione Reductase. thionylspermidine synthetase (GspS) and try- 
Kinetoplastids biosynthesize spermidine and panothione synthetase (TryS), and trypano- 
glutathione by the same process as that of thione reductase (TryR) are unique to these 
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Figure 19.12. The trypanothione peroxidase system for detoxifying peroxides. Enzymes trypano- 
thione reductase (TryR) and tryparedoxin peroxidase (TryP) are boxed. T(SH), and T(S), are 
trypanothione and trypanothione disulfide, respectively. TryX[SHl, and TryX[S], are the thiore- 
doxin-like proteins tryparedoxin and tryparedoxin disulfide, respectively. ROOH can be hydrogen 
peroxide or an alkyl or aryl hydroperoxide. 

organisms (for reviews see refs. 264-266). 
Crystal structures of each protein component 
of the antioxidant pathway in Figure 19.12 
have been determined (267-271). Kinetoplas- 
tids use trypanothione for most reactions 
where glutathione is used in mammqlian cells. 
A major function of trypanothione is the pro- 
tection of the organisms from oxidative stress 
(Fig. 19.12). Kinetoplastida lack catalase and 
are highly dependent on the redox cascade de- 
scribed in Figure 19.12 for neutralization of 
H202 and lipid peroxides (272). Tryparedoxin 
peroxidase and tryparedoxin are members of 
the thioredoxin family and they may be ex- 
ploitable as drug targets (see Refs. 273-276 for 
reviews). The advantage of the biological sub- 
stitution of trypanothione for glutathione in 
the kinetoplastids remains unclear. Trypano- 
thione and glutathione have similar redox po- 
tentials and thiol-disulfide exchange reactions 
between them will occur nonenzymatically 
(2651, although trypanothione is slightly more 
electronegative (-0.242 V for glutathione 
versus -0.230 V for trypanothione). An addi- 
tional difference is that the thiols of trypano- 
thione are more acidic than those of glutathi- 
one; thus, trypanothione exists more in the 
thiolate form (15% versus 1% for glutathione) 
and is more nucleophilic at pH 7.4. Trypano- 
thione remains an effective nucleophile at pH 
5.5, whereas glutathione does not (277). 

Trypanothione forms stable 1:l  complexes 
with heavy metal ions such as trivalent arseni- 
cals (61, 62). The stability of the complex is 
much weaker than that of 2,3-dimercaptopro- 
pan01 or lipoic acid (61, 62), but probably 
stronger than with glutathione. The complex 
between trypanothione and the arsenic of me- 
larsen oxide is believed not to be the major 
mechanism of action of this drug (63), but may 
be involved in resistance through export of the 

trypanothione-arsenical complex (278). Al- 
though trypanothione-antimony complexes 
cannot be separated by HPLC, NMR studies 
have demonstrated formation of a stable 1:l 
complex at pH 7.4, in which trivalent anti- 
mony binds to two sulfur atoms and to the 
oxygen atom of a water molecule (279). 

3.4.3.1 Inhibitors of Glutathionylspermi- 
dine Synthetase. The trypanothione biosyn- 
thetic enzymes GspS and TryS have been 
generally accepted as targets for antitry- 
panosomal chemotherapy. Both enzymes have 
been cloned and sequenced (280) from 
Crithidia fmciculata, a kinetoplastid that in- 
fects insects. Research on these enzymes has 
been sparse because of a lack of a ready source 
of enzymes for study. Oza et al. (281) recently 
reported the soluble expression of GspS from 
C. fasciculata in E. coli. GspS will function i; 
the reverse direction, hydrolyzing N1-gluta- 
thionylspermidine to glutathione and spermi- 
dine. The amidase activity of GspS lies in the 
N-terminus region of the enzyme and is de- 
pendent on a single sulfhydryl group of Cys79. 
The dual action of the enzyme supports the 
idea that GspS functions in part as a way to 
store and retrieve spermidine in the cell, as 
well as to supply glutathionylspermidine for 
the synthesis of trypanothione. 

The biosynthesis of trypanothione in T. 
cruzi differs from C. fasciculata in that a sin- 
gle enzyme with the greatest similarity to 
TryS from C. fmciculata catalyzes formation 
of trypanothione from glutathione and sper- 
midine (Oza, Tetaud, and Fairlamb, unpub- 
lished results). The enzyme shows less speci- 
ficity toward the polyamine substrate and can 
also synthesize the homotrypanothione ana- 
log (238) from aminopropylcadaverine and 
glutathione. Like the Crithidia, GspS, the T. 



3 Perspectives for New Drug Therapies for Kinetoplastid Parasitic Diseases 1065 

Figure 19.13. Inhibitors of glutathionylspermi- 
dine synthetase. 

cruzi TryS, displays weak amidase activity 
with glutathionylspermidine, trypanothione, 
and homotrypanothione. 

Arnssoms et al. (282,283) reported a series 
of glutathione-like tripeptides (y-Glu-Leu- 
Gly-X) as potential inhibitors of GspS. The hy- 
droxamic acid derivatization of the glycine 
carboxylate (35, Fig. 19.13) has a Ki value of 
2.5 f l  and substitution of the glycine by di- 
aminopropropanoic acid (36a) or lysine (36b) 
gave inhibitors with Ki values of 7.2 and 6.4 
a, respectively. 

3.4.3.2 Inhibitors of Trypanothione Reduc- 
tase. Trypanothione is an essential metabo- 
lite for mediating the redox balance in try- 
panosomes and trypanothione reductase 
(TryR) is required to return trypanothione di- 
sulfide to its reduced state. TryR uses FAD as 
a cofactor and NADPH as an electron donor 
(120). The enzyme was originally purified 
from C. fasciculata (284) and subsequently 
from other species (120, 285, 286). Gene se- 
quences are available for C. fasciculata and 
medically and veterinary-relevant species 
(287-291). Detailed X-ray characterizations of 
the three-dimensional structure were com- 
pleted on the recombinant TryR from C. fas- 
ciculata (292). The crystal structure, refined 

to 2.6-A resolution (2931, revealed significant 
differences from that of glutathione reduc- 
tase, which accounts for the pronounced dis- 
criminatory properties of the enzymes for 
their disulfide substrates (120,284,285). Sub- 
sequently, crystal structures of TryR (268, 
294) and TryR complexed with mepacrine 
(295) from T. cruzi have been reported. The 
binding site for trypanothione is more open 
because of the rotations of two helical domains 
that form part of the active site. In addition, 
the highly positive charged and hydrophilic re- 
gion of glutathione reductase, where the gly- 
cine carboxylate of glutathione interacts with 
the enzyme, is replaced by a hydrophobic and 
negatively charged pocket in trypanothione 
reductase (292). TryR has a glutamic acid at 
position 17 that could either form a hydrogen 
bond with one of the amide linkages between 
the spermidine and glycine carboxylate (267) 
or interact with the positively charged second- 
ary m i n e  of spermidine. The marked differ- 
ences between glutathione and trypanothione 
reductases in their disulfide binding sites pro- 
vide an excellent basis for the discovery of spe- 
cific TryR inhibitors by structure-based drug 
design methods (296). Validation of TryR as a 
drug target has been provided by a variety of 
genetic experiments (297-2991, including con- 
ditional gene knockouts in T. brucei (300). ' 

Agents that are proposed to act as inhibitors of 
TryR are shown in Fig. 19.14. 

A number of tricyclic analogs were selected 
from the computer model of TryR and docking 
experiments with phenothiazine-based struc- 
tures (301). Compounds from this lead were 
obtained or synthesized and evaluated for in- 
hibitory activity on TryR. The fist strong lead 
for an inhibitor was chlorpromazine (371, 
which has an IC,, value of 35 p M  against re- 
combinant trypanothione reductase from T. 
cruzi (302). Open-ring compound (38) was 
made in an attempt to separate the neurolep- 
tic properties of (37) from its TryR inhibition 
activity and resulted in a slight increase in 
TryR inhibitory activity (46% inhibition of 
TryR from T. cruzi versus 16% for 37) (303). A 
series of tricyclic agents related to the antide- 
pressant drug clomipramine (39) was pre- 
pared and evaluated for TryR inhibitory activ- 
ity. Clomipramine (IC,, = 6.5 CL2M) was the 
most active compound against TryR from T. 
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Figure 19.14. Inhibitors of trypanothione reductase. 



3 Perspectives for New Drug Therapies for Kinetoplastid Parasitic Diseases 1067 

cruzi (304). Tricyclic acridine derivatives re- 
lated to known antiparasitic drugs were inves- 
tigated for TryR inhibitory activity. The most 
active compound found was the mepacrine ho- 
molog (40), which has a Ki value of 5.5 pM, 
although simple acridines lacking the entire 
arninoalkyl substituent from the 9 amino 
group were nearly as potent (305). The 9-ami- 
noacridines related to (38) were competitive 
inhibitors of TryR, with more than one mole- 
cule of inhibitor able to bind to the enzyme. 
Two 9-thioacridine compounds were prepared 
and gave Ki values similar to those of the 
9-aminoacridines but they exhibited mixed- 
type kinetics. These findings demonstrate the 
difficulty in drug design through the use of 
computer-aided structure fitting or in the de- 
velopment of QSAR for TR inhibitors (305). 
Chibale et al. (306) prepared 9,9-dimethylxan- 
thines as potential TryR inhibitors. The most 
active compound in the series was (41) (Ki = 
13.8 piW. 

A popular approach to the preparation of 
TryR inhibitors has been the substitution of 
various groups onto a polyarnine scaffold. Nat- 
ural product lead compounds kukoamine A 
(42a) and lunarine (42b) are analogs of 
spermine and have Ki values of 1.8 pM (307) 
and 144 f l  (kina, = 0.116 s-'1 against TryR 
from T. cruzi, respectively (267). O'Sullivan et 
al. (308, 309) reported several series of aryl 
alkyl spermidine derivatives. Of the com- 
pounds prepared, (43) (Ki = 9.5 a) and (44) 
(Ki = 3.5 piW were the most active. A series of 
bis-alkyl and aryl-alkyl terminal N-substi- 
tuted spermine-related compounds, having a 
3-7-3 pattern of hydrocarbon chain lengths 
between the nitrogen atoms, has been pre- 
pared. Compound (45) is one of the most po- 
tent of the compounds, having IC,, values of 
40 and 165 nM against the K243 and resistant 
K243-As-10-3 strains of trypanosomes, re- 
spectively (310). The N1,iV17-bis(benzyl) ana- 
log of (45) was nearly as potent. Smith and 
Bradley (311) prepared three 576-compound 
libraries of spermidine-amino acid conjugates 
and screened the compounds for their ability 
to inhibit TryR. Compound (46) was the most 
potent, having a Ki value of 100 nM. This work 
was followed by additional solid-phase synthe- 
sis attempting to optimize the activity of the 
lead compounds. The N1,N12-bis-(5-bromo-3- 

indole acetic acid) amide derivative of sperm- 
ine (47) had a Ki value of 76 nM when tested 
against TryR from T. cruzi (312). 

For compounds in the studies described in 
the preceding paragraph, it should be noted 
that there is not a good correlation between 
their ability to inhibit TryR and their toxicity 
against cultured trypanosomes. Thus, the 
mechanism by which these compounds exert a 
trypanocidal action remains in doubt and mul- 
tiple mechanisms of activity may be involved. 
In addition, all of the compounds that have 
been tested in uivo for their ability to cure 
mice acutely infected with trypanosomes have 
yielded disappointing results. It is not known 
whether the lack of in viuo potency is attrib- 
uted to poor uptake by trypanosomes, to rapid 
metabolism of the compounds by the host, or 
to other unidentified factors. It should be 
borne in mind that strictly competitive inhib- 
itors of low nanomolar potency may be re- 
quired to maintain high levels of inhibition in 
the face of possibly millimolar levels of 
trypanothione disulfide accumulating intra- 
cellularly as a result of effective inhibition of 
TryR. Irreversible tight-binding inhibitions 
may be required. Certainly, the inability of 
medicinal chemists to find a drug to attack 
what appears to be a prime target for selective 
toxicity is frustrating. 

3.4.3.3 Subversive Substrates. Henderson 
et al. attempted the design of subversive sub- 
strates for TryR (104). The toxic action of bleo- 
mycin on cancer cells might be considered an 
analogy to the subversive substrate approach 
to drug design (313). The objective of this 
strategy is to find a compound that will bind to 
the active site of the target enzyme (TryR in 
this case) and subvert electrons from their 
normal flow from NADPH by way of FAD to 
trypanothione disulfide (Fig. 19.12). The com- 
pound should accept electrons from the FAD 
cofactor of TryR and divert them into a redox 
cycling-based mechanism of cell toxicity, as 
described in Fig. 19.6. The resulting oxygen- 
derived free radicals would damage the en- 
zyme, or important structures in the sur- 
rounding cell, and result in a trypanocidal 
action. In addition, the normal function of the 
redox cascade from NADPH to peroxides is 
disrupted, which in itself might be sufficient 
for a trypanocidal action. This method of at- 
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Megazol (54) 

Figure 19.15. Subversive substrates. 

tack seemed reasonable on the basis of the 
known antitrypanosomal activity of com- 
pounds like nifurtimox (12) and benznidazole 
(13). Structures of other agents that may have 
a mechanism of action by serving as subver- 
sive substrates are given in Fig. 19.15. Inter- 
estingly, crystal violet (48) is a potent inducer 
of oxidative stress and has long been used in 

blood banking to kill T. cruzi trypomastigotes 
and thus prevent the spread of Chagas' dis- 
ease through blood transfusions (314). 

Attempts to find an effective trypanocidal 
subversive substrate for TryR have been only 
partially successful. In the initial work, two 
nitrofuran derivatives (49 and 50) and the 
naphthoquinone (51) were identified as 
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trypanocidal subversive substrates. All three 
of these compounds were effective at a concen- 
tration range of 1-5 pJ4 in preventing T. cruzi 
trypomastigotes from infecting human saphe- 
nous vein smooth muscle cells in culture (104). 
None of the compounds is very active in in vivo 
screens for trypanocidal activity. Other nitro- 
furan derivatives such as nifuroxazide (52) 
and nifurprazine (53) are effective subversive 
substrates for TryR and possess trypanocidal 
activity in vitro (315). Cenas et al. (316) pub- 
lished on the mechanism of reduction of qui- 
nones by TryR from T. congolense. A library of 
1360 1,4-naphthquinone derivatives was syn- 
thesized and tested for activity against TryR 
from T. cruzi. The most potent compounds 
from this series had IC,, values of 0.3-1.1 pit4 
and were highly selective for TryR vs. gluta- 
thione reductase (31 7). 

Megazol(54), structurally related to the ni- 
trofurans and other subversive substrates, is 
an important compound that is in develop- 
ment as an antitrypanosomal agent. The 
mechanism of the drug is not known, but it 
probably is associated with its ability to un- 
dergo cyclical one-electron reduction, thereby 
generating reactive oxygen species in vivo. 
Megazol has not been shown to inhibit any 
specific trypanosomal enzyme. Megazol is ef- 
fective in curing T. b. brucei infections in mice 
(318) and is effective in combination with me- 
larsoprol (319) and surarnin (320). Megazol 
owes part of its effectiveness to its active up- 
take into trypanosomes by the P2 transporter 
(321). Studies on the pharmacokinetics, me- 
tabolism, and excretion of megazol have been 
published (322, 323). 

Ajoene (551, a component of garlic, has 
been found to be an effective irreversible in- 
hibitor of both TryR and glutathione reduc- 
tase. Ajoene forms a mixed disulfide bond with 
Cys58 of TryR (324). In addition, ajoene is a 
substrate for TryR and leads to the accumula- 
tion of reactive oxygen species. 

3.5 Inhibitors of Lipid and Clycolipid 
Metabolism 

With the exception of bloodstream T. brucei, 
which obtains cholesterol from host LDL, the 
sterol biosynthesis in other kinetoplastids re- 
sembles that of fungi much more closely than 
that of mammalian species. Ergosterol is the 

major sterol used by this order in membrane 
stabilization. Thus, agents that have proved to 
be effective in treating systemic fungal infec- 
tions are worthy of investigation for activity 
against T. cruzi and Leishmania spp. Ampho- 
tericin B (18) has proved to be highly effective 
for the treatment of visceral leishmaniasis. 
Structures of agents acting as inhibitors of ste- 
rol and lipid biosynthesis are given in Figure 
19.16. 

3.5.1 Inhibitors of 14a-Demethylase and 
Other Enzymes Related to Sterol Biosynthesis. 
The azole class of inhibitors of 14a-demethyl- 
ase, blocking the conversion of lanosterol to 
4,4-dimethylcholesta-8,14,24-triol, in the bio- 
synthetic pathway to ergosterol, has yielded 
varied effectiveness in the treatment of leish- 
maniasis and Chagas' disease. The gene for 
14a-demethylase from T. brucei has been 
cloned and characterized (325). In most cases, 
treatment with an azole agent slows progres- 
sion of the disease but rarely results in a long- 
term cure (see Refs. 326-328 and references 
cited therein). Recent results with newer 
agents and combination therapy are more en- 
couraging. Alrajhi et al. (328) reported the re- 
sults of a clinical trial of a 6-week oral flucon- 
azole (56) treatment of cutaneous infections . 
caused by L. major. The median time to heal- 
ing in the fluconazole treited group was 8.5 
weeks compared to 11.2 weeks in the placebo 
group (P < 0.001). It was concluded that the 
fluconazole therapy was safe and useful. Keto- 
conazole (57) has been shown to have a syner- 
gistic effect in combination with lysophospho- 
lipid analogs related to miltefosine (17) 
against the epimastigote form of T. cruzi 
grown in culture (142). A combination of benz- 
nidazole (13) and (57) was found to be effec- 
tive in curing resistant T. cruzi infections in 
mouse model experiments (329). Third-gener- 
ation triazole antifungal agents have a more 
potent trypanocidal action on T. cruzi than the 
older triazoles. Urbina et al. (330) found that 
DO870 (58) is able to cure acute and chronic T. 
cruzi infections in mice and were the first com- 
pounds ever shown to have this activity. Resis- 
tant strains of T. cruzi were cured in mice by 
(58) incorporated into polyethyleneglycol- 
polylactide nanospheres (331). Unfortunately, 
the clinical development of (58) has been dis- 
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Figure 19.16. Investigational agents affecting lipid metabolism. 

continued by Zeneca because of adverse reac- found to be extremely potent, with MIC values 
tions. Posaconazole (59), another third-gener- of 30 and 10 nM against T. cruzi epimastigotes 
ation triazole, has shown activity similar to and amastigotes in cell culture, respectively 
that of (58) and clinical trials with this agent (334). 
are planned (332, 333). The investigational Other enzymes in the sterol pathway may 
triazole agent UR-9825 (60) also has been offer targets for antitrypanosomal chemother- 
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apeutic agents. Urbina et al. (335) and Ro- 
drigues et al. (336) reported that a 22,26-aza- 
sterol analog has potent inhibitory activity 
against delta24'25' sterol methyl transferase 
from T. cruzi. Sterol biosynthesis is disrupted 
and parasites die when exposed to 100 nM con- 
centration of inhibitor in the culture medium. 
Compound (61), an inhibitor of oxidosqualene 
cyclase, the enzyme that converts 2,3-oxido- 
squalene to lanosterol, had ED,, values of 2-6 
nM against four strains of T. cruzi in cell cul- 
ture, whereas the ED,, value for inhibition of 
murine 373 fibroblasts was 880 nM (337). 

3.5.2 lnhibitiors of Prenylation and Protein 
Anchoring. Bisphosphonates, used medicinally 
as inhibitors of bone resorption, have been 
found to be active both in vitro and in vivo 
against kinetoplastids at concentrations caus- 
ing little toxicity to host cells (338). The mode 
of action of the bisphosphonates is thought to 
involve the inhibition of prenyldiphosphate 
synthetase and the prenylation of proteins 
(339-342). The selectivity of the bisphospho- 
nates may be attributed in part to their accu- 
mulation in acidocalcisomes, organelles stor- 
ing high concentrations of pyrophosphate that 
are specific to trypanosomatids and apicom- 
plexan parasites (338, 343). Alendronate (62) 
and risedronate (63) were among the most ac- 
tive bisphosphonates tested for inhibition of 
T. cruzi farnesyl pyrophosphate synthetase, 
having IC,, values of 0.77 and 0.037 pM, re- 
spectively (342). 

The variant surface glycoprotein (VSG) 
coat of bloodstream African trypanosomes is 
anchored to the cell surface by a glycosyl phos- 
phatidylinositol (GPI) that contains myristate 
as its only fatty acid component (344,345). T, 
brucei has several hundred VSG genes, only a 
fraction of which have been cloned (346). In a 
process termed fatty acid remodeling, two 
fatty acids with longer carbon chains than 
those of myristate on the GPI precursor are 
sequentially replaced by two myristate mole- 
cules (347). Alternatively, myristoylation can 
occur by an acyl exchange reaction. Antigenic 
variations enable the trypanosomes to evade 
the host immune response and are essential 
for parasite survival. The process of GPI my- 
ristate exchange or fatty acid remodeling does 
not occur in humans. Thus, a drug that would 

block the process of fatty acid remodeling, acyl 
exchange, or replace the myristate with a dys- 
functional fatty acid might be an effective 
trypanocidal agent. Doering et al. (348) stud- 
ied a set of 244 myristate analogs, on the basis 
of 11-oxatetradecanoic acid (64) as a lead com- 
pound, for their ability to incorporate into the 
GPI both in a cell-free system and in intact 
trypanosomes. Twenty compounds that were 
toxic to trypanosomes at 10 pM were discov- 
ered from the series. Compound (64) had an 
LD,, value for the cultured T. brucei of 1.0 
and some of the compounds in the series were 
even more toxic to trypanosome growth. None 
was subsequently found to be active in mice. 
The trypanocidal activity of the compounds 
correlated roughly with their degree of incor- 
poration into the VSG; however, the mecha- 
nism of action for the compounds could not be 
determined with certainty. 

In a study related to the VSG, Roper et al. 
(349) cloned the gene UDP-glucose-4'-epimer- 
ase, which is responsible for the conversion of 
UDP-glucose to UDP-galactose in T. brucei. A 
UDP-glucose-4'-epimerase knockout in T. 
brucei was also constructed. The hexose trans- 
porter of T. brucei will not carry galactose and 
it was believed that this enzyme might be the 
only source of galactose in the trypanosome. 
Galactose is an essential component of the . 
VSG coat. Deletion of UDP-glucose-4'-epimer- 
ase was lethal to the trypanosomes, thus vali- 
dating the enzyme as a target for drug design. 

3.6 Cysteine Protease Inhibitors 

The major proteases of the order Kinetoplas- 
tida are of the cathepsin B-like and cathepsin 
L-like subfamilies of the papain family of cys- 
teine proteases. Sajid and McKerrow (350) 
published an excellent review of this topic. T. 
cruzi expresses a large amount of cysteine pro- 
tease most closely related to cathepsin L. The 
enzyme has been named cruzain and is synon- 
ymous with cruzipain. Cruzain is expressed in 
varying amounts in all life forms to T. cruzi 
(351, 352). Chagasin, a 12-kDa protein iso- 
lated from T. cruzi epimastigote lysates, is a 
tight-binding inhibitor of cruzain and appar- 
ently functions as a natural regulator of 
cruzain's activity (353). Cruzain has been 
cloned (354) and the three-dimensional struc- 
ture determined (355,356). Cruzain has been 
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validated as a target for drug development in 
studies by Engel et al. (357). The catalytic 
mechanism of the cysteine proteases is well 
understood from extensive studies on papain 
and related enzymes. Resistance to cysteine 
protease inhibitors can be induced in T. cruzi 
through the mechanism of enhancement of a 
protein secretory pathway (358). 

T. brucei expresses a cysteine protease, of 
the cathepsin L subfamily, similar to cruzain. 
The enzyme, called brucipain (or trypanopain- 
Tb), has been cloned and expressed in E. coli 
(359). Brucipain and cruzain have a 59% se- 
quence homology and a approximately 45% 
homology with mammalian cathepsin L en- 
zymes. Brucipain has been validated as a tar- 
get for drug development (360); however, se- 
lectivity for parasite vs. host enzymes remains 
a problem. 

Leishmania spp. express three genes for 
cysteine proteases: the cathepsin L-like and 
cathepsin B-like proteases plus calpain-like 
protease. Inhibitors effective on cruzain and 
brucipain are effective on the enzyme(s) from 
Leishmania spp. (3611, but usually less active 
on this species because of the multiple forms of 
the proteases present. 

A notable difference between mammalian 
and Kinetoplastid cathepsin enzymes lies in 
the carboxy-terminus, where the kinetoplas- 

- 

tid enzvrnes have an extension of about a 100 " 

amino acids, made up of polythreonine resi- 
dues in cruzain and polyproline residues in 
brucipain. The function of the additional 
amino acids is not known, but they are not " 

necessary for the catalytic activity of the en- 
zymes. An additional difference of the para- 
sitic enzymes is their pH-activity profile. Hu- 
man cathepsin L resides predominantly in 
lysosomes and has a pH maximum at 4.5, 
whereas cruzain functions well at higher pH 
and has a pH maximum near 8.0 (350). 

Structures of investigational agents that 
work through a mechanism of cysteine pro- 
tease inhibition are given in Figure 19.17. The 
first cysteine protease inhibitors shown to 
have activity against trypanosomes were 
the dipeptide fluoromethylketone derivative 
(65a) and the related diazomethylketone 
(65b) (360, 362). Compound (65b) was the 
more active compound (ED,, = 0.18 a) 
against T. brucei cultures. These compounds 

were able to cure parasite infections in mice 
but produced unacceptable toxicities at high 
doses (350). A series of dipeptidyl-epoxide de- 
rivatives were investigated for their trypano- 
cidal activity. Epoxide (66) had an IC,, value 
of 10 nMagainst cruzain, but no activity of the 
compound towardtrypanosomes has been re- 
ported (363). The most promising trypano- 
cidal cysteine protease inhibitor reported to 
date is the vinyl sulfone (67) (364a,b). This 
drug is highly effective in curing acute and 
chronic T. cruzi in mice. Compound (67) 
showed little or no toxicity to the animals at 
the treatment doses employed. It is projected 
that (67) will enter clinical trials for the treat- 
ment of Chagas' disease in the near future 
(350). Huang et al. (365) reported a series of 
mercaptomethyl ketones as potent and selec- 
tive inhibitors of cruzain. Compound (68) had 
Ki values of 1.1,1700, and 144 nM for recom- 
binant cruzain, cathepsin B, and cathepsin L, 
respectively. Compound (68) showed time-de- 
pendent inhibition and tight binding to 
cruzain. 

Compounds (65-68) are all irreversible in- 
hibitors of cysteine proteases. In an attempt to 
discover competitive inhibitors for the en- 
zyme, an in silico docking search of a chemical 
databank for fit to the cruzain active site was 
performed. Lead compounds have been pre- 
pared and tested, and potency optimization is 
being pursued. The most potent compounds 
reported from these studies to date are the 
hydrazides (69) and (70), which have ED,, 
values against bloodstream T. brucei in vitro 
of 0.3 and 0.6 a, respectively (366). 

3.7 Inhibitors of Dihydrofolate 
Reductase/Pteridine Reductase 

It  has been determined that Leishmania spp. 
are resistant to dihydrofolate reductase 
(DHFR) inhibitors because they amplify the 
production of pteridine reductase (PTR), 
which can reduce folates and bypass the inhi- 
bition of DHFR (367). An attempt to find com- 
pounds capable of inhibiting these enzymes 
simultaneously led to the discovery of struc- 
tures that inhibit both DHFR and PTR (368). 
Compound (71) (Fig. 19.18) was one of several 
compounds that showed submicromolar IC,, 
values against PTR, DHFR, and cultured L. 
major. Gilbert's group used the Cambridge 
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Figure 19.17. Cysteine protease inhibitors effective as trypanocides. 

Structural Database and the computer pro- 
gram Dock 3.5 to perform avirtual screen on a 
homology model of T. cruzi DHFR. Leads from 
the virtual screen were tested for activity 
against T. cruzi DHFR and the most potent 
compounds were assayed against cultured T. 
b. rhodesiense. Structures (72) and (73) have 
been identified as two of the more active com- 
pounds, each having activity in the low micro- 
molar range (369, 370). 

3.8 Inhibition of Purine lnterconversions 

African trypanosomes lack the capability of de 
novo synthesis of purine nucleotides (371). 
Carter and Fairlamb (58) characterized P1 
and P2 adenosine transporters in T. b. brucei 

that function to scavenger purines from the 
serum of the host. Melarsen oxide, pentami- 
dine, megazol, and other useful antitrypano- 
somal agents use the P1 or P2 transporters to 
concentrate their toxic effects in the trypano- 
somal cells. In addition to the use of the 
transporters for drug targeting, it has been 
proposed that potent inhibitors to the trans- 
porters might yield trypanocidal drugs. How- 
ever, the multiplicity of nucleoside and nucleo- 
base transporters make this an extremely 
challenging proposition. 

Once inside the cell, the purines must be 
converted to useful nucleotides by the purine 
salvage enzymes in trypanosomes. Thus, the 
purine salvage enzymes are credible targets 
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Figure 19.18. Inhibitors of trypanosomal dihydrofolate reductase. 

for antitrypanosomal chemotherapy. Again, 
the considerable redundancy in the salvage 
and interconversion pathways presents a ma- 
jor challenge for drug design. To date, the 
most successful purine analogs are prodrugs 
that are metabolically activated through sev- 

Allopurinol 
(74) 

/ 
CI 

Acivicin 
(76) 

eral enzyme-catalyzed steps. The structures of 
several drugs that affect purine or pyrimidine 
interconversions are shown in Fig. 19.19. The 
most successful example of this approach was 
the identification of antileishmanial activity 
in allopurinol(74) (372). Allopurinol is a sub- 

DON (77) 

Figure 19.19. Inhibitors of purine and pyrimidine interconversion. 
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Figure 19.20. Miscellaneous new leads for antitrypanosomal drugs. 

strate for hypoxanthine phosphoribosyltrans- 
ferase (HPRT) from L. donouani, forming 
allopurinol-ribose-5'-phosphate (allo-5'-RP). 
Allo-5'-RP is a substrate for the rest of the 
parasite enzymes involved in converting IMP 
to ATP and incorporation of ATP into RNA 
(204). Allo-5'-RP is an inhibitor of GMP reduc- 
tase and IMP dehydrogenase, and the allo- 
5'-RP compounds cause an increase in the 
breakdown of RNA in L. donouani (373). The 
antileishmanial activity of allopurinol is prob- 
ably a sum of all of these toxic effects on purine 
interconversion. The clinical efficacy of allo- 
purinol by itself is weak (374); however, the 
activity of allopurinol improves when it is 
combined with fluconazole (375). 

The crystal structure of HPRT has been 
determined from multiple sources (see refs. 
376-378 and references cited therein). A com- 
puter model of the active site of HPRT from T. 
cruzi was used in a docking search against a 
database of 34 million compounds (379). 
Twenty compounds were selected for best fit 
and screened for inhibitory activity against 
HPRT from T. cruzi. Sixteen of the com- 
pounds had IC,, values in the range 0.5 to 17 
a. Four compounds from the 16 were se- 

lected for screening against cultured T. cruzi 
in irradiated mouse macrophages. At 10 pM, 
two of the compounds showed potent trypano- 
cidal activity. Structure (75) is one of the best 
leads from this study (379). Hofer et al. (380) 
investigated CTP synthetase in T. brucei as a 
potential target for drug development. They 
found that CTP pools are very low in T. brucei 
and that this parasite compensates for inhibi- 
tion of CTP synthetase by the salvage of cyti- 
dine. Two inhibitors of CTP synthetase, acivi- 
cin (76) and DON (77), were tested against T. 
brucei in cultured cells and in T. brucei-in- 
fected mice. Both compounds were effective as 
trypanocidal agents in these tests (380). 

3.9 Miscellaneous Active Compounds 

Structures of several miscellaneous drugs af- 
fecting trypanosomal growth are given in Fig. 
19.20. Compound (78), synthesized on the ba- 
sis of a stilbenoid lead, had IC,, values of 10 
and 7.9 pi14 against cultured T. cruzi epimas- 
tigotes and trypomastigotes, respectively 
(381, 382). The mechanism of action of these 
compounds is undetermined. Neves-Pinto et 
al. (383) reported derivatives of p-lapachone, 
of which the most active compound was (79) 
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(ED,, = 61 pM against T. cruzi trypomasti- 
gotes). The activity of (79) may be related to 
its structural resemblance to 5-methylphena- 
zinium, a known inducer of free radicals. The 
(terpyridine) platinum (11) complex (80) 
showed potent trypanocidal action against L. 
donouani (100% at 1 pM) ,  T. cruzi (65% at 1 
pM), and T. brucei (100% at 30 nM). The 
mechanism of action of (80) is thought to be 
platination of parasitic DNA (384,385). 

4 CONCLUSIONS 

Despite their devastating impact on world 
health, few new drugs to treat the Kinetoplas- 
tida diseases have been introduced in the last 
25 years. Several drugs are currently in clini- 
cal trials. Miltefosine offers hope as the first 
effective oral treatment to cure visceral leish- 
maniasis and other members of the lysophos- 
pholipid class of agents show promising 
trypanocidal activity. Megazol has shown good 
oral activity against African trypanosomiasis 
and is currently in clinical trials. The third- 
generation triazole antifungal agents 
posaconazole and UR-9825 have shown potent 
in uiuo activity against T. cruzi infections in 
mice. Members of the existing bisphospho- 
nates class of bone resorption inhibitors have 
potent trypanocidal activity in uiuo and may 
provide new chemotherapeutic drugs for the 
Kinetoplastida diseases. A potent irreversible 
vinyl sulfonyl peptidomimetic inhibitor of cys- 
teine proteases is scheduled to begin clinical 
trials for treatment of Chagas' disease (T. 
cruzi). DB289 and CGP 40215A are two addi- 
tional agents that have shown potent action 
against trypanosomatids and are in various 
stages of drug development. 

Active programs to map the genetic code of 
all the major parasitic pathogens are in 
progress (see references to web sites). A pleth- 
ora of hopeful and often validated targets, 
based on differences in the biochemistry of the 
parasites vs. the human hosts, have been iden- 
tified. However, although essentiality of a tar- 
get can often be demonstrated by genetic 
methods, insufficient consideration is fre- 
quently given to the issue of selectivity be- 
tween host and parasite enzyme. Modern 
methods of drug discovery and development 

(i.e., high throughput screening methods, in 
silico screening, structure-based drug design, 
parallel synthesis techniques, the preparation 
of combinatorial libraries, etc.) are being ap- 
plied to the Kinetoplastida diseases. There is 
good reason to be hopeful that major advance- 
ments in the treatment of these parasitic dis- 
eases will occur in the next 10 years, providing 
there is the political will and economic re- 
sources to move some excellent scientific dis- 
coveries on to the clinic. 

5 WEBSITES OF INTEREST 

0 Information on parasite genome projects, 
http://parsunl.path.cam.ac.uW 

0 World Health Organization, www.who.int 
Leishmania Genome Network, www.ebi. 
ac.uk 

0 Centers for Disease Control and Prevention, 
Emerging Infectious Diseases, www.cdc. 
gov/ncidod/eid/index.htm 
Parasitological Research Groups worldwide, 
www.uniduesseldorf.de/WWW/MathNat/ 
Parasitology/paen-ags.htm 

0 Sanger Center maintains data on nucleotide 
sequences for many microorganisms, 
www.sanger.ac.uk./Projects/ 
Institute for Genomic Research, http:// 
www.tigr.org 

0 Website of C. Laveissiere and L. Penchenier 
on African sleeping sickness, http://www. 
sleeping-sickness.com 
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Anthelmintics 

1 INTRODUCTION 

Helminths are parasitic worms, which infect 
an estimated 2 billion people worldwide, 
nearly all in poor developing tropical or semi- 
tropical countries. Schistosomiasis and other 
helmintic infections account for more than 
40% of all tropical disease excluding malaria 
(1). Although fatal helminth infections are rel- 
atively rare, many persons may be simulta- 
neously infected with more than one parasite 
and these diseases inflict an enormous mor- 
bidity burden on some of the poorest of the 
world's countries, a burden that falls particu- 
larly heavily on children. Helminth infections 
contribute to malnutrition, anemia, stunted 
growth, cognitive impairment, and increased 
susceptibility to other diseases. In addition to 
the human burden, domestic animals are also 
very susceptible to helminth infections, which 
adds to the economic burden of developing 
countries and is also a problem for agriculture 
in many developed countries. A number of an- 
thelmintics are used in both veterinary prac- 
tice and human chemotherapy. 

Helminths are metazoans broadly classi- 
fied into the classes of nematodes [round- 
worms and two types of flatworms (trema- 
todes and flukes)] and cestodes (tapeworms). 
These various organisms have enormously 
variable life cycles, routes of infection, and 
susceptibility to chemotherapy. Most require 
an intermediate host to complete their life cy- 
cles and invade human hosts through the skin 
or ingestion. ~ t r o n ~ ~ l o i d e s  and Echinococcus 
are exceptions; they can live their entire life 
cycle within a human host. Filaria, from the 
Latin word for thread, filum, are a particular 
group of thread-like nematodes of the family 
Onchocercidae, which live as adults in human 
tissue or fluids but require an intermediate 
host of blood-sucking arthropods. These or- 
ganisms cause a variety of diseases known col- 
lectively as filariasis. References 2 and 3 offer 
excellent overviews of helmintic parasites and 
the diseases they cause. 

There are only about a dozen or so safe and 
effective drugs for treating helminth infec- 
tions, but fortunately many of these are very 

effective and inexpensive. However, there has 
been.no significant new anthelmintic intro- 
duced into clinical use since ivermectin en- 
tered clinical trials over 20 years ago. 

2 CLINICAL USE OF AGENTS 

The anthelmintics currently available in the 
United States are listed in Table 20.1. Of the 
drugs listed in Table 20.1, only pyrantel is 
available without a prescription in the United 
States, and three of them, bithionol, diethyl- 
carbamazine, and suramin, are only available 
to physicians through the Centers for Disease 
Control under a compassionate use permit. A 
summary of the drugs effective against some 
of the more common helminth infections are 
summarized in Table 20.2. 

2.1 Benzimidazoles 

There are three benzimidazoles available in 
the United States, mebendazole (11, albenda- 
zole (2), and thiabendazole (3). The discovery 
in 1961 by Merck that thiabendazole (3) had 
broad spectrum activity against a variety of 

nematodes infecting the gastrointestinal tract 
was a major advance in anthelmintic therapy 
and was followed by the discovery and intro- 
duction of the benzimidazole carbamates, me- 
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Table 20.1 Anthelmintic Drugs 

Generic Name Trade Name Originator Chemical Class Dosea 

Mebendazole (1) 
Albendazole (2) 
Thiabendazole (3) 
Praziquante (14) 
Ivermedin (19) 
Pyrantel(20) 
Oxamniquine (2 1) 

Piperazine (24) 
Bithionol(25) 

(from CDC) 
Diethylcarbamazine 

(26) (from CDC) 

Suramin (11) (from 
CDC, not 
recommended) 

Vermox 
Albenza 
Mintezol 
Biltricide 
Stromectol 
Antiminth 
Vansil, 

Mansil 
Multifuge 
Lorothidol 

Hetrazan 

Bayer 205; 
Antrypol 

Janssen 
SmithKlein 
Merck 
Bayer 
Merck 
Pfizer 
Pfizer 

Tanabe 

Lederle 

Bayer 

Benzimidazole 
Benzimidazole 
Benzimidazole 
Pyrazinoisoquinoline 
Macrocyclic lactone 
Tetrahydropyrimidine 
Tetrahydroquinoline 

Piperazine 
Diphenylsulfide 

Piperidine 

Bisnaphthalene sulfonic 
acid 

100 mg, 2X daily 
400 mg, 2 x  daily 
22 mglkg, 2 X daily 
20-25 mgkg, 3x,  one day 
150-200 ~ & g ,  once 
11 mgkg, 1 x daily 
12-15 m a g ,  1 X  daily 

3.5 g/day for 2 days 
40-66 mgkg, for 1 or 2 

days 
13 mgkg, 1 X daily for 

filariasis 
2 mgkg, 3X daily for 

ascariasis 
1 glweek for 5-10 weeks 

"Adult dose. 

bendazole, albendazole, and others. Thia- 
bendazole use has declined substantially since 
it was first introduced because more recently 
developed agents are equally or more effective 
and less toxic. It remains useful however for 
topical applications in the treatment of cuta- 
neous larva migrans (creeping eruption). Me- 
bendazole and the more recently developed al- 
bendazole are widely effective against both 
intestinal nematodes and most tissue nema- 
todes. 

The benzimidazole mechanism of action 
is inhibition of formation of microtubules 
through binding to p-tubulin monomers and 
preventing polymerization (4). Selectivity for 
parasite toxicity over host toxicity is caused by 
tighter binding to the parasite tubulin. There 
is evidence that susceptibility of a given organ- 
ism to benzimidazoles is proportional to benz- 
imidazole binding to the organism's tubulin. 
Further evidence has accumulated recently 
that benzimidazole resistance is caused by 
mutations in tubulin (5-9). 

When taken orally, thiabendazole is rapidly 
absorbed and extensively metabolized by the 
liver (10). Thiabendazole was 12-15% ex- 
creted unchanged, and the predominant me- 
tabolite is 5-hydroxythiabendazole (4) found 
as both its free form (22-24%) and glucuro- 
nide and sulfate conjugates, 28-29% and 30- 

31%, respectively. Trace amounts of N-meth- 
ylthiabendazole (5) were also found. All of the 
metabolites are inactive. 

Mebendazole, on the other hand, has poor 
bioavailability (22%) after oral administration 
because of irregular absorption and extensive 
first-pass metabolism (11). The metabolites 
are inactive (12). The major metabolites are 
the product of ketone reduction (6) and car- 
bamate hydrolysis (71, isolated both free and 
as conjugates. A minor metabolite is (81, the 
product of both reduction and hydrolysis. 

Albendazole (21, the most recently devel- 
oped benzimidazole anthelmintic, is also er- 
ratically absorbed and extensively metabo- 



Table 20.2 Major Parasitic Infections and Drugs of Choicea 

Infection (Common Name) Organism Drug(s) of Choice 

Intestinal nematodes 
Ascariasis (roundworm) 
Uncinariasis (hookworm) 
Strongyloidiasis (threadworm) 
Trichuriasis (whipworm) 
Enterobiasis (pinworm) 
Capillariasis 

Tissue nematodes 
Trichinosis 
Cutaneous larva migrans (Creeping eruption) 
Onchoceriasis (River blindness) 
Dracontiasis (Guinea worm) 
Angiostrongyliasis (rat lungworm) 
Loiasis 

Cestodes 
Taeniasis (beef tapeworm) 
Taeniasis (pork tapeworm) 
Diphyllobothriasis (fish tapeworm) 
Dog tapeworm 
Hymenolepiasis (dwarf tapeworm) 
Hydatid cysts 

Trematodes 
Schistosomiasis 

Hermaphroditic flukes 
Fasciolopsiasis (intestinal fluke) 

Clonorchiasis (Chinese liver fluke) 
Fascioliisis (sheep liver fluke) 
Opisthorchiiis (liver fluke) 
Paragonimiasis (lung fluke) 

Ascaris lumbricoides 
Ancylostoma duodenale, Necator americanus 
Strongyloides stercoralis 
Trichuris trichiura 
Enterobius vermicularis 
Capillaria philippinensis 

Trichinela spiralis 
Ancylostoma braziliense and others 
Onchocerca volvulus 
Dracunculus medinensis 
Angiostrongylus cantonensis 
Loa loa 

Taenia saginata 
Taenia solium 
Diphyllobothrium latum 
Dipylidium caninum 
Hymenolepsis nana 
Echinococcus granulosus 

Schistosoma mansoni 
Schistosoma japonicum 
Schistosoma haematobium 
Schistosoma mekongi 

Fasciolopsis buski 
Hetemphyes heterophyes 
Metagonimus yokogawai 
Clonorchis sineisis 
Ehsciola hepatica 
Opisthorchis viverrini 
Para~onimus westernani 

Mebendazole, thiabendazole, pyrantel pamoate, or diethylcarbamazine 
Mebendazole or pyrantelb 
Thiabendazole, ivermectin 
Mebendazole 
Mebendazole, albendazole, thiabendazole, or pyrantel 
Mebendazole, thiabendazole, or albendazole 

Albendazole, or mebendazole,b plus steroids for severe symptoms 
Thiabendazole, albendazole, or ivermectin 
Ivermectin, diethylcarbamazine, or suraminC 
Thiabendazole or mebendazole 
Thiabendazole or mebendazole 
Diethylcarbamazine 

Praziquantelb 

Praziquantelb or albendazole 
Praziquantelb 

Praziquantelb 

Praziquantelb 

Albendazole or praziquantelb 

Praziquantel or oxamniquine 
Praziquantel 
Praziquantel 
Praziquantel 

Praziquantel 
Praziquantel 
Praziquantel 
Praziquantel 
Praziquantel or bithionold 

Praziquantel 
Praziquantel or bithionold (alternate) 

"Table modified from Drug Facts and Comparisons 2000 [2002, vol. 1101 with permission. 
bunlabeled use. 
"Available from the Center for Disease Control, although generally not recommended. 
dAvailable from the Center for Disease Control. 
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+ conjugates 

H 

lized as shown (12). However the primary me- 
tabolite, albendazole sulfoxide (9) is active, 
and because parent albendazole is barely de- 
tectable in plasma, albendazole sulfoxide 
probably accounts for all the anthelmintic ac- 

tivity of the drug (13, 14). Formation of al-s 
bendazole sulfoxide is carried out by both liver 
CYP450 and by microsomal flavin-linked 
monooxygenase. Sulfoxides are chiral, and the 
flavin enzyme favors formation of the (+)iso- 
mer and P450 favors formation of the (-)iso- 
mer (15). Both sulfoxide enantiomers are fur- 
ther oxidized to the inactive sulfone (10) and 
on to other minor inactive metabolites 
(11-13). 

2.2 Praziquantel 

Praziquantel (14) is a widely employed an- 
thelmintic initially found to be active against 
schistosomiasis (16) and subsequently found 
to widely effective against a variety of trema- 
todes and cestodes (17). Both safe and effec- 
tive, praziquantel is the drug of choice for 
treating all forms of schistosomiasis. The 
mechanism of action of praziquantel is com- 
plex and as yet not clearly understood (18). 
Praziquantel rapidly penetrates the tegument 
of trematodes and cestodes but does not seem 
to be able to cross the thicker tegument of 
nematodes, which may account for its selectiv- 
ity. Once inside, praziquantel alters calcium 

(9) 

(active) 
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10 identified hydroxylated and demethylated metabolites 

diethylcarbamazine in the treatment of many 
nematode infections. The antiparasitic mech- 
anism of ivermectin involves disruption of the 
function of glutamate-gated chloride channels 
to induce a tonic paralysis of the nematode 
musculature (25-28). Cestodes and trema- 
todes lack high affinity ivermectin-binding 
proteins, which may explain why these hel- 
minth groups are not sensitive to ivermectin 
(29). Ivermectin is well absorbed orally and 
metabolized by the liver CP450 system to at 
least 10 hydroxylated and demethylated prod- 
ucts (30). The principal enzyme involved is 
CYP3A4. 

ion flux in the parasite, leading to muscle con- 
tractions, and spastic paralysis, leading to de- 
tachment of the parasite from the host. Prazi- 
quantel also causes damage to the tegument 
permitting host defenses to attack the weak- 
- 

ened parasite. Parasites dislodged from their 
anchors to host tissue are carried to the liver 
and attacked by granulocytes (18). 

Praziquantel is extensively metabolized by 
the liver to hydroxylated products (19). The 
principal product (35%) is the cyclohexane-4- 
hydroxyl derivative (15) of which 80% is the 
cis-isomer and 20% the trans-isomer (20). In- 
hibitor studies indicate the metabolism is 
likely carried out predominantly by isozymes 
CYP2B1 and CYP3A (21). Other identified but 
minor hydroxylated metabolites (and their 
conjugates) are (16-18). All the metabolites 

2.4 Pyrantel 

Pyrantel (20) is the only anthelmintic avail- 
able without a prescription in the United 
States. Introduced in the mid-1960s, pyrantel are inactive. 

2.3 lvermectin 

Ivermectin, (19), produced from avermectin 
by reduction of one double bond, is another 
breakthrough drug in anthelmintic chemo- 
therapy. Active against most nematodes and 
introduced in the mid-1980s, ivermectin was 
the first safe and effective agent against On- 
chocerca volvulus, the causative agent of River 
Blindness (22). It is currently the drug of 
choice for treating onchocerciasis and strongy- 
loides (23). Recent studies have shown iver- 
mectin efficacious in treating lymphatic filar- 
ial infections such as those associated with 
both Wuchereria bancrofti and Brugia malayi 
infections of humans that cause elephantiasis 
(24). Ivermectin is replacing the far more toxic 

quickly found use in treating intestinal nema- 
todes (31) and is currently used for treating 
pinworm, (enterobiasis), roundworm (ascaria- 
sis), and hookworm (uncinariasis). The drug 
acts on nicotinic acetylcholine receptors to 
cause spastic paralysis of the worms that de- 
tach from the host and are swept out in feces 
(32). The drug is very poorly absorbed, which 
probably accounts for it's safety for human 
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use without a prescription. Less than 15% is tyric acid (GABAI-agonist, increasing mem- 
excreted in urine as parent drug or metabo- brane permeability to chloride ion and induc- 
lites. Most is excreted unchanged in feces. ing a flaccid paralysis in the parasites (36). 

The drug is well absorbed, and about 20% is 
2.5 Oxamniquine excreted unchanged in the urine (37). 

Oxamniquine (21) is an old drug with an in- 
triguingly narrow spectrum of activity. Oxam- 
niquine is an antischistosomal active only 
against S. mansoni (33) and has no effect on 
the other schistosomes at therapeutic doses. 
For reasons unknown, male S. mansoni con- 
centrate the drug and die, leaving surviving 
females unable to lay eggs. The mechanism of 
action is unknown, although the drug exhibits 
some anticholinergic activity. Oxamniquine is 
readily absorbed and metabolized to the 6-car- 
boxylic acid (34) (22) and 2-carboxylic acid 
(23). 

2.7 Bithionol, Diethylcarbamazine, 
and Suramin 

Diethylcarbamazine (25), bithionol (26), and 
suramin (27) are available in the United 
States only through the government's Centers 

2.6 Piperazine 

Piperazine (24) is useful as an alternative to 
mebendazole or pyrantel for treating com- 

C~,$,S,$C~ 

bined ascariasis and Enterobius infections \ \ 
(35). Piperazine acts as a gamma-amino-bu- 

CI CI 
(26) 

H 

for Disease Control. These drugs are all very 
old, have limited efficacy, and have high toxic- 
ity. Diethylcarbamazine was at one time the 
drug of choice for filariasis infections, but has 
been replaced in most applications by ivermec- 
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tin. Suramin was at one time the drug of 
choice for onchocerciasis but has also been re- 
placed by ivermectin or combinations of iver- 
mectin with albendazole. These agents are 
available as drugs of last resort when other 
therapeutic regimens fail. 

3 HISTORY 

An exhaustive history of the development of an- 
thelmintic drugs through the late 1970s is avail- 
able in a previous edition of this work (38). Iver- 
medin is the only drug of sigrdicance to enter 
therapeutics in the last 20 years. 

4 FUTURE DEVELOPMENTS 

There is a paucity of research into new anthel- 
mintics for several reasons, most notably that 
there is very little profit to be made from drugs 
in this class, and there are few viable molecular 
targets for application of modern techniques of 
drug design and high-throughput screening. 
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A-87380 
for influenza, 376 

A-192558 
for influenza, 376 

Aablaquine, 934 
Abacavir 

anti-HIV drug, 471,472 
selective toxicity, 267 

ABELCET, 890,892 
Absidia, 883 
Absorption 

of radiation energy, 153 
ABT-675 

for influenza, 376477 
Acedapsone, 830 
ACE inhibitors 

as antagonists, 251-252 
Achromycin, 740,935 
Acids 

topical antibacterials, 551 
Actinetobacter baunannii 

penicillin-binding protein, 
614,616 

Actinocin 
antitumor natural product, 

111 
Adinomycin C 

antitumor natural product, 
111 

Actinomycin D 
antitumor natural product, 

111 
PLD repair inhibitor, 192 

Actinomycins 
antitumor natural products, 

111-115 
Activator protein-1, 25 
Actonel 

selective toxicity, 273 
Acyclovir 

for hepatitis B virus, 331 
for herpes virus, 305-326 
selective toxicity, 254, 267 

Acylides, 781-782 

Adaptive immunity, 224-226 
Adefovir 

anti-HIV drug, 471,472 
for hepatitis B virus, 332-333, 

334,335 
for papillomavirus, 339 

Adeno-associated viruses, 304 
vectors for cancer gene ther- 

apy, 42 
Adenoma-carcinoma, 4 
S-Adenosyl-L-homocysteine hy- 

drolase inhibitors, 432-434 
Adenoviruses, 303-304 

antiviral agents, 340 
dendritic cell transduction by, 

242 
vectors for cancer gene ther- 

apy, 41-42 
ADEPT (antibody-directed en- 

zyme-prodrug therapy), 83, 
87-90 

Adozelesin 
alkylating agent, 54,61-64 

Adriamycin 
antitumor natural product, 

128 
Adrucil 

antimetabolite, 76 
African trypanosomiasis (Afri- 

can sleeping sickness) 
antiprotozoal agents for, 

1035-1045 
Aftate, 891 
AG3340 

antiangiogenic agent, 217,218 
AG7088 

picornavirus antiviral, 
404-405 

Agathis flavone 
influenza antiviral agent, 389 

Agonists, 250-251 
AIDS, 458-459, 712. See also 

Anti-HIV drugs; HIV pro- 
tease inhibitors; HIV virus 

associated fungal infections, 
884 

and malaria, 930 
and tuberculosis, 823,824 

AK-2123 
radiosensitizer, 179 

1097 

D-Alanyl-D-alanine transpepti- 
dase, 610 

inhibition by p-lactams, 
611-612 

Albendazole 
antihelmintic, 1090-1091, 

1091 
Alcohols 

topical antibacterials, 547-548 
Aldehydes 

topical antibacterials, 551 
Aldenosulfone, 830 
Alemtuzumab, 229,231-233 
Alendronate 

selective toxicity, 273 
Alkeran 

alkylating agent, 54 
Alkylating agents 

cyclopropylindoles, 54, 61-64 
mustards, 52,53-59 
nitrosureas, 54,64-65 
platinum complexes, 54,59-61 
triazenes, 54,65-67 

Allegra 
selective toxicity, 275 

Allylamine antifungal agents, 
890,891,899-900 

Alvosulfon, 810 
AM-1155,853 
Amantadine, 361 

anti-HIV drug, 469 
selective toxicity, 266,267 

Ambisone, 890,893 
AMD3100 

anti-HIV drug, 467 
Amentoflavone 

influenza antiviral agent, 389 
American trypanosomiasis (Cha- 

gas' disease) 
antiprotozoal agents for, 

1045-1047 
Ametrone 

topoisomerase I1 inhibitor, 69 
Amidines 

topical antibacterials, 554555 
Amikacin, 748 

antimycobacterial application, 
810,844 

efficacy and dosage, 810 
indications, 625 
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Amikin, 748,810 
3-Aminobenzamide 

PLD repair inhibitor, 191-192 
9-Aminocamptothecin 

antitumor natural product, 133 
7-Amino-cephalosporanic acid, 

638-639 
Aminoglycoside antibiotics. See 

also Gentamicin; Neomycin; 
Streptomycin 

biosynthesis, 751-753 
clinical use and currently used 

drugs, 747-748 
drug resistance, 753-757 
pharmacology and mode of 

action, 749-751 
recent developments, 757-758 
selective toxicity, 260-261 
side effects, toxicity, and con- 

traindications, 748-749 
8-Aminolaevulinic acid 

radiosensitizer, 175 
3-Amino nocardicinic acid deriv- 

atives, 660-663 
6-Aminopenicillanic acid (6-APA) 

compounds derived from, 609, 
630-637 

isolation and characterization, 
628-629 

structure-activity relation- 
ships, 630-637 

Aminopenicillins, 632 
use recommendations, 626 

p-Aminopropiophenone 
radioprotective agent, 165 

Aminopterin 
antimetabolite, 76, 78 

p-Aminosalicylic acid, 830-831 
efficacy and dosage, 810,863 
side effects, 831-832 

3-Amino-1,2,4-triazole 
radioprotective agent, 162 

2-Amino-4,6,6-trimethyl-1,3- 
thiazine 

radioprotective agent, 
164-165 

Amithiozone, 832 
Amodiaquine, 979 

antimalarial, 981-982 
dosage forms, 935 

Amopyroquine, 979 
Amorolfine, 903 

formulations and indications, 
891 

Amoxicillin, 609 

Amoxycillin, 632 
antimycobacterial application, 

858 
in vitro antibacterial activity, 

635 
Amphocil, 890, 893 
Amphotec, 890,893 
Amphotericin B, 889-893 

with flucytosine, 905 
formulations and indications, 

890,891 
for leishmaniasis, 1051 
selectivity, 886 

Amphotericins 
selective toxicity, 268 

Amphoteric surfactants 
topical antibacterials, 557 

Ampicillin, 609, 632 
antimycobacterial application, 

858 
pharmacokinetics, 624 
use recommendations, 626 

Amprenavir 
anti-HIV drug, 475-476 
selective toxicity, 267 

Amsacrine 
with etoposide, 71 
topoisomerase I1 inhibitor, 68, 

70 
Amsidyl 

topoisomerase I1 inhibitor, 68 
Anchorage-dependent growth, 

12-14,21 
Ancistrocladine 

antimalarial, 994-995 
Ancobon, 890 
Angiogenesis, 216 

and cancer, 20-21 
compounds inhibiting, 

216-220 
conditions related to, 220 

Angiogenic switch, 20 
Angiostatin, 45 
Anhydrolides, 781-782 
Anidulafungin, 888,901, 

902-903 
Anionic surfactants 

topical antibacterials, 556-557 
Anisoactinomycins 

antitumor natural products, 
111 

Anoxia 
radioprotective agents utiliz- 

ing, 167-168 
Antagonists, 250-252 

Anthracyclines 
alkylating agents, 52 
antitumor natural products, 

110,126-128 
Antiangiogenic agents, 38-39, 

216-220 
gene therapy approaches, 45 

Antiasthma drugs 
selective toxicity, 252 

Antibacterial agents, 538-539 
broad-spectrum p-lactams, 

705-709 
drug resistance, 543, 572-573, 

586,590 
selective toxicity, 539443 
systemic synthetic, 557-596 
topical synthetic, 539457 

Antibiotic resistance, See Drug 
resistance 

Antibiotics, 738-739. See also 
Aminoglycoside antibiotics; 
Erythromycins; Macrolide 
antibiotics; specific types of 
Antibiotics, such as Tetracy- 
clines 

as antimalarials, 982-983 
antimycobacterial agents, 

840-853 
radioprotective agents, 166 
selective toxicity, 259-263 

Antibodies, 224-226 
general structure, 227 

Antibody-dependent cytotoxicty, 
225-226 

Antibody-directed enzyme-pro- 
drug therapy (ADEPT), 83, 
87-90 

Antibody-directed immunother- 
apy, 226-235 

Antibody-toxin conjugates 
(armed antibodies), 83, 
92-94 

selective toxicity (paclitaxel), 
258 

Anticancer drugs. See also Anti- 
tumor drugs; Cancer; Tu- 
mor-activated prodrugs 

antiangiogenic agents, 215-220 
drug resistance in chemother- 

apy, 281-290 
electron-affinic drugs in, 

180-183 
market for, 109 
radioprotective agents with, 

172-173 
selective toxicity, 257-259 
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Anticancer gene therapy 
approaches for, 43-46 
prospects for, 39-43 

Anticoagulants 
for cancer treatment, 38 

Antifolates, 76-79 
antimalarial, 954-960 

Antifungal agents 
allylamines, 890,891,899-900 
aureobasidins, 906-907 
moles, 890,891, 893-899 
benanomycins, 908 
candins, 890,900-903 
epidemiology of resistance, 

884-885 
fungal efflux pump inhibitors, 

909 
miscellaneous compounds, 

903-910 
morpholines, 903 
N-myristoyl transferase inhib- 

itors, 908-909, 910 
nikkomycins, 906 
polyenes, 889-893,890,891 
polyoxins, 906 
pradimicins, 908 
selective toxicity, 254, 

266-268,886 
sordarins, 907-908 
thiocarbamates, 903 
for treatment of superficial 

cutaneous mycoses, 891 
for treatment of systemic my- 

coses, 890 
trends in, 910-911 

Antigen-presenting cells, 
224-225,235 

and organ transplant rejec- 
tion, 487 

Antihelmintics, 1090-1096 
Antihistamines 

selective toxicity, 275-276 
Anti-HIV drugs. See also HIV pro- 

tease inhibitors; HIV reverse 
transcriptase inhibitors 

combination therapies, 479 
drug resistance, 478-479 
drugs in clinical use, 477-478 
HIV vaccines, 465 
inhibitors of Gp120 binding to 

T-cell receptors, 467-468 
inhibitors of HIV gene expres- 

sion, 473-474 
inhibitors of HIV integrase, 

465,473 
inhibitors of HIV-1 protease, 

465,475-477 

inhibitors of HIV reverse tran- 
scription, 465,469-473 

inhibitors of HIV ribonucle- 
ase, 473 

inhibitors of viral entry, 
465-468 

inhibitors of viral fusion, 
468-469 

inhibitors of viral maturation, 
475-477 

inhibitors of viral uncoating, 
469 

inhibitors of virion assembly, 
474-475 

need for new, 478-479 
selective toxicity, 267 
viral adsorption inhibitors, 

465-467 
virus "knock-out" strategy, 

478-479 
Antiinfectives 

selective toxicity, 259-263 
Anti-inflammato~y therapeutic 

antibodies, 233-235 
Antimalarial agents 

currently used drugs, 933-985 
experimental agents, 985-993 
natural products, 993-999 
new targets, 993 
resistance, 921,928-930 
selective toxicity, 254, 268 

Antimetabolites, 75-76 
antifolates, 76-79 
purine analogs, 76,81-82 
pyrimidine analogs, 76, 79-81 

Antimycobacterial agents, 
809-813 

antibiotics, 840-853 
currently used drugs, 

829-840 
drugs under investigation, 

853-860 
future developments, 866-867 
recent developments and 

present status of chemo- 
therapy, 860-867 

screening and evaluation, 
826-829 

selective toxicity, 266 
Antioxidants, 33 
Antiparasitic drugs. See also An- 

timalarial agents 
antihelmintics, 1090-1096 
selective toxicity, 254, 268 

Antiprotozoal agents, 1034-1035 
for African trypanosomiasis, 

1035-1045 

for American trypanosomiasis, 
1045-1047 

for Leishmaniasis, 1047-1052 
new drug therapy perspec- 

tives, 1052-1076 
Antiradiation testing, 154 
Antisense oligonucleotides 

HBV virus antiviral agents, 
337 

hepatitis C virus antiviral 
agents, 415-417 

influenza antiviral agents, 
384-385 

Antisense technology 
organ transplant rejection ap- 

plications, 524-525 
Antiseptics, 539 

testing, 544-545 
Antitumor drugs. See also Anti- 

cancer drugs; Cancer; Tu- 
mor-activated prodrugs 

drug resistance in chemother- 
apy, 281-290 

macrolides, 784-785 
radioprotective agents with, 

172-173 
selective toxicity, 257-259 

Antitumor natural products, 
109-111 

drugs attacking DNA, 110, 
111-124 

drugs inhibiting DNA process- 
ing enzymes, 110,124-136 

drugs interfering with tubulin 
polymerization/depolymer- 
ization, 110, 136-143 

Antiviral agents. See also Anti- 
HIV drugs 

selective toxicity, 254, 266 
Antiviral agents, DNA, 305 

adenoviruses, 340 
for hepatitis B virus, 326-337 
for herpesviruses, 305-326 
papillomaviruses, 337-339 
parvoviruses, 341-342 
polyomaviruses, 339-340 
poxviruses, 340-341 

Antiviral agents, RNA, 360-361 
arenaviruses, 430 
broad spectrum, 432-435 
flaviviruses, 427-430 
hepatitis C virus, 361-364, 

415-427 
influenza A and B viruses, 

364-390 
measles virus, 390-396 
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Antiviral agents, RNA (Contin- 
ued) 

orthopoxviruses, 435-440 
parainfluenza virus, 390-398 
paramyxovirus fusion pro- 

teins, 390-396 
picornaviruses, 398-415 
respiratory syncytial virus, 

390-398 
rotaviruses, 430-431 
rubella virus, 431-432 

Apalcillin, 633 
AF'C-6336 

hepatitis C antiviral, 422-433 
APC (adenomatous polyposis 

coli) gene, 5-6,27,29-30 
gene therapy target, 44-45 
hypermethylation, 9 

Apicidin 
antimalarial, 994 

Apoptosis 
and adaptive immunity, 225 
and carcinogenesis, 16-19 
and drug resistance in cancer 

chemotherapy, 287-289 
Apoptotic tumor cells, 239 
AQ4N 

radiosensitizer, 182 
tumor-activated prodrug, 83, 

84,85 
Aralen, 934 
Arenaviruses 

antiviral agents, 430 
Armed antibodies, 83,92-94 
Arsumax, 935 
Arteannuin, 961 
Arteether, 964 

antimalarial, 974-975 
dosage forms, 935 

Arteflene 
antimalarial, 984-985 

Artelinic acid, 964, 974-975 
Artemether, 964 

antimalarial, 973-974 
dosage forms, 935 

Artemisinin, 960-963 
dosage forms, 935 
first generation, 970-976 
mechanism of action, 966-970 
structure-activity relationship, 

963-966 
9-epi-Artemisinin, 965 
Artemotil, 935 
Arteries, 216 
Artesunate, 964,972-973 

dosage forms, 935 

Artificial organs, 526 
Asepsis, 539 
Asparenomycin A, 670,671 

in vitro activity, 692 
Aspergillosis, 883 
Aspergillus, 883, 884 
Aspergillus fumigatus, 882 
Aspirin 

selective toxicity, 274 
Asulacrine 

topoisomerase I1 inhibitor, 
68-69, 71 

Ataxia telangiectasia, 32 
Atazanavir 

anti-HIV drug, 476-477 
Atovaquone 

antimalarial, 976-978 
dosage forms, 935 

ATP-binding cassette genetic 
superfamily 

and drug resistance, 285 
Augmentin, 695 
Aureobasidins, 906-907 
Aureomycin, 740 
Autolysins, 610-613 
Avloclor, 934 
Axin, 29-30 
Axisonitrile 

antimalarial, 993 
Azadicarbonamide 

anti-HIV drug, 469,470 
Azapeptides 

picornavirus antiviral, 
408-409 

Azathioprine, 489,490 
clinical use for organ trans- 

plants, 513-516 
side effects, 516 

6-Azauridine 
flavivirus antiviral, 427-428 

Azide 
radioprotective agent, 162 

Azidocillin, 609 
Azithromycin, 763 

antimalarial, 935, 983 
antimycobacterial application, 

857-858 
selective toxicity, 261 

Azlocillin, 633 
indications, 625 
pharmacokinetics, 624 

Azolastone 
alkylating agent, 54 

h o l e  antifungal agents, 890, 
891,893-899 

AZT. See Zidovudine 

Aztreonam, 609,666 
activity, 667 
indications, 625 
p-lactamase classification 

based on activity, 620 
pharmacokinetics, 624 
side effects and interactions, 

625 
use recommendations, 626 

B-283,838 
B-663,838 
Bacampicillin, 609,632 
Bacterial infections, 738 
Bacterial radiosensitizers, 197 
Bacterial resistance, See Drug 

resistance 
Bacterial ribosome, 738-739 
Badrim, 934 
Bad protein, 24 
Bafilomycin A1 

flavivirus antiviral, 429 
Bak protein, 19 
BANA compounds 

antiviral application, 372-374 
Basal lamina, 216 
Basiliximab, 490,510-513 
Batimastat, 217,218 
Bax protein, 19 
Bay 12-9566 

antiangiogenic agent, 217 
BBNH 

anti-HIV drug, 473 
BBR 2778 

topoisomerase I1 inhibitor, 68, 
71 

BBR 3464 
alkylating agent, 54,61 

B-cell receptors, 224 
B-cells 

and adaptive immunity, 
224-225 

exosome secretion, 241 
Bcl-2 protein, 22,24,26 

and apoptosis, 19 
and COX-2,34 
and drug resistance, 287, 

288-289 
Bcl-x, protein, 19 
BCNU 

alkylating agent, 54,64-65 
Bcr-abl tyrosine kinase, 22 
BCX-1812 

for influenza, 364,374-376 
Benadryl 

selective toxicity, 275 
Benanomycins, 908 
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Benflumetol, 978 
Benicillin, 632 
Benzanthrone derivatives 

RSV antiviral agents, 395 
Benzimidazole antihelmintics, 

1090-1093 
Benznidazole 

for American trypanosomiasis 
(Chagas' disease), 
1046-1047 

Benzylpenicillin. See also Peni- 
cillin G 

p-lactamase classification 
based on activity, 619 

structure, 628 
Benzyl penicillin 

in vitro antibacterial activity,. 
667 

Betamipron, 693 
Biapenem, 693 

in vitro activity, 692 
Bibenzimidazoles 

radioprotective agents, 172 
Bicyclam 

anti-HIV drug, 467 
Bid protein, 19 
Biguanides 

topical antibacterials, 554-555 
Bik protein, 19 
Biochemical shock 

radioprotective agents, 169 
Bioreductives (hypoxia-activated 

prodrugs), 83-87 
radiosensitizers, 181-182 

Bisindolylmaleimides 
influenza antiviral agents, 

388-389 
Bisphosphonates 

selective toxicity, 273-274 
Bistriazoloacridone 

anti-HIV drug, 474 
Bithionol 

antihelmintic, 1091, 
1095-1096 

BL-1743 
influenza antiviral agent, 388 

Blastomyces dermatitidis, 883 
Blastomycosis, 883 
Blenoxane 

antitumor natural product, 
115-120 

Bleomycin 
antitumor natural product, 

110,115-120 
with tirapazamine, 85 
with vinblastine, 140 

Bleomycinic acid, 116-117, 118 

Blood vessels 
angiogenesis, 216 
angiogenesis inhibiting com- 

pounds, 216-220 
Bloom's syndrome, 32 
B-lymphocytes, See B-cells 
BMS-40383,680 
BMS-40591,680 
BMS-45047,681 
BMS-45742,680 
BMS-181139,680 
BMS-181184,908,909 
BMS-182880,681 
BMS-200475 

for hepatitis B virus, 331-332 
BMS-275291 

antiangiogenic agent, 217 
BMY-26270 

influenza antiviral agent, 387 
BMY-27709 

influenza antiviral agent, 
377-378 

BMY-27946,681 
BMY-40732,681 
BMY-40886,681 
BMY-183021 

influenza antiviral agent, 387 
BMY-183355 

influenza antiviral agent, 387 
Bone marrow transplantation 

and organ transplant rejec- 
tion, 524 

Boron neutron capture therapy, 
173-174 

BRCA-1 gene, 8,10,27 
BRCA-2 gene, 27 
Breast cancer resistance protein, 

285,286 
Brefeldin 

rotavirus antiviral, 430 
Brequinar, 489 

clinical use for organ trans- 
plants, 516-518 

with leflunomide, 523 
side effects, 518 

Brivudin 
for herpes virus, 308 

BRL-36650,636-637 
BRL-41897,651-652 
BRL-42715,698-699 

amoxycillin MIC, 695 
p-lactamase inhibitory activ- 

ity, 695 
BRL-44154,634 

in vitro antibacterial activity, 
635 

BRL-57342,643 

Broad spectrum antiviral agents, 
432-435 

Brobactam, 700 
Bromodeoxyuridine 

radiosensitizer, 194-195 
Brusatol 

antimalarial, 998 
BTA-188 

picomavirus antiviral, 402 
Bulaquine, 953-954 

dosage forms, 934 
Bupivacaine 

selective toxicity, 273 
Bush classification, of p-lactam- 

ases, 621 
Butenaiine, 899-900 

formulations and indications, 
891 

Butoconazole 
formulations and indications, 

891 
B19 virus, 304 
B-W 322,490 

C-1311 
topoisomerase I1 inhibitor, 72 

C22 
influenza antiviral agent, 379 

Cactinomycin-3, 111 
Cadherins 

and carcinogenesis, 8, 10 
hypermethylation, 9 
targets of antiangiogenic 

agents, 220 
Caffeine 

radiosensitizer, 193 
Calcium 

and cancer prevention, 33 
Calmette-Guerin, 819 
Campath, 229,233 
Camptotheca acuminata, 130 
Camptothecins 

antitumor natural products, 
110, 130-134 

Canaline 
antimalarial, 987,988 

Cancer. See also Anticancer 
drugs; Antitumor drugs; 
Carcinogenesis; Oncogenes 

drug resistance in chemother- 
apy, 281-290 

electron-afinic drugs in che- 
motherapy, 180-183 

epigenetic changes, 7-10 
genes related to, 21-32 
and genetic instability, 19-20 
and genetic variability, 5-7 
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Cancer (Continued) 
heritable syndromes, 32 
impact of, 2 
interventions, 32-46 
molecular basis of phenotypes, 

10-21 
prevention strategies, 32-33 
radioprotective agents in ther- 

apy, 172-173 
selective toxicity in chemo- 

therapy, 257-259 
tumorigenesis, 2-3, 5-7 

Cancidas, 890,900-901 
Candida, 882,883 

diagnostic and microbiological 
issues, 885 

instrinsic resistance to anti- 
fungals, 885 

Candida albicans, 882,883 
biosynthesis and function of 

ergosterol, 886-888 
Candida glabrata, 882 
Candida krusei, 882 
Candida parapsilosis, 882 
Candida tropicalis, 882 
Candidiasis, 882,883 
Candin antifungal agents, 890, 

900-903 
Capreomycin 

antimycobacterial application, 
811,844-846 

efficacy and dosage, 811,863 
side effects, 845-846 

Capstat, 811 
Carbacephalosporins, 654 
Carbacephems 

brief description, 609 
Carbapenams 

brief description, 609 
Carbapenems, 668-671 

anti-gram-positive, 703-705 
biological properties, 688-694 
brief description, 609 
p-lactamase inhibitors, 

699-700 
orally active, 709-710 
pharmacokinetics, 623-624 
polycyclic, 683-688 
synthesis, 671-675 
use recommendations, 626 

Carbecillin, 609 
Carbenicillin, 632 

indications, 625 
p-lactamase classification 

based on activity, 619,620, 
621 

pharmacokinetics, 624 

Carbonic anhydrase inhibitors 
selective toxicity, 264 

Carboplatin 
alkylating agent, 54,59 
with RSR13,190 
selective toxicity, 257-258 

Carboxylic 3-deazaadenosine 
activity against orthopoxvi- 

ruses, 439,440 
Carcinogenesis, 3-5 

and apoptosis, 16-19 
and diet, 7 
and DNA repair, 4,5 
epigenetic changes, 7-10 
and ionizing radiation, 4,33 
and transforming growth fac- 

tor p, 30-32 
Caretakers, 26 
Carfecillin, 609 
Carmustine 

alkylating agent, 54,64-65 
Carpetimycin A, 670,671 
Carumonam, 666 

in vitro activity, 667 
Carzelesin 

alkylating agent, 54, 61-64 
Caspase-3 

and apoptosis, 18 
Caspase-6 

and apoptosis, 18 
Caspase-7 

and apoptosis, 18 
Caspase-8 

and apoptosis, 17-18 
Caspase-9 

and apoptosis, 18,19 
Caspases, 17-19 
Caspofungin, 888,900-901 

formulations and indications, 
890 

Catharanthus roseus, vinca alka- 
loids from, 139 

Cationic dyes 
radiosensitizers, 175 

Cationic surfactants 
topical antibacterials, 555-556 

CB-1954 
tumor-activated prodrug, 83, 

91-92 
CB-3717 

with permetrexed, 77 
CC-83 

antimalarial, 957 
CC-1065 

alkylating agent, 61 
for arming antibodies, 94 

CCNU 
alkylating agent, 54, 64-65 

CDK-4 gene, 27 
cDNA microarray chips 

cancer studies using, 35-37 
CD8-positive cytotoxic T-lym- 

phocytes, 224-225 
CD4-positive T-helper cells, 224 
CDRI 80153,953-954 
CDRI 871209,942 
Cefaclor, 609, 639,640 

activity, 644 
oral absorption, 623 
synthesis, 646-649 

Cefadroxil 
oral absorption, 623 

Cefamandole, 609,639-640 
activity, 644 
pharmacokinetics, 624 

Cefazolin, 639 
activity, 644 
pharmacokinetics, 624 

Cefepime 
activity, 641-642,643,644 
pharmacokinetics, 624 
use recommendations, 627 

Cefixime 
activity, 640, 643, 644 

Cefmetazole, 651 
synthesis, 650 

Cefonicid 
pharmacokinetics, 624 

Cefoperazone 
activity, 640, 641 
biliary excretion, 623 
indications, 625 
pharmacokinetics, 624 
use recommendations, 627 

Cefotaxime 
activity, 640,641,644 
p-lactamase classification 

based on activity, 620 
pharmacokinetics, 624 

Cefotetan, 651 
activity, 640, 641 
use recommendations, 627 

Cefoxitin, 609, 651 
activity, 640 
use recommendations, 627 

Cefpirome 
activity, 641-642,643,644 

Cefprozil 
selective toxicity, 269 

Cefratrizine 
oral absorption, 623 

Cefsulodin 
activity, 640, 642 
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Ceftazidime 
activity, 640, 642, 644,667 
indications, 625 
pharmacokinetics, 624 
use recommendations, 627 

Ceftizoxime 
pharmacokinetics, 624 

Ceftriaxone 
activity, 640, 641, 644 
biliary excretion, 623 
indications, 625 
pharmacokinetics, 624 
use recommendations, 627 

Cefuroxime, 609,639-640 
activity, 644 
pharmacokinetics, 624 
use recommendations, 627 

Cefuroxime axetil, 639, 640 
Celebrex 

selective toxicity, 274 
Celecoxib 

selective toxicity, 274 
CeUCept, 519,520 
Cell cycle 

changes in carcinogenesis, 
14-16 

Cell proliferation, 4 
Cell suicide, See Apoptosis 
Central nervous system (CNS) 

drugs, See CNS drugs 
Cephabacins, 638 

synthesis, 649-650 
Cephalexin, 639 

activity, 644 
oral absorption, 623 
synthesis, 646-649 

Cephaloglycine 
oral absorption, 623 

Cephalolexin, 609 
Cephaloridine 

p-lactamase classification 
based on activity, 620, 621 

Cephalosporin C, 609 
derivatives, 638-639 
discovery, 637 
total synthesis, 645-649 

Cephalosporins, 637-639 
anti-gram-positive, 703 
antimycobacterial application, 

858 
carbacephalosporins, 654 
C7-a-formamido derivatives, 

651-652 
C7-a-methoxylated deriva- 

tives, 650-651 
oxacephalosporins, 652-654 
pharmacokinetics, 623 

selective toxicity, 253-254, 
260 

side effects and interactions, 
624-625 

structure-activity relationship, 
639-645 

use recommendations, 627 
Cephalosporium acremonium, 

609,637 
Cephalothin, 609, 639 

activity, 644 
indications, 625 
pharmacokinetics, 624 

Cephamycins, 609,634,638 
synthesis, 649 

Cephazolin, 609 
Cephems 

brief description, 609 
Cephradine 

oral absorption, 623 
pharmacokinetics, 624 

Cerubidine 
antitumor natural product, 

126-128 
CGP 37697,660 
CGP 51905A 

antimalarial, 987, 988 
CGS 27023A 

antiangiogenic agent, 217 
Chagas' disease (American 

trypanosomiasis) 
antiprotozoal agents for, 1035, 

1045-1047 
Chalicheamicin-type DNA cleav- 

ing agents, 92 
Chemokines 

production in T-cell activation 
by dendritic cells, 235 

Chemotherapy, 538 
L-Chicoric acid 

anti-HIV drug, 473,474 
Chimeric antibodies, 226 
Chinchonism, 937 
Chirality 

and selective toxicity, 268-273 
Chloproguanil 

antimalarial, 954-956 
Chlopromazine 

radioprotective agent, 165 
Chloprothixene 

radioprotective agent, 165 
Chlorambucil 

alkylating agent, 53, 54 
Chloramphenicol, 789-792 
Chlorine topical antibacterials, 

545-547 
Chlormidazole, 893-897 

Chlorocardicin, 661 
2-Chloro-2'-deoxyadenosine 

antimetabolite, 76 
Chloroquine 

antimalarial, 938-943 
dosage forms, 934 
resistance to, 921,928-930 

Chlorothiazide 
selective toxicity, 264 

Chlorpheniramine 
selective toxicity, 275 

Chlorproguanil 
with dapsone, 959 
dosage forms, 934 

Chlorpromazine 
arenavirus antiviral, 430 

Chlorpropamide 
selective toxicity, 264 

Chlortetracycline, 740, 742 
Chlor-Trimetron 

selective toxicity, 275 
Chromatin remodeling, 8 
Chromomycosis, 883 
Chromosomes 

acquisition of extra, and carci- 
nogenesis, 19 

Chromosome X inactivation 
and carcinogenesis, 8 

Chrysophanic acid 
picornavirus antiviral, 414 

Chrysosplenol C 
picornavirus antiviral, 413 

Cialis 
selective toxicity, 277 

Ciclopirox, 906 
formulations and indications, 

891 
Ciclosporine, 490, 491 
Cidofovir 

for adenoviruses, 340 
for herpes virus, 308,317 
for orthopoxviruses, 439 
for papillomavirus, 338339 
for polyomaviruses, 339 
for poxviruses, 341 
selective toxicity, 267 
for smallpox, 437-440 

Cilastin 
coadministration with imi- 

penem, 623,693 
Cilofungin, 901 
Cimetidine 

selective toxicity, 275 
Cinchona bark, quinine from, 

933 
Cinchonidine, 933 
Cinchonine, 933 
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Ciprofloxacin, 853-855 
antimalarial, 935,983 

Cisplatin 
alkylating agent, 54, 59 
with gemcitabine, 80,81 
with ionizing radiation, 196 
with nolatrexed, 79 
with permetrexed, 78 
selective toxicity, 257-258 
structure-activity relationship, 

60-61 
with tirapazamine, 86 
with vinblastine, 140 

Cisplatin rescue, 172 
CL-61917 

influenza antiviral agent, 378 
CL-191121, 709 
CL-253824 

for herpes virus, 314 
CL-309623 

RSV antiviral agent, 390393 
CL-387626 

RSV antiviral agent, 390-393 
Cladosporium, 883 
Cladribine 

antimetabolite, 76,81-82 
Clarithromycin, 763 

antimycobacterial application, 
856-857 

selective toxicity, 261 
Claritin 

selective toxicity, 275 
Clavulanic acid, 609 

amoxycillin MIC, 695 
antimycobacterial application, 

858 
discovery, 694-697 
indications, 625 
p-lactamase inhibitory activ- 

ity, 695 
use recommendations, 626 

Cleland's reagent 
radioprotective agent, 

156-157 
Cleocin, 935 
Cleomycins 

antitumor natural products, 
115,117 

Clevudine 
for hepatitis B virus, 327, 

329-330 
Clindamycin, 788-789 

antimalarial, 935,984 
Clinical reaction modifiers, 152. 

See also Radioprotective 
agents; Radiosensitizers 

Clociguanil, 960 

Clofazimine, 837-839 
efficacy and dosage, 810 
side effects, 839 

Clomiphene 
selective toxicity, 268 

Clotrimazole, 893-897,959 
formulations and indications, 

891 
selective toxicity, 268 

Cloxacillin, 631 
in vitro antibacterial activity, 

635 
CMDA 

tumor-activated prodrug, 
87-88 

C-myc protein, 25-26 
and APC gene, 30 
cDNA microarray studies, 37 

CNI-H0294 
antimalaria8,987 

CNS drugs 
radioprotective agents, 165 

Coartem, 935 
Coccidioides immitis, 883 
Coccidioidomycosis, 883 
Colchicine 

radioprotective agent, 165 
Cold sores, 298 
Collagenases, 13 
Collagen I, 216 
Collagen 111,216 
Collagen N, 12,216 
Collagen VII, 216 
Combined modality therapy, 173 
Combretastatin 

tumor-activated prodrug, 87 
Combretastatin A4,219,220 
Complementarity determining 

regions, 227 
Conjugative transposons, 614, 

616 
Copper complexes 

radioprotective agents, 163 
Cord-factor, 817 
Cordycepin 

PLD repair inhibitor, 192 
Cosalane 

anti-HN drug, 466 
Cosmegen 

antitumor natural product, 
111-115 

Costimulatry signals, 487 
agents capable of inhibiting, 

525-526 
Cotrifazid, 959 
Cotrim, 934 

Cotrimoxasole 
systemic antibacterial, 596 

COX-1 
and cancer, 34 

COX-2 
and cancer, 33-35 

COX-1 inhibitors 
selective toxicity, 252, 

274-275 
COX-2 inhibitors. See also Leu- 

kotrienes 
selective toxicity, 274-275 

CP 70429,660 
CpG island methylated pheno- 

type (CIMP), 289 
CPT-11 

antitumor natural product, 
131 

Cruex, 891 
Cryptococcal meningitis, 884 
Cryptococcosis, 883 
Cryptococcus neoformans, 883, 

884 
diagnostic and microbiological 

issues, 885 
Cryptolepine 

antimalarial, 998-999 
CS-834, 709-710 
CTL.44-Ig, 525-526 
Cyanide 

radioprotective agent, 162 
Cyclacillin, 632 
Cyclin dependent kinases 

in carcinogenesis, 14-16 
and organ transplant rejec- 

tion, 487 
Cyclins 

in carcinogenesis, 14-16 
and organ transplant rejec- 

tion, 487 
Cycloguanil, 955,956 
Cyclooxygenase 112 inhibitors, 

See COX-1 inhibitors; 
COX-2 inhibitors 

Cyclophosphamide 
alkylating agent, 53,54,55-56 
with AQ4N, 85 
with dactinomycin, 111 
with daunorubicin, 126 
with MEA as radioprotective 

agent, 172 
as prodrug, 83 
with tirapazamine, 85 
tumor-activated prodrug, 91 

Cycloprodigiosin 
antimalarial, 994 



Cyclopropylindoles 
alkylating agents, 54, 61-64 

Cyclopropylindolines 
alkylating agents, 52 

Cycloserine 
antimycobacterial application, 

811,846 
efficacy and dosage, 811,863 
side effects, 846 

Cyclosporine 
clinical use for organ trans- 

plants, 489-494 
with leflunomide, 523 
pharmacokinetics, 491-492 
pharmacology, 492-494 
side effects, 494 
structure-activity relationship, 

494 
Cyclosporine A 

multidrug resistant protein 
inhibition, 290 

Cysteamine 
radioprotective agent, 152, 

155-160 
Cysteine 

radioprotective agent, 152,155 
Cytallene 

for hepatitis B virus, 330 
Cytochrome c 

and apoptosis, 17 
Cytokines 

in cancer, 43 
production in T-cell activation 

by dendritic cells, 235 
radioprotective agents, 171 
radiosensitizers, 194 
tumor secreted, 226 

Cytomegalovirus, 298 
Cytomegalovirus antiviral drugs 

selective toxicity, 267 
Cytoplasmic proteins, 26 
cytosar 

antimetabolite, 76 
Cytosine arabinoside 

antimetabolite, 75, 76, 79-82 
Cytosine deaminase tumor-acti- 

vated prodrugs, 90-91 
for cancer therapy, 44 

Cytotoxic drugs, 52,82, 109. See 
also Antitumor drugs; Tu- 
mor-activated prodrugs 

Cytotoxic T-lymphocytes, 
224-225 

Cytovene 
tumor-activated prodrug, 83 

cytoxan 
alkylating agent, 54 

DA-1131, 708 
DACA 

dual topoisomerase I/II inhibi- 
tor, 68, 73 

DACA N-oxide, 85 
Dacarbazine 

alkylating agent, 54,65-66 
Daclizumab, 490,510-513 

with mycophenolate mofetil, 
520 

Dactinomycin 
antitumor natural product, 

110,111-115 
Dapsone, 936,957 

antimycobacterial application, 
829-830 

with chlorproguanil, 959 
dosage forms, 934 
efficacy and dosage, 810 
with proguanil, 959 
with pyrimethamine, 959 

Daraprim, 934 
Darvon 

selective toxicity, 269-270 
Daunomycin 

antitumor natural product, 
126-128,130 

Daunorubicin 
antitumor natural product, 

110,124, 126-128 
Death domain, 17 
Death effector domain, 17 
Death-inducing signaling com- 

plex, 17 
Death receptors, 17 
3-Deazaneplanocin A 

activity against orthopoxvi- 
ruses, 439,440 

for Ebola virus, 433 
Declomycin, 740 
Decontamination, 539 
Delavirdine 

anti-HIV drug, 472 
selective toxicity, 267 

Deltaprim, 934 
Demethylchlortetracycline, 740 
5'-0-Demethyldioncophylline A 

antimalarial, 994-995 
Dendritic cell immunotherapy, 

235-243 
Dendritic cells 

and adaptive immunity, 224 
physiology, 235-236 
T-cell activation by, 235-236 
transduction by viral vectors, 

241-243 
tumor cell fusion, 240-241 

Dengue fever, 1035 
Dengue virus, 427 
Deoxoartemisinin, 964 
Deoxyartemisinin, 963 
2'-Deoxycoformycin 

antimetabolite, 76 
15-Deoxyspergualin, 489,490 

antimalarial, 987 
clinical use for organ trans- 

plants, 504-506 
with leflunomide, 523 
side effects, 506 

Dermatophytoses, 883 
Desciclovir 

for herpes virus, 318 
Desenex, 891 
Desferrioxamine B (DFO) 

antimalarial, 991 
Desmethylmisonidazole 

radiosensitizer, 178 
Dexamisole 

selective toxicity, 273 
Dexrazoxane 

radioprotective agent, 172 
Dextrans 

radioprotective agent, 166 
Dextromethorphan 

selective toxicity, 255 
Dextropropoxyphene 

selective toxicity, 269-270 
DFO, See Desferrioxamine B 
DHFR, See Dihydrofolate reduc- 

tase 
Diaminopyrimidines 

selective toxicity, 263-264 
Diarylureas 

topical antibacterials, 554-555 
Diazenes 

radiosensitizers, 192-193 
Dibenzofurans 

picornavirus antiviral agents, 
403 

Dibenzosuberanes 
picornavirus antiviral agents, 

403 
Dicloxacillin, 631 
Didanosine 

anti-HIV drug, 471,472 
selective toxicity, 267 

Diet 
for cancer prevention, 33 
and carcinogenesis, 7 

Diethylcarbamazine 
antihelmintic, 1091, 

1095-1096 
Diethylmaleate 

radiosensitizer, 190-191 
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Difluoromethylornithine, 35 
Digoxin 

with bleomycin, 116 
Dihydroartemisinin, 963, 

971-972 
dosage forms, 935 

Dihydrofolate reductase 
antimalarial target, 925 
increased expression leading 

to drug resistance in cancer 
chemotherapy, 283-284 

Dihydrofolate reductase inhibi- 
tors 

antimetabolites, 76-78 
selective toxicity, 264 

Dihydroorotate dehydrogenase 
antimalarial target, 925 

Dihydropteroate synthetase in- 
hibitors 

antimalarials, 925 
selective toxicity, 264 

Dihydrostreptomycin, 841 
Diiodofluorescein 

influenza antiviral agent, 379 
2,6-Diketopiperazine derivatives 

influenza antiviral agents, 
386-387 

Dimeric vinca alkaloids 
antitumor natural product, 

139-143 
Dimethyl fumarate 

radiosensitizer, 193 
Dimethyl sulfoxide (DMSO) 

radiosensitizer, 176 
Dioncolactone A 

antimalarial, 994-995 
Dioncopeltine A 

antimalarial, 994-995 
Dioncophylline B 

antimalarial, 994-995 
Dioncophylline C 

antimalarial, 994-995 
2,4-Dioxobutanoic acid deriva- 

tives 
influenza antiviral agents, 386 

Diphenhydramine 
selective toxicity, 275 

2,3-Diphosphoglycerate 
(2,3-DPG) 

radiosensitizer, 183-184 
Diphtheria toxin 

selective toxicity, 259 
Dirithromycin, 763 
Disinfectants, 539 

testing, 544 
Disoxaril 

picornavirus antiviral, 400 

Ditercalinium 
dual topoisomerase H I  inhibi- 

tor, 75 
Dithiothreitol 

radioprotective agent, 
156-157 

DK-35C, 706,708 
DMP 840 

dual topoisomerase H I  inhibi- 
tor, 68, 75 

DMSO, See Dimethyl sulfoxide 
DMXAA 

with tirapazamine, 85 
DNA-binding drugs. See also 

Alkylating agents 
antitumor natural products, 

11 1-124 
chemotherapeutic agents and 

related tumor-activated 
drugs, 51-94 

DNA gyrase inhibitors 
selective toxicity, 263 

DNA hypermethylation 
and drug resistance, 289 
and epigenetic changes, 8-10 

DNA hypomethylation, 8 
DNA-intercalating topoisomer- 

ase inhibitors, See Topo- 
isomerase I1 inhibitors; To- 
poisomerase I inhibitors 

DNA lesions, 4, 176 
DNA methylation 

accumulation, 3 
and drug resistance, 289 
and epigenetic changes, 8-10 

DNA methyltransferases, 8 
DNA polymerases, 295-296 
DNA radicals, 176-180 
DNA repair 

and carcinogenesis, 4, 5 
and drug resistance in cancer 

chemotherapy, 287 
enhancement by radioprotec- 

tive agents, 169-170 
inhibition by radiosensitizers, 

191-193 
DNA repair-deficiency diseases, 

32 
DNA topoisomerase 1, See Topo- 

isomerase I 
DNA topoisomerase 2, See Topo- 

isomerase I1 
DNA viruses, 294-295. See also 

Antiviral agents, DNA 
DNAzymes 

influenza antiviral agents, 
385-386 

Docetaxel 
antimalarial, 990 
antitumor natural product, 

110,137, 138-139 
Dolastatin 10, 140 
Donor bone marrow 

organ transplant rejection ap- 
plications, 524 

L-Dopa 
selective toxicity, 273 

Dopaminergic receptors 
and selective toxicity, 259 

Dose reduction factor, radiopro- 
tective agents, 154 

Double minute chromosomes, 20 
Doxcyclin, 935 
Doxepin 

selective toxicity, 268-269 
DOX-GA3,90 
Doxorubicin 

with amsacrine, 68 
antibody conjugates, 92 
antitumor natural product, 

83,110,124,128,129 
resistance to, 288 
tumor-activated prodrug, 88, 

89-90 
Doxycin, 740 
Doxycycline, 740,742 

antimalarial, 935,982 
Dramamine 

selective toxicity, 275 
Drug detoxification, 286-287 . 
Drug resistance 

aminoglycoside antibiotics, 
753-757 

antibacterial agents, 543, 
572-573,586,590 

antifungal agents, 884-885 
anti-HIV drugs, 478-479 
antimalarial agents, 921, 

928-930 
antimycobacterial agents, 

860-861 
in cancer chemotherapy, 

281-290 
HBV virus antiviral agents, 

333-334 
herpes virus antiviral agents, 

309-310 
to p-lactams, 613-623 
linezolid, 590 
macrolide antibiotics, 774-776 
quinolones, 586 
sulfonamides and sulfones, 

572-573 
tetracyclines, 743-746 
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DTIC 
alkylating agent, 54, 65 

DU-86 
alkylating agent, 61 

DU-257 
tumor-activated prodrug, 83,94 

Duocarmycin 
for arming antibodies, 94 

DuP-721 
antimycobacterial, 859 

DX-8739,682 
DX-8951f 

antitumor natural produd, 133 
Dyes 

topical antibacterials, 553454 

Ebola virus, 432-434 
E-cadherin, 8,10, 14 

hypermethylation, 9 
Echinocandins 

antifungals, 900 -903 
Econazole, 893-897 

formulations and indications, 891 
Edatrexate 

antimetabolite, 76, 78 
EDTA, See Ethylenediaminetet- 

raacetic acid 
Efaproxiral 

radiosensitizer, 184-190 
Efavirenz 

anti-HIV drug, 472 
selective toxicity, 267 

Eflornithine 
for African trypanosomiasis, 

1043-1045 
EICAR 

flavivirus antiviral, 428 
Electron-affinic drugs, 180-183 
Ellence 

antitumor natural product, 128 
Elutherobin 

antitumor activity, 139 
Embryonic stem cells, 524 
EMD121974 

antiangiogenic agent; 218-219 
Emerging pathogens, 713 
Emivirine 

anti-HIV drug, 472 
Emtricitabine 

for hepatitis B virus, 327, 329 
Enamelysin, 13 
Enbrel, 229,234 
Endostatin, 45 
Endothelial cells, 216 

cytoskeleton disruptors, 
219-220 

inhibitors of migration, 219 

Entecavir 
for hepatitis B virus, 331-332 

Enterococcus 
bridge in peptidoglycans, 612 
methicillin-resistant, 618 
penicillin-binding protein, 615 
porin loss in, 621 

Enviradene 
picornavirus antiviral, 411 

Enviroxime 
picornavirus antiviral agent, 

411-413 
Epicillin, 632 
Epidermal growth factor 

decreased dependence on in 
carcinogenesis, 11 

radiosensitizer, 194 
Epidermal growth factor recep- 

tor, 11,23 
Epigenetic changes 

and carcinogenesis, 7-10 
and drug resistance in cancer 

chemotherapy, 289 
Epipodophylloxins 

alkylating agents, 52 
Epirubicin 

antitumor natural product, 
110,124, 128 

tumor-activated prodrug, 89 
Epothilones 

alkylating agents, 52 
antitumor activity, 139 

Epoxides 
topical antibacterials, 550-551 

Epstein Barr virus, 296-297, 
299 

Erb-B1 growth factor receptor, 
22,23 

Erb-B2/HER2/neu growth factor 
receptor, 22,23 

Ergosterol 
biosy&hesis by fungal patho- 

gens, 886-888 
Erythrocytes 

exosome secretion, 241 
in malaria, 920-926 

Erythromycins, 763 
antimycobaderials, 855-858 
selective toxicity, 261-263 

Estrogen receptors 
hypermethylation and carcino- 

genesis, 9 
Estrogens. 

radioprotective agents, 165 
Etanercept, 229,234-235 
Etanidazole 

radiosensitizer. 178 

Ethambutol, 839-840 
drug interactions, 864 
efficacy and dosage, 810,863 
side effects, 840 

Ethionamide, 835-836 
efficacy and dosage, 810,863 
side effects, 836 

Ethylenediaminetetraacetic acid 
(EDTA) 

radioprotective agent, 163 
N-Ethylmaleimide 

radiosensitizer, 177 
Etopophos, 135 
Etoposide 

with amsacrine, 71 
antitumor natural product, 

110,134-135 
resistance to, 288 
with tirapazamine, 85 
tumor-activated prodrug, 87 

Evernimycin, 793 
Evista 

selective toxicity, 276 
Exelderm, 891 
Exifone 

antimalarial, 987 
Exosomes, 241 
Extended-spectrum P-ladam- 

ases, 619 
External guide sequences 

influenza antiviral agents, 
385-386 

Famciclovir 
for hepatitis B virus, 330-331 
for herpes virus, 309,310 
selective toxicity, 267 

Fanconi's anemia, 32 
Fansidar, 934 
Fansimef, 934 
Faropenem, 659,660 
Fas-associated death domain, 17 
Fas ligand 

and adaptive immunity, 225 
Fattiviracin A1 

influenza antiviral agent, 390 
FCE 22101,659,660 
FCE 22891,659 
FCE 29464,660 
Fd4C 

for hepatitis B virus, 327, 329, 
333 

Febrifugine 
antimalarial, 996,997 

Femstat, 891 
Fenozan-50F 

antimalarial, 985-986 
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Fenpropimorph, 903 
Ferricenium salts 

radiosensitizers, 196 
Ferrochloroquine 

antimalarial, 992 
Fetal stem cells, 524 
Fexofenadine 

selective toxicity, 275 
Fibroblast growth factor, 

217-218 
Fibroblast growth factor inhibi- 

tors 
antiangiogenic agents, 

218-219 
Fibronectin, 12,216,219 
Fiflucan, 890 
FK 463,888,902,903 
FK 506 

clinical use for organ trans- 
plants, 494-500 

pharmacokinetics, 495 
pharmacology, 495-499 
side effects, 500 
structure-activity relationship, 

499-500 
FK-506 binding protein, 496 
Flaviviruses, 427 

antiviral agents, 427-430 
Flomoxef, 652-653 
Flucloxacillin, 609, 631 
Fluconazole, 893-897 

formulations and indications, 
890 

intrinsic resistance to, 885 
selective toxicity, 268 

Flucytosine, 903-905 
formulations and indications, 

890 
Fludara 

antimetabolite, 76 
Fludarabine 

antimetabolite, 76,81-82 
5-Fluoroorotate 

antimalarial, 987,988 
Fluoroquinoline K-12 

anti-HIV drug, 474 
Fluoroquinolones 

antimycobacterials, 853-855 
selective toxicity, 263 
side effects, 855 

5-Fluorouracil 
antimetabolite, 75, 76, 77, 

79-81 
with ionizing radiation, 195 
with irinotecan, 131 
with oxaliplatin, 60 
for papillomavirus, 338 

resistance to, 284,288 
tumor-activated prodrug, 44, 

90-91 
Fluosol 

radiosensitizer, 183 
Flurithromycin, 763 
Flutimide 

influenza antiviral agent, 
386-387 

Fms growth factor receptor, 22 
FNQ3 

flavivirus antiviral, 429-430 
Folate analog antimetabolites, 

76-79 
Fomivirsen 

for herpes virus, 309 
Fonsecaea, 883 
Formadicins, 664 
Formidacillin, 636 - 637 

in vitm antibacterial activity, 635 
Fosamax 

selective toxicity, 273 
Foscarnet 

for herpes virus, 308 
selective toxicity, 267 

Fosmidomycin 
antimalarial, 989 

Fos protein, 22,25 
FR191512 

influenza antiviral agent, 390 
FR900098 

antimalarial, 989 
FR901379,902 
Free radicals 

inhibition by radioprotective 
agents, 168 

production by ionizing radia- 
tion, 153 

FTY 720,489 
clinical use for organ trans- 

plants, 506-509 
side effects, 509 

Fullerene C,, 
influenza antiviral agent, 390 

Fumigation, 539 
Fungal cell wall, 888-889 
Fungal diseases, 882-884. See 

also Antifungal agents 
diagnostic and microbiological 

issues, 885-886 
trends in incidence, 884 

Fungal efflux pump inhibitors, 909 
Fungal pathogens, 882-884 

biosynthesis and function of 
ergosterol, 886-888 

opportunistic filamentous, 884 
Fungi, 882 

Fungizone, 890,891 
Furosemide 

selective toxicity, 264 
Fusidic acid, 792 

Gamma rays 
antiradiation testing, 154 

Ganciclovir 
for hepatitis B virus, 330-331 
for herpes virus, 307-308 
with HSV-based suicidal gene 

therapy, 44 
tumor-activated prodrug, 83,90 

Gantanol, 934 
Gantrisin, 934 
Gatekeepers, 26 
GDEPT (gene-directed enzyme- 

prodrug therapy), 83,90-92 
Gedunin 

antimalarial, 996,998 
Gelatinases, 13 
Gemcitabine 

antimetabolite, 76, 80-81 
with permetrexed, 78 
radiosensitizer, 195 

Gemtuzumab, 228,231-233 
Gemtuzumab ozogamycin 

tumor-activated prodrug, 83, 
92 

Gemzar 
antimetabolite, 76,80 

GeneChips, 35 
Gene-directed enzyme-prodrug 

therapy (GDEPT), 83, 
90-92 

Gene silencing 
and carcinogenesis, 8 

Gentamicin, 748 
Gentamycin, 748 

selective toxicity, 260-261 
Glabranine 

flavivirus antiviral, 429 
Glaucine fumarate 

picornavirus antiviral, 414 
Gleevec, 110,284 

selective toxicity, 257 
Glimepiride 

selective toxicity, 264 
Gliotoxin 

hepatitis C antiviral, 426 
Glipizide 

selective toxicity, 264 
Gloximonam, 666,668 
Glucocorticoid response ele- 

ments 
and oncogenes, 25 
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Glucose 6-phosphate dehydroge- 
nase 

and malaria, 931 
Glucosulfone sodium, 829 
Glucuronidase tumor-activated 

prodrugs, 89-90 
Glutathione 

radiosensitization by depletion 
of, 190-191 

Glyburide 
selective toxicity, 264 

Glyphosate 
antimalarial, 988-989 

GM 237354,907-908 
Gp100,237-238 
Gp120-CCR5 binding, 462 

inhibitors, 468 
Gp120 coreceptors, 467 
Gpl20-CXCR4 binding, 462 

inhibitors, 467-468 
G proteins, 23-24 
GR69153,643,645 
Gram-negative bacteria 

action of p-lactams against, 
611-613 

cell wall, 610-611 
p-lactam indications, 625 
penicillin-binding protein, 614 

Gram-positive bacteria 
action of p-lactams against, 

611-613 
cell wall, 610-611 
p-lactam indications, 625 
penicillin-binding protein, 615 

Granule enzymes, 225 
Granulocytes 

and adaptive immunity, 225 
and innate immunity, 224 

Griseofulvin, 905-906 
formulations and indications, 

891 
GS-4071 

for influenza, 370,371,473 
GS-4104 

for influenza, 368 
GTPase, 24 
GTPase-activating protein, 25 
Guanine nucleotide exchange 

factors, 22, 24 
Gusperimus, 490 
GV104326,684,685 
GV129606X, 687,689,694,708 
GV143253X, 687,690,694,705 
Gymnochrome D 

flavivirus antiviral, 429 

H-961 
for herpes virus, 321 
for poxviruses, 341 

Haemophilus influenme 
penicillin-binding protein, 

614,616,617 
Halfan, 934 
Halofantrine 

antimalarial, 946-949 
dosage forms, 934 

Halogenated topical antibacteri- 
als, 545-547 

Haloprogin, 906 
formulations and indications, 

891 
Halotex, 891 
Ha-ras gene, 4 
Hayflick limit, 11 
HBB 

picornavirus antiviral, 413 
HCMV (cytomegalovirus), 298 
Heart transplantation, 487 
Heat shock proteins, 819 
Heavy metals 

topical antibacterials, 552-553 
Helicobacter Pylori, 740 

metronidazole-resistant, 712 
Helminths, 1090 

antihelmintics for, 1090-1096 
Heparin sulfate proteoglycans, 

21,216 
Hepatitis B virus, 297, 299-301 
Hepatitis B virus antiviral 

agents, 326 
antisense oligonucleotides, 

337 
combination treatments, 

334-335 
purines, 330-333 
pyrimidines, 326-330 
resistance, 333334 
targeting drugs to liver, 

335-337 
Hepatitis C virus, 361-362 

and HBV infection, 300 
model systems to study repli- 

cation, 427 
Hepatitis C virus antiviral 

agents 
inhibitors of HCV 5' untrans- 

lated region and core gene, 
415-417 

inhibitors of NS5B RNA-de- 
pendent RNA polymerase, 
425-426 

inhibitors of NS3 helicase, 425 

inhibitors of NS3 protease, 
418-425 

interferon-a applications, 
361-364 

Hepatitis C virus NS3 protein, 
417-418 

Herceptin, 228,230 
selective toxicity, 257 

Herpes simplex virus 
in suicidal gene cancer ther- 

apy, 44 
Herpes simplex virus-1,297,298 
Herpes simplex virus-2,298 
Herpes virus antiviral agents, 305 

compounds under develop- 
ment, 310-326 

currently approved drugs, 
305-310 

immune modulators, 325-326 
nonnucleoside inhibitors and 

other targets, 321-324 
prodrugs increasing oral avail- 

ability, 309 
prodrugs under development, 

318-321 
resistance to, 309-310 
selective toxicity, 267 

Herpes viruses, 294-295, 
297-299 

a-Herpesviruses, 298 
p-Herpesviruses, 298 
y-Herpesviruses, 298,299 
Herpes virus protease inhibitors, 

324-325 
Herpes zoster, 298 
Hesperidin 

rotavirus antiviral, 431 
Heterocyclic compounds 

radioprotective agents, 
163-165 

6-Heterocyclylmethylene pen- 
ems, 698-699 

HHV-6,298-299 
HHV-7,298-299 
HHV-8,299 
Highly active antiretroviral 

therapy (I-IAART), 884 
HIVIAIDS, 479 

Histone deacetylases, 8 
Histoplasma capsulatum, 883 
Histoplasmosis, 883 
HIV-DNA polymerase (reverse 

transcriptase), 462-463 
HIV integrase inhibitors, 464 
HIV protease, 464 
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HIV protease inhibitors, 
475-477 

selective toxicity, 267 
HIV reverse transcriptase, 

462-463 
HIV reverse transcriptase en- 

zyme, 469 
HIV reverse transcriptase inhib- 

itors, 465,469-470 
nonnucleoside reverse tran- 

scriptase inhibitors, 
472-473 

nucleoside reverse transcrip- 
tase inhibitors, 470-472 

HIV ribonuclease inhibitors, 
465,473 

HIV vaccines, 465 
HIV virion, 460 

inhibitors of assembly, 
474-475 

HIV virus, 458-459 
assembly of viral proteins: 

virion formation, 464 
binding to host cell mem- 

brane. 462 
cellular picture of infection, 

459-460 
clinical picture of infection, 

460 
DNA entry to host cell nu- 

cleus, 463-464 
DNA formation by reverse 

transcriptase, 462-463 
fusion with host cell cyto- 

plasm and its uncoating, 
462 

genome, 461 
integration of viral DNA into 

host genome, 464 
life cycle, 461-464 
maturation, 464 
migration of viral mRNA to 

cytoplasm, 464 
mode of viral transmission, 

459 
splicing of viral mRNA into 

host genome, 464 
structure and molecular biol- 

ogy, 460-461 
targets for drug design, 

464-477 
viral budding out of host cell, 

464 
HIV-1 virus, 459 

and malaria, 930 
vector for cancer gene ther- 

apy, 41 

HIV-2 virus, 459 
hMLH1,27,32 

hypermethylation, 9 
HMPA 

for poxviruses, 341 
hMSH2,27,32 
Hormone replacement therapies, 

250-251 
HPMPA 

for adenoviruses, 340 
for polyomaviruses, 340 

hPMSl gene, 27 
hPMS2 gene, 27 
H-ras protein, 22,24 

and COX-2,34 
5-HT, See Serotonin 
HTLV I (Human T Leukemia 

Virus I), 459 
HTLV I1 (Human T Leukemia 

virus 111,459 
HTLV I11 (Human T Leukemia 

Virus 111: HIV virus), 459. 
See also HIV virus 

Human herpesvirus-8 virus, 296 
Humanized antibodies, 226 

for organ transplant rejection, 
509 

selective toxicity, 257 
Human leukocyte antigens, 

236-237 
Hybridomas, 226 
Hydrolapachol 

antimalarial, 976 
Hydroxychloroquine, 938 

dosage forms, 934 
Hydroxylamine 

radioprotective agent, 162 
Hydroxyl-containing compounds 

radioprotective agents, 163 
8-Hydroxyquinoline 

radioprotective agent, 163 
Hydroxystreptomycin, 840 
5-Hydroxytryptophan 

radioprotective agent, 165 
Hydroxyurea 

for herpes, 322 
radiosensitizer. 195 

Hypoxanthine aminopterin-thy- 
midine, 226 

Hypoxanthine phosphoribosyl 
transferase, 226 

Hypoxia 
nitroimidazole binding for de- 

tection, 180 
radioprotective agents utiliz- 

ing, 154,167-168 

Hypoxia-activated prodrugs, 
83-87 

Hypoxia inducible factor-la 
and carcinogenesis, 20 

IAZGP 
radiosensitizer, 180 

1dkbicin 
antitumor natural product, 

110,124,128 
Ifex 

alkylating agent, 54 
IFN-a, See Interferon-a 
Ifosfamide 

alkylating agent, 53, 54,55 
Ile-2-AM (actinomycin C), 111 
Imatinib 

selective toxicity, 257 
Imidacloprid 

selective toxicity, 278 
Imipenem, 671 

antimycobacterial application, 
858 

coadministration of cilastin, 
623-624 

discovery, 668-669 
indications, 625 
p-lactamase classification 

based on activity, 620, 621 
MIC 90,685 
pharmacokinetics, 624 
side effects and interactions, 

625 
use recommendations, 626 
in vitro activity, 692,693 
in vivo efficacy in systemic 

murine infections, 685 
Imipramine 

radioprotective agent, 165 
Immortality, 10-11 
Immune system, 224-226 
Immunity, 224-226 
Immunodeficiency, 294 
Immunoglobulins 

and adaptive immunity, 225, 
227 

RSV antiviral agents, 395 
Immunomodulation, 43-44 

herpes virus antiviral agents, 
325-326 

Immunosuppressive drugs, 486. 
See also Cyclosporine; FK 
506; Organ transplant drugs 

Immunotherapy 
antibody-directed, 226-235 
anti-inflammatory therapeutic 

antibodies, 233-235 
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chimeric antibodies, 226 
dendritic cell, 235-243 
humanized antibodies, 226 

Immunotoxins, 92 
Imprinting 

and carcinogenesis, 8 
Indinavir 

anti-HIV drug, 475-476 
Indocin 

selective toxicity, 274 
Indomethacin 

selective toxicity, 274 
Infliximab, 229,233-234 
Influenza A virus, 364 
Influenza B virus, 364 
Influenza hemagglutinin inhibi- 

tors, 377-384 
Influenza M2 protein inhibitors, 

388 
Influenza neuraminidase inhibi- 

tors, 364377 
Influenza RNA transcriptase 

inhibitors, 384-388 
Influenza virus antiviral agents, 

364 
inhibitors of influenza hemag- 

glutinin, 377-384 
inhibitors of influenza M2 pro- 

tein, 388 
inhibitors of influenza neur- 

aminidase, 364-377 
inhibitors of RNA transcrip- 

tase, 384-388 
other inhibitors, 388-390 
selective toxicity, 267 

Initiation, in carcinogenesis, 3-5 
Innate immunity, 224 
Insecticides 

selective toxicity, 277-279 
Insulin 

radiosensitizer, 194 
Insulin and hypoglycemic 

agents, 250-251 
Insulin-like growth factor 1 

radiosensitizer, 194 
Integrase, 616 
Integrins, 13 
Integrons 

and 0-lactam resistance, 
614-616 

Intercalation, 67 
Interferon-a 

for hepatitis B virus, 326, 334 
for hepatitis C virus, 361, 

362-364 
for papillomavirus, 337-338 
radioprotective agents, 171 

Interferon y 
and adaptive immunity, 225 

Interleukin-1 
radioprotective agent, 171 

Interleukin-2 
and adaptive immunity, 225 

Interleukin-4 
and adaptive immunity, 225 
radioprotective agent, 171 

Interleukin-5 
and adaptive immunity, 225 

Interleukin-6 
and adaptive immunity, 225 
radioprotective agent, 171 

Interleukin-10 
and adaptive immunity, 225, 

226 
Internal ribosome entry signal, 

41 
Interstitial collagenase, 13 
Intestine transplantation, 487 
Int-2 growth factor, 22 
Intoplicine 

dual topoisomerase UII inhibi- 
I tor, 68, 73, 74 

Intraepithelial neoplasia, 35 
Intratransguanylation, 158 
Invadopodia, 13 
Iodine topical antibacterials, 547 
5-Iododeoxyuridine 

radiosensitizer, 194 
Ionizing radiation. See also Ra- 

dioprotective agents 
and carcinogenesis, 4,33 
damage from, 153-154 
p53 activation, 28 

Iproniazid, 834 
Iressa, 12 
Irinotecan 

antitumor natural product, 
110,131 

Isoartemisitene, 965 
Isobombycol 

radioprotective agent, 167 
Isofebrifugine 

antimalarial, 998 
Isoniazid, 833-834 

activity and mechanism of ac- 
tion, 834-835 

drug interactions, 862,864 
efficacy and dosage, 810,863 
selective toxicity, 266 
side effects, 835 

Isopodophyllotoxins 
antitumor natural products, 

110, 134-136 
Isosulfazecin, 664 

Isothiazoles 
picornavirus antiviral agents, 

403 
Isoxyl, 810 
Itraconazole, 893-897 

formulations and indications, 
890,891 

selective toxicity, 268 
Ivermectin 

antihelmintic, 1091, 
1093-1094 

J-111,225, 682,684, 708 
in vivo efficacy in systemic 

murine infections, 685 
5-111,347, 682,683, 684 
5-114,870, 682,684,685 
J-114,871, 683,684, 685 
Japanese encephalitis virus, 427, 

429-430 
JM-83 

alkylating agent, 54 
JM-216 

alkylating agent, 54, 60 
JM-473 

alkylating agent, 60 
Josamycin, 763 
Jun protein, 22,25 

Kalihinol A 
antimalarial, 993-994 

Kanamycin 
antimycobacterial application, 

811,842-844 
efficacy and dosage, 811,863 
selective toxicity, 260-261 
side effects, 844 

Kanamycin A, 842-843 
Kanamycin B, 842-843 
Kanamycin C, 842-843 
Kantrex, 811 
Kaposi's sarcoma, 299 
Ketoconazole, 893-897 

formulations and indications, 
890,891 

selective toxicity, 268 
Ketolides, 776-781 
Kidney transplantation, 487, 

489 
1-year survival rate, 488 

KIN-802 
radiosensitizer, 179 

KIN-804 
radiosensitizer, 179 

Kinase tumor-activated pro- 
dn.w, 90 
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Kinetoplastid parasitic diseases, 
1035 

antiprotozoal agents for, 
1035-1076 

KM231-DU257 
tumor-activated prodrug, 83, 

94 
Korundamine A 

antimalarial, 995,996 
Korupensamines 

antimalarial, 995,996 
KP-736,643,646 
K-ras protein, 22,24 

and COX-2,34 
KRM-1648,847,852 
KU-2285 

radiosensitizer, 180 
KW-2189 

alkylating agent, 54,61,64 

L-696,256, 703, 706 
L-708,906 

anti-HIV drug, 473,474 
L-731,988 

anti-HIV drug, 473,474 
L-741,462, 703, 706 
L-742,728, 703, 706, 707 
L-786,392, 703, 705, 706, 707 
L-793,422,908 
P-Lactam antibiotics, 608-610. 

See also specific antibiotics 
and classes of antibiotics, 
such as  Cephalosporins or 
Penicillins 

antibacterial broad-spectrum, 
705-709 

antimycobacterials, 858 
clinical application, 623-628 
combination therapies, 625, 

626 
current trends driving indus- 

try, 711-714 
discovery, 628-637 
hydrolysis, 609, 619-621 
mechanism of action, 610-613 
mechanism of resistance to, 

613-623 
mosiac gene formation, 

616-618 
recent developments, 701-711 
selective toxicity, 254,260 
side effects and interactions, 

624-625 
P-Lactamase inhibitors 

antimycobacterials, 858 
classification, 694-701 

development of, 609 
recent developments, 710-711 

B-Lactamases, 608-609 
classification and relevance in 

clinics, 618-621 
evolution, 618 
extended-spectrum, 619 
molecular and phenotypic 

classification, 620 
P-Lactamase tumor-activated 

prodrugs, 88 
Lamiazid, 810 
Laminin, 12,216 
Lamisil, 890, 891 
Lamivudine 

anti-HIV drug, 471,472 
drug resistance, 333-334 
for hepatitis B virus, 327-329, 

335-336 
selective toxicity, 267 

Lamprene, 810 
Langerhans cells, 224 
Lanvis 

antimetabolite. 76 
Lapinone 

antimalarial, 976 
Lapudrine, 959 
Lariam, 934 
Latamoxef, 652 
Lck tyrosine kinase, 22 
Leflunomide, 489 

clinical use for organ trans- 
plants, 522-523 

side effects, 523 
Leishmaniasis 

antiprotozoal agents for, 1035, 
1047-1052 

Lenampicillin, 632 
Lentiviruses 

vectors for cancer gene ther- 
apy, 41 

Leprosy, 809-813,1035 
pathogenesis and epidemiol- 

ogy, 825-826 
recent developments and 

present status of chemo- 
therapy, 865-866 

Leucovorin 
with irinotecan, 131 

Leukeran 
alkylating agent, 54 

Leukotrienes 
radioprotective agent, 

171-172 
Levamisole 

selective toxicity, 273 

Levobupivacaine 
selective toxicity, 273 

Levofloxacin, 853 
Levopropoxyphene 

selective toxicity, 269-270 
Levothyroxine, 250 -251 
L-FMAU 

for hepatitis B virus, 327, 
329-330 

Licochalcone A 
antimalarial, 999 

Lincomycin, 787-788 
Lincosamides, 787-789 
Linezolid, 792-793 

systemic antibacterial, 
588-590 

Lipophilic antifolates, 79 
Lipoplex 

for nonviral gene delivery, 
42- 43 

Liposomes 
with influenza antivirals, 382 
with vincristine, 142 

Liver transplantation, 487 
UC-084,709-710 
UC-11036, 709 
Lobucivar 

for hepatitis B virus, 333 
Loceryl, 891 
Lomefloxacin, 853 
Lomustine 

alkylating agent, 54,64-65 
Lopinavir 

anti-HIV drug, 476-477 
selective toxicity, 267 

Loprox, 891 
Loracarbef, 654 
Loratidine 

selective toxicity, 275 
Losoxantrone 

topoisomerase I1 inhibitor, 68, 
72 

L1210 screening, for anitumor 
agents, 109 

Lumefantrine 
antimalarial, 978-979 
dosage forms, 935 

Lung transplantation, 487 
Lurotecan 

antitumor natural product, 
133 

LY-303366,902 
LY-338387 

picornavirus antiviral, 407 
LY-343814 

picornavirus antiviral, 
409-410 
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picornavirus antiviral, 409 
LY-353352 

picornavirus antiviral, 409 
LY-466700 

hepatitis C antiviral, 416 
Lymphadenopathy associated 

virus (LAVIHIV-21,459 
Lymphatic lilariasis, 1035 
Lysozyme, 224 

M-8506,953 
M-14659,643 
Macrolide antibiotics. See also 

Erythromycins 
antimycobacterials, 855-858 
biosynthesis, 765-774 
4"-carbamate, 782 
clinical use and currently used 

drugs, 758-761 
drug resistance, 774-776 
future developments, 784-785 
nonbacterial activity, 782-784 
pharmacology and mode of 

action, 762-765 
recent developments, 776-782 
selective toxicity, 261-263 
side effects, toxicity, and con- 

traindications, 761-762 
structure-activity relation- 

ships, 765-774 
Macrophages 

and adaptive immunity, 225, 
227 

and innate immunity, 224 
Major histocompatibility com- 

plex proteins, 224-225,235 
and organ transplant rejec- 

tion, 487 
and peptide immunogenicity, 

238-239 
Malaria, 920-921,1035. See also 

Antimalarial agents 
economic and political issues, 

932-933 
global incidence, 926-928 
immunity and prophylaxis, 

930-932 
Malaria parasites, 921-924 

biochemistry and genetics, 
924-926 

vector control, 931-932 
Malaridine, 979 
Malarone, 935 

antimalarial, 976-978 
(+ )-Malekulatine 

antimalarial, 997 

Maloprim, 934 
L-Mannaric acid 

anti-HIV drug, 476-477 
Mannosidostreptomycin, 840 
Manzamine A 

antimalarial, 994 
Mappia foetida, 130 
Marboran 

smallpox antiviral agent, 435, 
437 

Marcellomycin 
antitumor natural product, 

124,126 
Marimastat, 217,218 
Matrilysin, 13, 14 
Matrix metalloproteinase inhibi- 

tors 
antiangiogenic agents, 

216-217 
for cancer, 45-46 
for cancer treatment, 37-38, 

45 
Matrix metalloproteinases 

and angiogenesis, 216 
and carcinogenesis, 12-14 

Maximum tolerated dose (MTD), 
154 

May apple, drugs derived from, 
134 

MC-02331,703,704 
MC-02363, 703,704 
MC-02479,703, 704 
MC-510,027,909,910 
Mdm2 gene 

and p53 gene, 29 
Measles virus, 390 

antiviral agents, 390-396 
Mebendazole 

antihelmintic, 1090-1091, 
1091 

Mechlorethamine 
alkylating agent, 53,54,55 

Mecillinam, 633-634 
in vitro antibacterial activity, 

635 
Mefloquine 

antimalarial, 943-946 
dosage forms, 934 

Meglumine 
for leishmaniasis, 1049-1051 

Melarsoprol 
for African trypanosomiasis, 

1041-1043 
Mellein 

hepatitis C antiviral, 422,424 
Melphalan 

alkylating agent, 53,54 

MEN1 gene, 27 
Menoctone 

antimalarial, 976 
Mentax, 891 
Mephaquine, 934 
Mepron, 935 
2-Mercaptoethylamine (MEA) 

radioprotective agent, 152, 
155-160,169-170,172 

2-Mercaptoethylguanidine 
(MEG) 

radioprotective agent, 
158-160,161 

2-Mercaptopropylguanidine 
(MPG) 

radioprotective agent, 158,161 
6-Mercaptopurine, 513 

antimetabolite, 75, 76,81 
resistance to, 290 

2-Mercaptothiolazine 
radioprotective agent, 160 

Mercury compounds 
topical antibacterials, 552553 

Meropenem 
antimycobacterial application, 

858 
discovery, 668-669,680-681 
pharmacokinetics, 623-624 
side effects and interactions, 

625 
use recommendations, 626 
in vitro activity, 692 

Merozoites, 920,922 
Mesna 

radioprotective agent, 172 
Messenger RNA, See mRNA 
Metabolic inhibitors 

radioprotective agents, 
162-163 

radiosensitizers, 193-196 
Metal ion complexes 

radioprotective agents, 163 
radiosensitizers, 196 

Metalloelastase, 13 
Metastasis, 12 
Methenamine 

systemic antibacterial, 596 
Methicillin, 631 

in vitm antibacterial activity, 
635 

Methicillin-resistant staphylo- 
cocci, 617-618 

Methisazone 
activity against orthopoxvi- 

ruses, 439 
smallpox antiviral agent, 435, 

437 
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Methotrexate 
antimetabolite, 75, 76, 77, 

78-79 
flavivirus antiviral, 428 
with infliximab, 234 
selective toxicity, 264 

Methylating agents, 54 
Methylation, See DNA hyper- 

methylation; DNA methyl- 
ation 

10-Methylcarbapenems, 
675-683 

Methyl-CpG-binding domain- 
containing proteins, 8 

Methylene blue 
antimalarial, 988 

1-Methyl-3-nitro-1-nitrosourea 
alkylating agent, 64 

2-Methylpiperazinedithiofor- 
mate 

radioprotective agent, 
160-161 

Meticillin, 609 
Metronidzole 

radiosensitizer, 178 
Mezlocillin, 633 

indications, 625 
pharmacokinetics, 624 

Micafungin, 888,901,903 
Micatin, 891 
Miconazole, 893-897 

formulations and indications, 
891 

selective toxicity, 268 
Microtubules, 136 
Midecamycin, 763 
Miltefosine 

for leishmaniasis, 1051-1052 
Minocin, 740 
Minocycline, 740, 742 
Miokamycin, 763 
Mismatch repair genes, 8 

and cancer heritable syn- 
dromes, 32 

Misonidazole, 84 
radiosensitizer, 177 

Mithracin 
antitumor natural product, 

122-124 
Mithramycin 

antitumor natural product, 
110,122-124 

Mitogen-activated protein ki- 
nases 

and carcinogenesis, 24 

Mitomycin A 
antitumor natural product, 

120,121 
Mitomycin C 

antitumor natural product, 
120-122 

hypoxic selectivity, 84-85 
radiosensitizer, 182 

Mitomycins 
antitumor natural product, 

110,120-122 
tumor-activated prodrug, 87 

Mitosis promoting factor, 193 
Mitoxantrone, 85 

topoisomerase I1 inhibitor, 68, 
69,70-71 

Mitozolomide 
alkylating agent, 54,65, 

66 - 67 
Mixed disulfide hypothesis, of 

radioprotective agents, 
168-169 

Mizoribine, 489 
clinical use for organ trans- 

plants, 521-522 
side effects, 522 

MK-0787,668-669 
MK-826,682,684,708 
MM-4550,670 

activity, 690 
MM-13902,670 

activity, 690 
in vitro activity, 692 

MM-17880,670 
MM-22380,670 
MM-22381,670,675 
MM-22382,670 
MM-22383,670,674 
mob genes, 614 
Monistat, 891 
Monobactams, 664-668 

brief description, 609 
use recommendations, 626 

Monoclonal antibodies. See also 
Humanized antibodies 

anti-HIV drug, 475-476 
clinical use for organ trans- 

plants, 489, 509-513, 
525-526 

pharmacokinetics, 510 
pharmacology, 510-513 
selective toxicity, 257 
side effects, 513 

Montelukast sodium (MK-0476) 
selective toxicity, 252 

Morphazinamide, 836 
Morpholine antifungal agents, 903 

Mortl, 17 
Mosaic genes, 616-618 
Mos protein kinase, 22 
Moxalactam, 652-653 
Mozenavir 

anti-HIV drug, 476-477 
MRL-1237 

picomavirus antiviral, 413 
mRNA 

bacterial, 738 
Mucor, 883 
Mucormycosis, 883 
Multidrug resistance proteins, 

285-286 
Multidrug resistance-related 

protein, 285-286 
Murine leukemia virus 

vectors for cancer gene ther- 
apy, 41 

Muromonab CD3,490 
Musettamycin 

antitumor natural product, 
124,126 

Mustards, See Nitrogen mus- 
tards 

Mustargen 
alkylating agent, 54 

Mutamycin 
antitumor natural product, 

120-122 
Mutated in multiple advanced 

cancers (MMAC) tumor s u p  
pressor gene, 30 

Mutation 
ionizing radiation, 153-154 
and tumorigenesis, 2 

Mutation hot spots, 5 
Myambutol, 810 
Mycobacteria, 813-821. See also 

Antimycobacterial agents 
pathogenesis and epidemiol- 

ogy, 821-826 
Mycobacteria other than tuber- 

culosis, 814, 824 
Mycobacterium, 813-814 
Mycobacterium abscessus, 815 

regimen for treatment, 867 
Mycobacterium africanum, 814 
Mycobacterium avium, 809,814, 

815 
regimen for treatment, 866 

Mycobacterium bovis, 813,814, 
815,820-821,823 

Mycobacterium chelonae, 815 
Mycobacterium fortuitum, 815 

regimen for treatment, 867 
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Mycobacterium haemophilum, 
815 

Mycobacterium kansasii, 815 
regimen for treatment, 866 

Mycobacterium leprae, 809, 
825-826 

susceptibility testing, 827 
Mycobacteriurn malmoense, 815 

regimen for treatment, 866 
Mycobacterium marinum, 815 

regimen for treatment, 866 
Mycobacterium microti, 814 
Mycobacterium scrofilaceum, 

815 
regimen for treatment, 866 

Mycobacterium simiae 
regimen for treatment, 866 

Mycobacterium tuberculosis, 809, 
813-825 

susceptibility testing, 
826-829 

Mycobacterium ulcerans, 815 
Mycobacterium xenopi, 815 
Mycobactin M, 818 
Mycobactin P, 818 
Mycobactin S, 818 
Mycobutin, 811 
Mycolic acid, 816 
Mycophenolate mofetil, 489,490 

clinical use for organ trans- 
plant~, 518-521 

for herpes, 321-322 
with leflunomide, 523 
side effects, 521 
structure-activity relationship, 

520-521 
Mycophenolic acid, 518 

flavivirus antiviral, 428 
for herpes virus, 321 

Myc protein, 22,25-26 
Mylotarg, 228,231 

tumor-activated prodrug, 83, 
92 

N-Myristoyl transferase inhibi- 
tors, 908-909,910 

M1 zinc finger peptides 
influenza antiviral agents, 387 

Nafcillin, 631 
biliary excretion, 623 
pharmacokinetics, 624 

Naftifine, 899-900 
formulations and indications, 

891 
Naftin, 891 
Naked plasmid DNA 

for cancer therapy, 39 

National Cancer Institute data- 
base 

antitumor natural products, 
110 

Natural killer cells, 225 
Natural products. See also Anti- 

tumor natural products 
antimalarial agents, 993-999 

Navelbine 
antitumor natural product, 

142-143 
Neem, 996 
Neflinavir 

anti-HN drug, 475-476 
Neisseria 

penicillin-binding protein, 
614,616,617 

Nelfinavir 
selective toxicity, 267 

Neohesperidin 
rotavirus antiviral, 431 

Neomycin, 748 
selective toxicity, 260-261 

Neonicotinoids 
selective toxicity, 278 

Neoral, 491,492 
Neosporin, 748 
Netilmicin, 748 
Neutral red 

hepatitis C antiviral, 417 
NeuTrexin 

antimetabolite, 76 
Neutrophils 

and adaptive immunity, 225, 
227 

and innate immunity, 224 
Nevirapine 

anti-HN drug, 472 
selective toxicity, 267 

NF1 gene, 27 
Nicotinamide 

radiosensitizer, 184 
Niftifine 

selective toxicity, 268 
Nifurtimox 

for American trypanosomiasis 
(Chagas' disease), 
1046-1047 

Nigericin 
antimalarial, 991 

Nikkomycins, 906 
Nimorazole 

radiosensitizer, 178-179 
Nitidine 

dual topoisomerase I/II inhibi- 
tor, 73 

Nitracine 
radiosensitizer, 179-180 

Nitracine N-oxide, 84,8546 
Nitriles 

radioprotective agent, 
162-163 

Nitrilotriacetate 
radioprotective agent, 163 

Nitrobenzamide 
anti-HN drug, 469,470 

9-Nitrocamptothecin 
antitumor natural product, 133 

Nitrofurans 
systemic antibacterial, 

594-596 
Nitrogen mustards 

alkylating agents, 52, 53-57 
minor groove targeting, 57-59 

Nitroimidazoles 
binding to hypoxic cells, 

180-182 
radiosensitizers, 177 

Nitroimidazopyrans 
antimycobacterial application, 

858-859 
N-Nitroso-N-phenylhydroxy- 

lamine 
radioprotective agent, 163 

Nitrosureas 
alkylating agents, 54,64-65 

Nitroxides 
radioprotective agent, 171 

Nivaquin, 934 
Nizoral, 890,891 
NK 109 

dual topoisomerase 1/11 inhibi- 
tor, 73 

NLP-1 
radiosensitizer, 179 

NMS03,394 
Nocardicin A, 660,661,663-664 
Nocardicin B, 661,663 
Nocardicin C, 660,661, 663 
Nocardicin D, 661, 663 
Nocardicin E, 661, 663 
Nocardicin F, 661,663 
Nocardicin G, 663 
Nocardicins 

biological activity, 663-664 
synthesis, 660-663 

Nolatrexed 
antimetabolite, 76, 79 

Nolvadex 
selective toxicity, 276 

Nonnucleoside HIV reverse 
transcriptase inhibitors, 
472-473 
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Nonreceptor tyrosine kinases, 
24-25 

Nonsteroidal anti-inflammatory 
dwzP 

and decreased cancer risk, 34 
Nontuberculosis mycobacteria, 

814,824 
Norfloxacin 

antimalarial, 936,983 
Novantrone 

topoisomerase I1 inhibitor, 68 
Novrad 

selective toxicity, 269-270 
NP-27,891 
N-ras protein, 22,24 
NSC 356894,490 
Nucleoside HIV reverse tran- 

scriptase inhibitors, 
470-472 

Nydrazid, 810 
Nystatin, 889,893 

formulations and indications, 
891 

OCA-983,709 
Ofloxacin, 853-855 
Old tuberculin, 818-819 
Oligonucleotide therapeutics 

RSV antiviral agents, 396-397 
Omaciclovir 

for herpes virus, 310 
Omeprazole 

antimalarial, 989 
with quinine, 936 

Onchocerciasis, 1035 
Oncogenes, 3,21-26 

targeting loss of function, 
44-45 

transcription factors as, 25-26 
types of, 22 

Oncovin 
antitumor natural product, 

142 
OPTCOL method, 381 
Organ transplantation, 486-487 

recent developments, 523-526 
trends in management of, 

487-489 
Organ transplant drugs 

agents blocking nucleotide 
synthesis, 513-523 

agents blocking T-cell func- 
tion, 489-513 

clinical use, 489 
recent developments, 523-526 

Organ transplant rejection, 
486-487 

t-cell's role in, 487-488 
Ormaplatin 

alkylating agent, 54,59 
Ornithine decarboxylase 

genetic variability in expres- 
sion, 7 

Orthopoxviruses, 435-437 
antiviral agents, 435-440 

Oseltamivir, 361 
for influenza, 368-372 
selective toxicity, 266,267 

Osteoporosis, 273 
Oxacephalosporins, 652-654 
1-Ox-acephalothin, 652 
Oxacephems, 652-654 

brief description, 609 
Oxacillin, 631 

biliary excretion, 623 
P-lactamase classification 

based on activity, 619,620, 
621 

phannacokinetics, 624 
1-Oxadethiacephems, 652-654 
Oxaliplatin 

alkylating agent, 54,59-60, 
61 

Oxamniquine 
antihelmintic, 1091, 1095 

Oxapenams 
brief description, 609 

Oxazolidinones, 792-793 
antimycobacterial application, 

859 
systemic antibacterials, 

587-594 
Oxiconazole, 904 

formulations and indications, 
891 

Oxidase tumor-activated pro- 
drugs, 91 

Oxidizing agents 
topical antibacterials, 551-552 

Oximonam, 666,668 
in vitro activity, 667 

Oxistat, 891 
Oxytetracycline, 740, 742 

p53 gene, 27-29 
and drug resistance, 287-289 
gene therapy target, 44-45 
role in cell cycle, 16 

PA-505 
antimycobacterial, 859 

PA-824 
antimycobacterial, 859 

Pacific yew, paclitaxel from, 136 
Paclitaxel 

antitumor natural product, 
110,136-138 

with RSR13,190 
selective toxicity of antibody 

conjugate, 258 
with tirapazamine, 85 

Palivizumab, 227,395 
Paludrine, 934 
Paluther, 935 
Pamaquine, 950 
Pancreas transplantatio'n, 487 

1-year survival rate, 488 
Panipenem, 677,693 
Papillomaviruses, 297,301-302 

antiviral agents, 337-339 
Paracoccidioides brasiliensis, 

883 
Paracoccidioidomycosis, 883 
Parainfluenza virus, 390 

antiviral agents, 390-398 
Paramyxovirus fusion proteins 

antiviral agents, 390-396 
Paraplatin 

alkylating agent, 54 
Parasitic infections, 1035, 1090. 

See also Malaria 
Paromomycin 

for leishmaniasis, 1051 
Parvoviruses, 304-305 

antiviral agents, 341-342 
Paser, 810 
Pefloxacin 

antimalarial, 983 
Pegasys, 363 
Pegylated agents, See Polyethyl- 

ene glycol (PEG) 
Penams, 609 

p-lactamase inhibitors, 
698 - 699 

Penam sulfones 
P-lactamase inhibitors, 

698-699 
Penciclovir 

for hepatitis B virus, 330-331, 
334 

for herpes virus, 307-308 
Penems, 609 

P-lactamase inhibitors, 
698 - 699 

synthesis, 654-659 
Penicillinase-resistant penicillins 

use recommendations, 626 
Penicillin-binding proteins, 613 

evolution, 618 



Index 

modification of native, 
616-618 

and resistance to p-lactams, 
613-616 

Penicillin dihydro F, 629 
Penicillin F, 629 
Penicillin G, 608,609,631. See 

also Benzylpenicillin 
pharmacokinetics, 624 
structure, 628,629 
use recommendations, 626 
in vitro antibacterial activity, 

635,667 
Penicillin K, 629 
Penicillin N, 629 
Penicillin iso-N, 629 
Penicillin 0, 629 
Penicillins 

antimycobacterial application, 
858 

brief description, 609 
discovery of, 628-637 
p-lactamase classification 

based on activity, 620,621 
pharmacokinetics, 623 
selective toxicity, 253-254, 

260 
side effects and interactions, 

624-625 
synthesis, 629-630 

Penicillin sulfoxide-cephalo- 
sporin conversion, 646-649 

Penicillin T, 629 
Penicillin V, 608,609,629, 631 
Penicillin X, 629 
Penicillium, 608 
Penicillium chrysogenum, 609, 

628 
Penicillium notatum, 628 
Pentafuside 

anti-HIV drug, 468 -469 
Pentamidine 

for African trypanosomiasis, 
1037-1039 

for leishmaniasis, 1051-1052 
Pentostatin 

antimetabolite, 76, 81 
Pentoxlfylline 

radiosensitizer, 184 
Pepleomycins 

antitumor natural products, 
115 

Peptidase tumor-activated pro- 
drugs, 87-88 

Peptides 
RSV antiviral agents, 395-396 

Peptidoglycan, 610-612 

Peptidoglycan transglycosylases, 
610 

Peramivir, 374376 
Pericytes, 216 
Permetrexed 

antimetabolite, 76, 78 
Pestivirus, 427 
Phenethicillin, 631 
Phenols 

topical antibacterials, 548-550 
Phenytoin 

with bleomycin, 116 
Phialophora, 883 
Philadelphia chromosome, 19 
Phleomycins 

antitumor natural products, 
115,117 

Phosphatase and tensin homo- 
logue (PTEN) tumor sup- 
pressor gene, 30 

Phosphatase tumor-activated 
prodrugs, 87 

Phosphodiesterase inhibitors 
selective toxicity, 277 

Phosphoinositol3-kinase, 24 
Photodynamic therapy, 

174-175 
Photofrin, 174-175 
Phthalocyanines 

radiosensitizers, 175 
Phthisis, 809-810 
Phthivazid, 834 
Picornaviral protein 2C inhibi- 

tors, 413 
Picornaviruse protease inhibi- 

tors 
nonpeptidic, 409-411 
peptidic, 404-409 

Picornaviruses, 398 
antiviral agents, 398-415 

Picovir 
picornavirus antiviral, 

399-400 
Picropodophyllotoxin 

antitumor natural product, 
134 

Pimonidazole 
radiosensitizer, 179, 180 

Piperacillin, 609,633 
antimycobacterial application, 

858 
indications, 625 
pharmacokinetics, 624 
use recommendations, 626 
in vitro antibacterial activity, 

635 

Piperaquine 
antimalarial, 990 

Piperazine 
antihelmintic, 1091, 1095 

Piritrexim 
antimetabolite, 76, 79 

Pirodavir 
picornavirus antiviral, 400-401 

Piroxantrone 
topoisomerase I1 inhibitor, 68, 

72 
Pivarnpicillin, 632 
Plaquenil, 934 
Plasmid DNA-mediated gene 

therapy 
for cancer, 39-40 

Plasmids 
and p-lactam resistance, 

614-616 
Plasminogen activator inhibi- 

tor-1 
for angiogenesis control, 45 

Plasmodium berghei, 923 
Plasmodium brasilianum, 921 
Plasmodium cynomolgi, 923 
Plasmodium falciparum, 920 

biochemistry and genetics, 
924-926 

drug resistance, 928-930 
global distribution, 927 
life cycle, 921-924 

Plasmodium fragile, 921 
Plasmodium knowlesi, 923 
Plasmodium malariae, 920 

life cycle, 921-924 
Plasmodium o d e ,  920 

life cycle, 921-924 
Plasmodium simiovale, 921 
Plasmodium vinckei, 923 
Plasmodium v i v a ,  920 

biochemistry and genetics, 
924 

drug resistance, 928-930 
global distribution, 927 
life cycle, 921-924 

Plasmodium yoelii, 923 
Plasmotrim, 935 
Platelet-derived growth factor, 

217-218 
Platelet-derived growth factor 

inhibitors 
antiangiogenic agents, 

218-219 
Platelets 

exosome secretion, 241 
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Platinum complex alkylating 
agents, 54, 59-61. See also 
Cisplatin 

Platomycins 
antitumor natural products, 

117 
Pleconaril 

picornavirus antiviral, 
399-400 

Plicamycin 
antitumor natural product, 

110,122-124 
Pluracidomycin A, 670,671 

in vitro activity, 692 
Plymecillin, 609 
Pneumocystis carinii, 460,883 
Pneumocystosis, 883 
Podophyllin 

for papillomavirus, 338 
Podophyllotoxins 

alkylating agents, 52 
antitumor natural product, 

134 
Podophyllum peltatum (May ap- 

ple), 134 
Polycyclic carbapenems, 

683-688 
Polyene antifungal agents, 

889-893,890,891 
Polyethylene glycol (PEG) 

with interferon-a for hepatitis 
C, 363-364 

Polymerase chain reaction 
with mycobacteria, 826 

Polymeric radioprotective 
agents, 166-167 

Polyomaviruses, 302-303 
antiviral agents, 339-340 

Polyoxins, 906 
Polyoxometalates 

broad spectrum antiviral 
agents, 435 

Polyplex 
for nonviral gene delivery, 42 

Polyvinyl alcohol sulfate 
anti-HIV drug, 466 

Porfimer sodium, 174-175 
Porfiromycin 

tumor-activated prodrug, 83, 
85,86 

Porphiromycin 
antitumor natural product, 

120 
Posaconazole, 898-899 
Potentially lethal damage repair, 

191-192 
Pott's disease. 809 

Poxviruses, 305 
antiviral agents, 340-341 
dendritic cell transduction by, 

242-243 
Pradimicins, 908 
Praziquantel 

antihelmintic, 1091, 
1093-1094 

Preincubation effect, radiosensi- 
tizers, 180 

Primaquine 
antimalarial, 949-954 
dosage forms, 934 

Primaxin, 693 
PRO440 

anti-HIV drug, 468 
Probenecid 

with cephalosporins, 623 
Procaine 

radioprotective agent, 166 
Procaspase-8 

and apoptosis, 17 
Procaspase-9 

and apoptosis, 18-19 
Proflavine, 67 
Prograf, 495 
Progression, in carcinogenesis, 

3-5 
Progressive multifocal leukoen- 

cephalopathy, 302-303 
Proguanil 

antimalarial, 936,954-956 
with dapsone, 959 
dosage forms, 934 

Promotion, in carcinogenesis, 
3-5 

Propicillin, 609,631 
Propoxyphene 

selective toxicity, 269 -270 
Prostacyclin 

for cancer treatment, 38 
Prostaglandin H synthase 1, See 

COX-1 
Prostaglandin H synthase 2, See 

COX-2 
Prostaglandins 

broad spectrum antiviral 
agents, 432-435 

Protein swapping, 259 
Proteoglycans, 12 
Proteolysis 

inhibitors of, 216-217 
Prothionamide, 836 

efficacy and dosage, 810,863 
Protooncogenes, 45 
Provirus, 463 

PS-5,670, 671,675 
in vitro activity, 692 

PS-6,670, 671 
PS-15 

antimalarial, 960 
PS-26 

antimalarial, 960 
PS-33 

antimalarial, 960 
P388 screening, for anitumor 

agents, 109 
Pseudoallescheria boydii, 883 
Pseudoallescheriasis, 883 
Pseudomonas aeruginosa 

intrinsic resistance to P-lac- 
tams, 621-623 

p-lactams active against, 
632-633 

Psilocybine, 165 
Purine analog antimetabolites, 

76,81-82 
Purine derivatives 

HBV virus antiviral agents, 
330-333 

RSV antiviral agents, 389 
Purinethol 

antimetabolite, 76 
Purpurins 

radiosensitizers, 175 
Pyrantel 

antihelmintic, 1091, 
1094-1095 

Pyrazinamide, 836-837 
drug interactions, 864 
efficacy and dosage, 810,863 
side effects, 837 

Pyrimethamine 
antimalarial, 936,956-957 
with dapsone, 959 
dosage forms, 934 
selective toxicity, 254, 264 
with sulfadoxine, 958-959 
useful lifetime before resis- 

tance develops, 930 
Pyrimidine analog antimetabo- 

lites, 76, 79-81 
Pyrimidine derivatives 

HBV virus antiviral agents, 
326330 

influenza antiviral agents, 389 
RSV antiviral agents, 389 

Pyrimidines 
halogenated, as radiosensitiz- 

ers, 194-195 
Pyronaridine 

antimalarial, 979-981 
dosage forms, 935 
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Pyrrolidine-based influenza in- 
hibitors, 376-377 

Pyrromycin 
antitumor natural product, 

124,126, 130 

Qinghaosu (artemisinin), 961 
Quinacrine, 979 
Quinamm, 934 
Quinidine 

antimalarial, 933-938 
dosage forms, 934 

Quinimax, 933,936-937 
Quinine 

antimalarial, 933-938 
dosage forms, 934 

Quinocide, 950 
Quinolones 

selective toxicity, 263 
systemic antibacterials, 

582-587 
Quinones 

radiosensitizers, 177 

R-95867,709, 710 
R-170591,393-394 
Radiation damage, 153-154 
Radiation therapy. See also Ra- 

dioprotective agents 
radioprotective agents in, 

172-173 
Radioprotective agents, 151-153 

antiradiation testing, 154 
biochemical shock, 169 
DNA breakdown control, 

169-170 
free-radical process inhibition, 

168 
heterocyclic compounds, 

163-165 
hydroxyl-containing com- 

pounds, 163 
metabolic effects, 170-172 
metabolic inhibitors, 162-163 
metabolites and naturally oc- 

curring compounds, 166 
metal ion containing agents, 

163 
miscellaneous substances, 

166-167 
mixed disulfide hypothesis, 

168-169 
physiologically active sub- 

stances, 165-166 
polymeric substances, 

166-167 

protection by anoxiahypoxia, 
154,167-168 

sulfur-containing compounds, 
160-162 

thiols and thiol derivatives, 
152,155-160 

use in radiotherapy and can- 
cer chemotherapy, 172-173 

Radiosensitizers, 173 
alteration of energy absorp- 

tion, 173-175 
alteration of oxygen delivery, 

183-190 
alteration of primary radio- 

lytic products, 175-176 
bacterial sensitizers, 197 
for boron neutron capture 

therapy, 173-174 
depletion of endogenous pro- 

tectors, 190-191 
electron-affinic drugs in can- 

cer therapy, 180-183 
and hypoxia-activated pro- 

dnrgs, 83 
inhibition of DNA repair, 

191-193 
metal ion complexes, 196 
perturbation of cellular me- 

tabolism, 193-196 
for photodynamic therapy, 

174-175 
reaction with DNA radicals, 

176-180 
thiols. 196-197 
unknown mechanism agents, 

196-197 
Raf protein kinase, 22, 24 
Raloxifene 

selective toxicity, 276 
Raltitrexed 

antimetabolite, 76, 77-78 
RANTES ligand 

and CCR5,467 
Rapamune, 500,503 
Rapamycin, 490 

clinical use for organ trans- 
plants, 500-504 

M I - 1 ,  13 
Ras signaling pathways, 23-24 
Ravuconazole, 898-899 
RB-6145 

radiosensitizer, 182 
RB-90740 

radiosensitizer, 181 
Rb gene, 27 

gene therapy target, 44-45 

RD2-4039 
hepatitis C antiviral, 421, 423 

RD3-0028,394395 
RD3-4082 

hepatitis C antiviral, 421, 423 
RD4-6205 

hepatitis C antiviral, 422,423 
Reactive oxygen species, 33 
Receptor interacting protein, 17 
Receptor tyrosine kinases 

and angiogenesis, 217-219 
and carcinogenesis, 11-12, 

22-23 
Recrudescence, 922-923 
Reduced folate carrier, 285 
Redudase tumor-activated pro- 

drugs, 91-92 
Relenza, 364 
Remicade, 229,233 
(-)-Repandine 

antimalarial, 997 
Reserpine 

radioprotective agent, 165 
Resiquimod 

for herpes, 325 
Resochin, 934 
RespiGam, 361,395 
Respiratory syncytial virus 

antiviral agents, 390398 
Restoration (chemical radiopro- 

tection), 153 
Restriction fragment length 

polymorphisms 
and carcinogenesis, 6 

Retinoblastoma, 27,28 
Retroviruses. See also HIV virus 

defined, 459 
vectors for cancer gene ther- 

apy, 40-42 
RFI-641,390-393 
Rhinacanthins 

influenza antiviral agents, 389 
Rhizopus, 883 
Rhodacyanine dye analog, cat- 

ionic 
selective toxicity, 258 

Rhodococcus 
penicillin-binding protein, 615 

Rhodomy cins 
antitumor natural products, 

124,126 
Riamet, 935 
Ribavirin 

activity against orthopoxvi- 
ruses, 439, 440 

flavivirus antiviral, 428-429 
for herpes virus, 321 
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Ribavirin (Continued) 
with interferon-a for hepatitis 

C, 363-364 
for poxviruses, 341 

Riboflavin 
radiosensitizer, 196 

Ribozymes 
influenza antiviral agents, 

385-386 
Richmond-Sykes classification, 

of p-lactamases, 619-620 
Rifabutin 

antimycobacterial application, 
811,847,850,852 

drug interactions, 864 
efficacy and dosage, 811,863 

Rifadin, 811 
Rifalazil, 847,850,852-853 
Rifampicin 

antimycobacterial application, 
811,850-852 

drug interactions, 862,864 
efficacy and dosage, 811,863 

Rifampin, 850 
drug interactions, 267 
efficacy and dosage, 811 
selective toxicity, 266 

Rifamycin B, 847,848 
Rifamycin 0,847 
Rifamycin S, 847 
Rifamycins 

antimycobacterial application, 
811,846-853 

Rifamycin SV, 847,848 
efficacy and dosage, 811 

Rifamycin T9,847, 850, 853 
Rifapentine 

antimycobacterial application, 
811,847,850,852 

efficacy and dosage, 811 
Rifazalil 

antimycobacterial application, 
859 

Rifocin, 811 
Rimactane, 811 
Rimantadine, 361 

selective toxicity, 266,267 
Ringworm/tinea, 883 
Risedronate 

selective toxicity, 273 
Ritipenem acoxil, 659,660 
Ritonavir 

anti-HIV drug, 475-476 
selective toxicity, 267 

Rituxan, 228,230 
Rituximab, 228,230-231 
RNA polymerases, 295 

RNA viruses, 360-361. See also 
Antiviral agents, RNA 

Ro-09-3143, 907 
Ro-19-8928, 678,680 
Ro-42-1611 

antimalarial, 984-985 
Ro-48-1220, 710, 711 
Ro-63-9141, 703,704 
Robustaflavone 

influenza antiviral agent, 389 
(-)-Roemrefidine 

antimalarial, 997,998 
Rofecoxib 

selective toxicity, 274 
Rokitamycin, 763 
Ros growth factor receptor, 22 
Rotaviruses, 430 

antiviral agents, 430-431 
Roxithromycin, 763 
RPR103611 

anti-HIV drug, 469 
rRNA 

bacterial, 738 
RS 61443,490,518,519 
RSHZ19 
RSV antiviral agent, 395 

RSR-13 
radiosensitizer, 184-190 

RSU 1069 
radiosensitizer, 181-182 

RU 44790,668,669 
Rubella virus, 431 

antiviral agents, 431-432 
Rubex 

antitumor natural product, 
128 

Rubidomycin 
antitumor natural product, 

126-128 
Rufigallol 

antimalarial, 987 
RWJ-54428,703,704 
RWJ-270201,364,374-376 
RWJ-333441,703,704 

S-2242 
for adenoviruses, 340 
for herpes virus, 317-318,321 
for poxviruses, 341 

S-4661, 708 
Saintopin 

dual topoisomerase ID1 inhibi- 
tor, 73 

Sandimmune, 491,492 
Sanfetrinem, 684,685,686, 

693- 694 
in vitro activity, 692 

Sanitizers, 539 
Saquinavir 

anti-HIV drug, 475-476 
selective toxicity, 267 

Sarachine 
antimalarial, 999 

Satraplatin 
alkylating agent, 54,60 

SB-206999,699 
SB-209763 

RSV antiviral agent, 395 
SB-408075 

tumor-activated prodrug, 83, 
94 

SCH 29482,659,660,698 
SCH 34343,660 
SCH 48973 

picornavirus antiviral, 
400-401 

SCH 68631 
hepatitis C antiviral, 422, 424 

SCH 351633 
hepatitis C antiviral, 422, 424 

Schistosomiasis, 1035 
SDZ 880-061 

picornavirus antiviral, 
401-402 

Selective estrogen receptor mod- 
ulators 

selective toxicity, 276-277 
Selective toxicity, 250-252 

aminoglycosides, 260-261 
antibacterial agents, 539-543 
antifungal drugs, 254, 

266-268,886 
antihistamines, 275-276 
antiinfectives, 259-263 
antimycobacterial drugs, 266 
antiparasite drugs, 254, 268 
antiviral drugs, 254,266 
bisphosphonates, 273-274 
cancer chemotherapy exarn- 

ples, 257-259 
cationic rhodacyanine dye an- 

alog, 258 
cisplatin/carboplatin, 257-258 
comparative biochemistry, 

253-254 
comparative cytology, 254 
comparative distribution, 

252-253 
comparative stereochemistry, 

254-257 
COX inhibitors, 274-275 
diphtheria toxin, 259 
and dopaminergic receptors, 

259 
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and drug chirality, 268-273 
estrogen receptor modulators, 

276-277 
imatinib, 257 
insect growth regulators, 278 
insecticides, 277-279 
p-lactams, 254,260 
macrolides, 261-263 
monoclonal antibodies, 257 
neonicotinoids, 278 
paclitaxel antibody conjugate, 

258 
phosphodiesterase inhibitors, 

277 
quinolones/fluoroquinolones, 

263 
spinosyns, 278 
sulfonamides/sulfanilamides, 

263-264 
target organism examples, 

264-268 
tetracyclines, 261 
tricyclic thiophene, 258-259 

Serial analysis of gene expres- 
sion (SAGE) 

cancer studies using, 36-37 
Serine kinases, 24 
Seromycin, 811 
Serotonin 

radioprotective agent, 165, 
167 

Serum complement, 224 
SGN-15 

tumor-activated prodrug, 83, 
92 

Shingles, 298 
Siamycin 

anti-HIV drug, 469 
Sickle trait 

and malaria, 931 
Signal peptidase enzymes, 712 
Silatecans 

antitumor natural products, 
133 

Sildenafil 
selective toxicity, 277 

Silver salts 
topical antibacterials, 553 

Simulcet, 510,513 
Sindbis virus, 431 
Single nucleotide polymor- 

phism~ (SNPs) 
and carcinogenesis, 6 

Sirolimus, 489, 490 
clinical use for organ trans- 

plants, 500-504 
pharmacokinetics, 500 

pharmacology, 500-503 
side effects, 503-504 
structure-activity relationship, 

503 
Sis growth factor, 22 
Skin-derived dendritic (Langer- 

hans) cells, 224 
SM 7338,668-669 
Smallpox, 435-440 
SN-24771 

radiosensitizer, 196 
SNPs, See Single nucleotide 

polymorphisms 
SO3 

antimalarial, 957 
Sodium cysteinethiosulfate 

radioprotective agent, 161 
Sodium 2,3-dimercaptopropane 

sulfonate 
radioprotective agent, 157 

Sodium selenate 
radioprotective agent, 162 

Sodium stibogluconate 
for leishmaniasis, 1051 

Solasulfone, 830 
Soluble intercellular adhesion 

molecule-1 
picornavirus antiviral agent, 

403-404 
Sordarins, 907-908 
Southeast Asian ovalocytosis 

and malaria, 931 
Sparfloxacin, 855 
Spectazole, 891 
Spergualin, 504 
Spinosyns 

selective toxicity, 278 
Spiramycin, 763 
Sporanox, 890,891 
Sporothrix schenkii, 883 
Sporotrichosis, 883 
SQ 26180,664,665 
SQ 83360,668 
SR-4233 

radiosensitizer, 181 
SR-4482 

radiosensitizer, 181 
SR-3727A 

for herpes virus, 316 
Src-homology domains, 23, 25 
Src tyrosine kinase, 22 
SRR-SB3 

anti-HIV drug, 469,470 
Stachyflin 

influenza antiviral agent, 
379-380 

Staphylococcus 
bridge in peptidoglycans, 612 
penicillin-binding protein, 615 

Staphylococcus aureus 
antibiotics active against, 

631-632 
methicillin-resistant, 617-618 

Staurosporine 
radiosensitizer, 193 

Stavudine 
selective toxicity, 267 

Stem cells 
organ transplant rejection ap- 

plications, 523-524 
Sterilization, 539 
STI571,284 
Streptococcus 

bridge in peptidoglycans, 612 
penicillin-binding protein, 

615,617 
Streptococcus pneumonia 

p-lactam resistance, 613, 712 
Streptogramins, 785-787 
Streptomyces, 111, 609 
Streptomyces argillaceus, 122, 

123 
Streptomyces caespitosus, 120 
Streptomyces peucetius, 124 
Streptomyces plicatus, 122 
Streptomyces tanashiensis, 123 
Streptomyces verticillus, 115 
Streptomycin, 748 

antimycobacterial application, 
811,840-842 

drug interactions, 864 
efficacy and dosage, 811,863 
mechanism of action, 841-842 
selective toxicity, 260-261 
structure-activity relationship, 

840-841 
Streptozotocin 

alkylating agent, 54,65 
Stress proteins, 819 
Stromelysins, 13 
SU5416 

antiangiogenic agent, 218-219 
SU6668 

antiangiogenic agent, 218 -219 
Suicide gene therapy, 90 

for cancer, 39,44 
Sulbactam, 697 

amoxycillin MIC, 695 
antimycobacterial application, 

858 
p-lactamase inhibitory activ- 

ity, 695 
use recommendations, 626 
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Sulbenicillin, 632 
Sulconazole, 904 

formulations and indications, 
891 

Sulfadoxine, 957 
with pyrimethamine, 958-959 
useful lifetime before resis- 

tance develops, 930 
Sulfalene, 957 

dosage forms, 935 
Sulfamethoxazole, 957 

dosage forms, 934 
Sulfanilamide 

selective toxicity, 263-264 
Sulfazecin, 609,664,665 
Sulfisoxazole, 957 

dosage forms, 934 
Sulfonamides 

antimalarial, 957-958 
selective toxicity, 263-264 
systemic antibacterials, 

557-582 
Sulfones 

antimalarial, 957-958 
antimycobacterial, 829-830 
systemic antibacterials, 

557-582 
Sulfonylureas 

selective toxicity, 264 
Sulfur-containing compounds 

radioprotective agents, 152, 
155-162 

Sultamicillin, 697 
SUN 5555,659,660 
Sunamed, 763,935 
Suramin 

for African trypanosomiasis, 
1037-1039 

antihelmintic, 1091, 
1095-1096 

Surfactants 
topical antibacterials, 555-557 

Synagis, 227 
RSV antiviral agent, 395 

Synercid, 793 
Synergis, 361 
Synkovit 

radiosensitizer, 196 
Synthetic antibacterials 

systemic, 557-594 
topical, 539-557 

T-705 
influenza antiviral agent, 390 

T-5575,637 
T-5578,637 

T-157602 
for herpes, 323 

Tacrolimus, 489,490. See also 
FK 506 

clinical use for organ trans- 
plants, 494-500 

with leflunomide, 523 
Tafenoquine, 953 
Tagamet 

selective toxicity, 275 
TAK-779 

anti-HIV drug, 468 
Talampicillin, 632 
Tallimustine 

alkylating agent, 57-58 
Tallysomycins 

antitumor natural products, 
115,117 

Talompicillin, 609 
Tamiflu, 364 
Tamoxifen 

selective toxicity, 276 
Targeted mustards, 57 
TAS 103 

dual topoisomerase ID1 inhibi- 
tor, 68, 73, 74 

Tax01 
antitumor natural product, 

110,136-138 
Taxotere 

antimalarial, 990 
antitumor natural product, 

138-139 
Taxus diterpenes 

antitumor natural product, 
110,136-139 

Tazobactam, 697-698 
amoxycillin MIC, 695 
antimycobacterial application, 

858 
p-lactamase inhibitory activ- 

ity, 695 
use recommendations, 626 

T-cell receptors, 224 
T-cells 

activation by dendritic cells, 
235-236 

and adaptive immunity, 
224-226 

exosome secretion, 241 
HIV infection, 458-464 
organ transplant drugs block- 

ing function, 489-513 
role in organ rejection, 

487-488 
Tebrazid, 810 
Tebuquine, 982 

Telithromycin, 763 
Telomerase, 11 
Telomeres, 11 
Teloxantrone 

topoisomerase I1 inhibitor, 72 
Temacrazine 

anti-HIV drug, 474 
Temocillin, 609,636 

in vitro antibacterial activity, 
635 

Temodar 
alkylating agent, 54 

Temozolomide 
alkylating agent, 54,65,67 

Tempo1 
radioprotective agent, 

163-164,171 
(+ )-Temuconine 

antimalarial, 996 
Teniposide 

antitumor natural product, 
110,135-136 

Tenofovir 
anti-HIV drug, 471,472 

Terazole, 891 
Terbinafine, 899-900 

formulations and indications, 
890,891 

selective toxicity, 268 
Terconazole, 904 

formulations and indications, 
891 

selective toxicity, 268 
Tetracyclines 

antimalarials, 935,982-983 
biosynthesis, 742-743 
clinical use and currently used 

drugs, 739-741 
drug resistance, 743-746 
pharmacology and mode of 

action, 741-742 
radioprotective agents, 166 
recent developments, 746-747 
selective toxicity, 261 
side effects, toxicity, and con- 

traindications, 741 
Tetraoxane 

antimalarial, 986 
Tetraplatin 

alkylating agent, 54, 59, 61 
T-helper lymphocytes, 224-225 
Therapeutic gain, radiosensitiz- 

ers, 173 
Thiabendazole 

antihelmintic, 1090-1091, 
1091 
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Thiamine diphosphate 
radiosensitizer, 196 

Thiazide diuretics 
selective toxicity, 264 

Thienamycin, 609, 669, 670 
activity, 688-693 
synthesis, 672-674 

Thioacetazone, 832 
efficacy and dosage, 810,863 
side effects, 832- 833 

Thiocarbamate antifungal 
agents, 903 

Thiocarlide 
efficacy and dosage, 810 

Thioglycolic acid 
radioprotective agent, 161 

6-Thioguanine 
antimetabolite, 76,81 

Thiolactomycins 
antimycobacterial application, 

859-860 
Thiols 

radioprotective agents, 152, 
155-160 

radiosensitizers, 192-193, 
196-197 

Thiourea 
radioprotective agent, 152, 

170 
Threonine kinases, 24 
Thrush, 882 
Thymidylate synthase inhibitors 

antimetabolites, 76-77 
Thymitaq 

antimetabolite, 76, 79 
Ticarcillin, 632, 633 

antimycobacterial application, 
858 

indications, 625 
pharmacokinetics, 624 
use recommendations, 626 
in vitro antibacterial activity, 

635 
Tigemonam, 666 

in vitro activity, 667 
Timentin, 695 

use recommendations, 626 
Timoxicillin, 633 
Tinactin, 891 
Ting, 891 
Tioconazole, 904 

formulations and indications, 
891 

Tipranavir 
anti-HIV drug, 476-477 

Tirapazamine 
radiosensitizer, 181 

tumor-activated prodrug, 83, 
84, 85, 86 

Tirazone 
tumor-activated prodrug, 83 

Tissue inhibitor of matrix metal- 
loproteinases-1, 12 

Tissue transplantation, 486 
T-lymphocytes, See T-cells 
TNFR-associated death domain, 

17 
TOC-39,703, 705 
TOC-50,703,705 
Tolnaftate, 903 

formulations and indications, 
891 

selective toxicity, 268 
Tomudex 

antimetabolite, 76, 77-78 
Topoisomerase I, 67-68 
Topoisomerase II,67-68, 135 
Topoisomerase I inhibitors 

carnptothecins, 131,132 
dual UII inhibitors, 72-75 

Topoisomerase I1 inhibitors 
dual IAI inhibitors, 72-75 
etoposide, 135 
resistance to, 284 
synthetic, 68-72 
tenoposide, 136 

Topotecan 
antitumor natural product, 

110,131 
Toxicity. See also Selective toxic- 

ity; specific drugs and 
classes of drugs 

aminoglycosides, 748-749 
tra genes, 614 
Transforming growth factor P, 

226 
and carcinogenesis, 30-32 

Transglycosylases, 610 
inhibition of bacterial by 

P-lactams, 611-613 
Transpeptidases, 610 

inhibition of bacterial by 
0-lactams, 611-613 

Transplant rejection, 486-487 
Trastuzumab, 228,230 

selective toxicity, 257 
Trecator, 810 
Trevintix, 810 
Triacetyloleandomycin, 763 
Triazenes 

alkylating agents, 54,6567 
Triciribine 

for herpes, 322-323 

Tricyclic thiophene 
selective toxicity, 258-259 

Trifluorperazine 
arenavirus antiviral, 430 

Trimethoprim, 956 
dosage forms, 934 
selective toxicity, 264 

Trimetrexate 
antimetabolite, 76, 79 

Trinems, 609,683-688 
anti-gram-positive, 703-705 
biological properties, 688-694 
orally active, 709-710 

Trk growth factor, 22 
tRNA 

bacterial, 738 
Tropical Disease Research List 

(WHO), 1035 
Trovafloxacin 

antimalarial, 983-984 
Tryptanthrin 

antimycobacterial application, 
859 

T-tropic HIV, 468 
Tuberculin, 818-819 
Tuberculosis, 809-813,1035 

pathogenesis and epidemiol- 
ogy, 821-825 

recent developments and 
present status of chemo- 
therapy, 860-864 

Tubulin 
antitumor natural products 

interfering with, 110, 
136-143 

a-Tubulin, 136 
P-Tubulin, 136 
Tubulosine 

antimalarial, 997,998 
Tumor-activated prodrugs, 44, 

82-83 
for antibody-directed enzyme- 

prodrug therapy (ADEPT), 
83,87-90 

antibody-toxin conjugates 
(armed antibodies), 83, 
92-94 

for gene-directed enzyme-pro- 
drug therapy (GDEPT), 83, 
90-92 

hypoxia-activated prodrugs, 
83-87 

Tumorigenesis, 2-3 
and genetic variability, 5-7 

Tumor-infiltrating lymphocytes, 
226 

Tumor lysates, 239-240 
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Tumor necrosis factor-cu 
and mycobacterial infection, 

822 
radioprotective agent, 171 
radiosensitizer, 194 

Tumor necrosis factors, 17 
Tumor promoter TPA-respon- 

sive element, 25 
Tumors, 225-226 
Tumor suppressor genes, 3, 

26-32 
methylation and drug resis- 

tance, 289 
targeting loss of function, 

44-45 

U-100480 
antimycobacterial, 859 

UK-109,496,897 
Ultraviolet radiation 

and carcinogenesis, 4 
Unasyn 

use recommendations, 626 
Undecylenate, 906 

formulations and indications, 
891 

Unithiol 
radioprotective agent, 157 

Urethane 
radioprotective agent, 165 

V-002,902 
Vaccinia immune globulin 

for smallpox, 435 
Vaccinia virus 

vector for cancer gene ther- 
apy, 41 

Vagistat, 891 
Val-2-AM (dactinomycin), 111 
Valciclovir 

for herpes virus, 309,310 
Valrubicin 

antitumor natural product, 
110,124, 128-130 

Vancomycin 
with aztreonam, 625 
in vivo efficacy in systemic 

murine infections, 685 
Vardenafil 

selective toxicity, 277 
Varicella zoster virus, 298 
Vascular endothelial growth fac- 

tor, 217-218 
and angiogenesis, 20-21 

Vascular endothelial growth fac- 
tor inhibitors 

antiangiogenic agents, 218-219 

Veins, 216 
Velban 

antitumor natural product, 
140-142 

Verapamil 
selective toxicity, 270-271 

Verazide, 834 
Vfend, 890,897-898 
Viagra 

selective toxicity, 277 
Vibramycin, 740,935 
Victomycins 

antitumor natural products, 
117 

Vidarabine 
for herpes virus, 309,315 
for papillomavirus, 338 

Vinblastine 
antitumor natural product, 

110,140-142 
Vinca alkaloids, 52 

antitumor natural product, 
110,139-143 

Vincasar PFS 
antitumor natural product, 142 

Vincristine 
antitumor natural product, 

110, 142 
with dactinomycin, 111 

Vindesine 
antitumor natural product, 

142 
Vinflunine 

antitumor natural product, 
142-143 

Vinorelbine 
antitumor natural product, 

110,142-143 
Viomycin 

antimycobacterial application, 
811,844-846 

efficacy and dosage, 811,863 
side effects, 845-846 

Vioxx 
selective toxicity, 274 

Viruses, 294. See also Antiviral 
agents, DNA; Antiviral 
agents, RNA 

classes of, 294-305 
progency production, 295-296 

Vismione H 
antimalarial, 997,998 

Vitamin A family 
antimalarial, 989 
and cancer risk, 33 

Vitamin B, family 
radioprotective derivatives, 

166 
Vitamin replacement therapy, 

251 
Vitamins 

and cancer prevention, 33 
Von Hippel-Lindau gene, 8, 10 
Voriconazole, 897-898 

formulations and indications, 
890 

VP-14637,393 
V-sis, 22 
VX-497 

hepatitis C virus antiviral 
agents, 426-427 

for herpes, 322 

Warfarin 
selective toxicity, 271 

Warts, 301 
Wax D, 817 
WAY-150138 

for herpes virus, 314-315 
WAY-154641,390-393 
Wellvone, 935 
West Nile virus, 427, 428 
WIN 5723,853 
WIN 51711 

picornavirus antiviral, 400 
WIN 54954 

picornavirus antiviral, 399 
WIN 59075 

radiosensitizer, 181 
WIN 61893 

picornavirus antiviral, 399 
WMC-26 

dual topoisomerase I/II inhibi- 
tor, 75 

WR1065 
radioprotective agent, 

167-168 
WR2721 

radioprotective agent, 157, 
167,172 

WR33,063 
antimalarial, 946 

WR99,210 
antimalarial, 960 

WR122,455 
antimalarial, 946 

WR148,999 
antimalarial, 986 

WR182,393 
antimalarial, 954 

WR225,448 
antimalarial, 952-953 
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WR238,605 
antimalarial, 952-953 

WR242,511 
antimalarial, 952-953 

WR250,417 
antimalarial, 960 

WR268,954 
antimalarial, 942 

WT-1 gene, 27 

X-rays. See also Radioprotective 
agents 

antiradiation testing, 154 

Yellow fever virus, 427 
Yingzhaosu A 

antimalarial, 984-985 
Yingzhaosu C 

antimalarial, 984-985 

Xanthates Zafirlukast 
selective toxicity, 252 

radioprotective agent, Zalcitabine 
161-162 anti-HIV drug, 471,472 

Xenotransplantation, 489 selective toxicity, 267 
future developments, 526 Zanamivir. 361 

Xeroderma pigmentosum, 32 for influenza, 365368 
XR-5000 selective toxicity, 266,267 

dual topoisomerase UII inhibi- Zanosar 
tor, 68, 73 alkylating agent, 54 

XR-5944 ZD-0473 
dual topoisomerase UII inhibi- alkylating agent, 54, 60,61 

tor, 75 ZD-1839, 12 

ZD-2767 
tumor-activated prodrug, 83,88 

ZD-4190 
antiangiogenic agent, 218 -219 

Zenepax, 510 
Zidovudine 

anti-HIV drug, 471-472 
selective toxicity, 267 

Zileuton 
selective toxicity, 252 

Zinamide, 810 
Zinc aspartate 

radioprotective agent, 163 
Zithromax, 763,935 
Zorbamycins 

antitumor natural products, 
115,117 

Zorbonamycins 
antitumor natural products, 

117 
Zosyn 

use recommendations, 626 
Zyrnosterol, 887 



"An essential addition to the libraries of any medicinal chemisl . . . an outstanding work . . . highly praised as a fountain 
mation in drug studies and research." 

-Jowrzal of Medicinal Chemistry on thc 

This new edition of Dr. Alfred Burger's internationally celebrated 
classic helps researchers acquaint themselves with both traditional 
and state-of-the-art principles and practices governing new 
medicinal drug research and development. Completely updated 
and revised to reflect the many monumental changes that 
have occurred in the field, this latest edition brings together 
contributions by experts in a wide range of related fields to explore 
recent advances in the understanding of the structural biology 
of drug action, as well as cutting-edge technologies for drug 
discovery now in use around the world. 

This Sixth Edition of Buver's Medicinal Chemistry and D r q  
Discove~y has been expanded to six volumes: 

Volume 1: Drug Discovery 
Volume 2: Drug Discovery and Drug Development 
Volume 3 : Cardiovascular Agents and Endocrines 
Volume 4: Autocoids, Diagnostics, and Drugs from New Biology 
Volume 5 : Chemotherapeutic Agents 
Volume 6: Nervous System Agents 

DONALD A. ABRAHAM, PHD, is Professor and Chairman 
of the Department of Medicinal Chemistry at the Virginia 
Commonwealth University School of Pharmacy. A world-renowned 
leader in medicinal chemistry and biotechnology, he is the author 
of more than 140 journal citations and twenty-five patents. H e  
was selected by the AACP Board of Directors as the recipient of the 

CP Paul Daw ology Award. 

ISBN 0-47L-3703L-2 
9COOC 

II 8' 

9 780471 370314 




