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I started programming games over 25 years ago, and although I have been on both
sides of the business, that is, the development side and the business side, I can say
wholeheartedly, I much prefer making games to selling them! The game business is
like magic to me. Although, I am practically as old as Yoda compared to many of the
new young game programmers, all these years have clarified in my mind that I sim-
ply love making and playing games. Video games are the most impressive artistic
accomplishments of our generation. They are the fusion of science, art, sound,
music, and prose. And the cool thing has been watching them grow from nothing to
photo-real simulations that have you blinking your eyes saying, “that looks real!”

I remember the very first game that I played—Pong. Shortly after, I played Space
War in an arcade in Oak Ridge Mall, San Jose, CA. I was amazed by these games. I
couldn’t believe my eyes; it was like magic, but better, since it was real. It was real,
and I could learn how to do it. So I decided that I would spend my life learning
how to do it, and I have pretty much done that.

In my travels, I have met the most interesting people you can imagine, from Bill
Gates to Steve Wozniak. I had lunch with the guy who invented Defender, and sat
in a dark room and talked about DOOM with John Carmack. I can say without a
doubt there’s nothing in the world I would rather do. And now with the turn of the
century behind us, it’s up to you, the next generation of game developers, to take
games to the places that we all dream about.

I admit I would much rather make games than write books, but writing books is
much more constructive and more meaningful to me, personally, than writing
games. However, I am eager to start creating games as I did in the ’80s and early
’90s. But, for now, I still have a few tricks up my sleeve, and this book is one of
them.

When I first came up with the idea for a compilation book, the first comment to
me was “the Game Programming Gems series is doing well, and in fact, you are one of
the co-authors!” True, but this book is completely different. Personally, I have never
gotten that much out of books that have small 1- to 5-page articles. I believe that a
compilation book needs to have coherent and complete chapters wherein explain a
topic to a point that the reader really learns how to do it. So, my goal was to have a
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compilation book with hefty 20- to 50-page chapters that are complete, more in-
depth, and written in tutorial style. Additionally, I wanted a cohesive look and feel
to them.

With all that said, this book hits the mark. It’s the first in our series of compilation
books, but I think that it more than delivers its weight in Pentiums. There are some
really interesting subjects covered in this book from advanced mathematics to
scripting, as well as topics like OpenGL, 2D, Skyboxes, Optimizations techniques,
Assembly Language, and so on. Each topic is a complete treatise on the subject, not
just introductions or little blurbs that leave you wondering.

Of course, the authors are to thank for the content, but Lorenzo Phillips, the man-
aging editor of the book, is to thank for making this idea a reality. If you’re reading
this book and have worked on any kind of engineering job in your life, you will
appreciate the incredible complexity of getting people to do their jobs on time.
Now, try getting 15 to 20 people to all do their jobs on time and do it with consis-
tency—that’s a miracle. Lorenzo is really the person who I feel should get the most
“props”—without his determination and hard work, this book would just be anoth-
er idea and would never have come to fruition.

Lastly, as someone with experience in the trenches, and now that I have your atten-
tion, I would like to leave you with some real advice about making games—or mak-
ing anything for that matter. This stuff is hard—really hard. If you are serious about
it, then, as I have said many times, forget about having fun, forget about vacations,
forget about that cute blonde next door—it’s not going to happen (especially the
cute blonde). You simply don’t have time for anything, but work, work, and work.
Talk is cheap; don’t waste your time on web boards describing your newest game,
engine, technology, whatever—spend your time making it!

Remember, the few short moments of free time we have fade away all too quickly,
and reality sets in. All those things you wanted to do, thought you would do, never
get done. So while you have the chance, do everything you can and finish it.
Whatever it is. . .

André LaMothe

“Surrounded by 14 computers in his laboratory and one of them is getting impatient!”
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xXxii Letter from the Series Editor

LETTER FROM THE
SERIES ED1TOR

This book has been a long time in the making. My original motivation for
wanting a game programming tricks compilation book was that although
there are other compilation books on the market they simply try and cover
too many topics. The results are a collection of 50-60 authors that only
have a few pages each to cover topics that simply take much more time to
do justice to. Therefore, my goal with this book was to create more of a
collection of complete tutorials of game programming tricks that had
enough page count each to really make a dent in the subject area.
Additionally, I wanted to create a template of sorts, so that as you're read-
ing each trick or tutorial you see a familiar structure rather than a smor-
gasbord of layouts.

Game Programming Tricks of the Trade fills a gap between the game pro-
gramming bibles that are 1000+ pages of the same thing, and the other
compilation books that use the shotgun approach. I think that by the time
you complete this book you will have a strong theoretical and practical
grasp of every single subject covered. And let me tell you some of the
demos are pretty cool! Make sure to check out the quadtree and scripting
engine demos for sure.

This book covers a lot of interesting ground, moreover there are actual
complete code listings, and working demos! You aren’t going to see com-
ments like, “this is how you would do it, I leave it to you...” Rather, you are
going to see how to do it, and then it will be done! Furthermore, the
authors really made an effort to make the book as cool as possible, no
stuffy talk, no trying to impress or confuse the readers, but just plain brain
to brain coverage of some of the most interesting facets of game program-
ming that are discussed in many game programming books, but never
really covered in a complete manner.

In conclusion, this book is a must for any level of game programmer, I
guarantee you will get something out of even if you're starting out or you
just finished HALO II! You can’t know everything!
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Letter from the Series Editor xXxiii

Additionally, we would love to hear your feedback on Game Programming
Tricks of the Trade and what topics you would like to see covered in the
future, so feel free to email me personally at gds_suggestions@hotmail.com
with any ideas for material you would like covered in the next volume.
These books are for you, so you might as well have a say in it!

Sincerely,

. Qv

André LaMothe

Series Editor
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by Lorenzo D. Phillips Jr.,
www.renwareinc.com,
lorenzo.phillips@renwareinc.com

Welcome to Game Programming Tricks of the Trade! This book is a compilation of
“tricks” that you can use when you are making games. Each trick provides you with
a unique tip that you can add to your games. You can even use a combination of
tricks if you like. The tricks that are taught in this book are a combination of
OpenGL and DirectX. This will ensure that we have something for all of you game
programmers out there.

I should point out that this book is not intended to be a complete resource for
game programming, OpenGL, or DirectX. Rather, it is a collection of techniques
that will serve as a guide for you.

This book is organized into three parts:

1.

Part I, Game Programming Development Tricks, provides you with some
needed foundation to make you an effective game programmer. Topics
include cross-platform game programming, application frameworks, and so
on. There is even a chapter included that discusses configuration manage-
ment. Configuration management is becoming more and more popular in
the industry and it is important to know what it is and how it will help you
with your game programming projects. If you plan to deal with larger compa-
nies, you should definitely look into the configuration management move-
ment.

Part II, General Game Programming Tricks, is a compilation or techniques
mainly for beginners at heart. The topics covered are those that you will not
be able to do without for larger scale game projects. After all, if you do not
understand 2D then how do you expect to learn and understand 3D?

Part III, Advanced Game Programming Tricks, is filled with tricks that will
help you create games that are optimized. It will also help you create intelli-
gent life forms that will make your game players quake in their boots once
the enemy is hot on their trail. There is also a complete tutorial on how to
develop a game using Assembly Language. Now you tell me, what other book
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covers Assembly Language game programming? And in case you happen to
know of one, you tell me if what you found will result with a completed game
at the end of the reading.

In addition to the techniques taught throughout this book, the CD-ROM has a col-
lection of source code, demos, and games. So, without any further delay, let’s jump
right into the first trick and get started on your journey to enhancing your game
programming skills.

In short, there is enough information in here to be useful to anyone interested in
game programming. I know there are complaints from the advanced community

about books not having enough advanced information. Well, I ask those of you in
that crowd to stick with this series, because if this one does not have what you are
looking for, you can believe one of the future books will! In fact, one is already in
the planning stages.

Either way, I hope you enjoy the book as the authors and I put a lot of effort into
this project because we believe in sharing game programming information so that
the level of quality in the games continues to get better!

NOTE

Due to some of the formatting constraints of
the book, you may see some of the source code
fall onto the next line and indent three spaces.
We have all tried our very best to ensure that
the code is still in a format that will not cause

errors in the compilers. However, if you type or
enter the code from the book in via the key-
board, please be sure to place the code on a sin-
gle line so the compiler will recognize it correct-
ly or in most cases you can refer to the CD-
ROM and copy and paste the code you need.
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Welcome to Game Programming Tricks of the Trade!
As you may have guessed, this is the first of three
sections. This section is made up of five chapters
all of which cover some aspect of game program-
ming development tricks. You will learn how to cre-
ate platform independent source code. You will also
learn to create a flexible user interface and an
application framework. Since the game industry has
started taking a more serious look at software con-
figuration management, there is even an introduc-
tory chapter on this topic. Part | is meant to help
you with good game programming practices that
will save you a lot of time and a lot of heartache.

So without any further delay, let’s jump right in and
get started on your journey to becoming a better
game programmer!
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4 1. Software Configuration Management

Introduction

Here we are about to discuss one of the most hated topics in software develop-
ment—Software Configuration Management (SCM). Maybe it’s not that much of a
hated topic, but it is truly a discipline that no one seems to have time to implement
properly. SCM is often viewed as additional overhead that will cause the project to
slip its schedule, or it’s simply just seen as a pain in the butt. This is the farthest
thing from the truth. If done properly, SCM is one of the major factors in success-
fully delivering your product on time and under budget. But, as with most things, if
it is not implemented appropriately it can be disastrous!

This chapter will introduce the game world to the SCM discipline. Well, maybe not
introduce it, but rather make an effort to discuss what SCM really is at a high level.
This chapter, however, will not make an attempt to cover SCM in too much depth
because this topic could easily generate a book of several hundred pages. This chap-
ter will cover what SCM is, a typical Software Development Life Cycle (SDLC), the
pitfalls of SDLC, and the importance of the SCM role on every project. So, without
further hesitation, let’s jump right in and figure out what true SCM is all about.

What Is Software

Configuration VMianagement
=1\

Simply stated, SCM is the process of bringing control to a software development
effort.

We can always expect some level of confusion any time a number of individuals get
together. The larger the group is, the greater the chance of confusion or miscom-
munication. The software development world is producing some of the most com-
plex applications and systems ever seen. Because of this fact, SCM is needed more
than ever. SCM is the art of identifying, tracking, and controlling the changes to
the software or system being built. It is becoming more and more common that
software releases are being produced in a faster timeframe. This means there is lit-
tle room for error and that defects are being reported more quickly. With this type
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of acceleration, it is important that a clear line of communication is established so
that everyone on the project knows exactly where the project is and what is going
on at all times.

But where did SCM come from? How long has it been around? What functions do
SCM serve? And, why is it so important? I will attempt to answer these questions in
the following subsections.

A Brief History on SCM

It is understood by many that SCM got its start in the U.S. defense industry. Back in
those days, software applications were small and their level of sophistication was
fairly simple (or at least as simple as it could be for that time period). But, as with
most everything in life, things began to change and grow in new directions. The
software applications became more complex and the project teams began to grow
in size. It became virtually impossible to use the existing processes and procedures
with the existing staff because design changes and the overall production of the
product was too much for a single person or small group of people to control.

As time passed, computers became a hot item and the applications that automated
many tasks on the computer became more and more visible. Of course, this was
great for the software industry, but with this growth came public demand. The
demands for new software features opened the door for other software firms to enter
the software development industry with new and improved products that constantly
took advantage of the latest technologies. As a result, the project team dynamics
changed. There were more people with diverse backgrounds that needed to commu-
nicate well with others in order to understand the vision of the project. You no
longer had a small team of experts, but a large team of entry-level employees mixed
in with those expert employees. As with any communication, the larger the group,
the less effective communication can become. Just like the old grapevine example.
You can start a rumor and if the group is small that rumor stands a good chance of
staying intact. In addition, if the rumor started to change, the group communicating
was small enough to correct any misunderstandings. However, in larger groups the
rumor would not be in its original form by the time it reached every single person.
Since the group is much larger, not everyone speaks to everyone, so there would be
no corrective action taken to keep the rumor in its original format.

The growing demands of the public forced the software developers to automate
more and more tasks, which translates to new or improved functionality. The
changing dynamic of the project team itself results in poor communication. Now,
let’s throw in new technological paradigms, like Internet-based software, and the
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faster release cycles that society demands and we have a potential mess on our
hands. The result of all this is software that has too many bugs in it or that does not
function as requested. So, how do we manage all of this? We control this chaos
through the proper use and application of SCM.

SCM Concepts and Functions

Many people in the world think they really understand what SCM is and what pur-
pose it serves. Of course, a very high percentage of people are totally wrong. I have
been in numerous organizations, both large and small, implementing SCM.
Following, I have listed some of the statements or thoughts I have come across
from those that claim to know all about SCM.

®* SCM can be done by a developer or the development team lead.
* SCM gets in the way of productive work.

¢ Idon’t need SCM because I know exactly what is to be developed.
®  Our software never has bugs in it when we release it.

e All we need is version control because that is what SCM is all about.

If you know anything about SCM, then you are probably laughing at the previous
statements because you have heard these comments before or because they are sim-
ply that ridiculous.

First of all, I have to point out that SCM is a discipline! Just like software develop-
ment is a discipline and testing is a discipline. Unless you have been trained or
have experience in this discipline, you are not qualified to create, manage, or
enforce it. As a discipline, SCM has a set of rules that applies to the project based
on the SCM analysis work that has been performed. That’s right! There is an analy-
sis phase in the SCM discipline. How do you expect to create, manage, and enforce
the rules if you do not have a solid understanding of why those rules need to exist?

Second, SCM is more than simple version control of the project artifacts. There is a
piece of the puzzle called Change Control, which makes the previously mentioned
third bullet point sound absurd. Does the development team fully expect to under-
stand every detail of the application in the beginning? Do they not expect the origi-
nal requirements of the application to change at all?

Finally, SCM does not get in the way of productive work. In fact, SCM enhances the
ability of the project to work productively and gives management an easy way to track
the project’s progress and perform an audit any time it feels the need to do so. With
SCM, the project manager does not have to hunt down the information or spend
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long periods of time putting something together for those unplanned meetings.
Many of the SCM tools available today handle things like reporting with ease, but I
will talk more about that later on in the chapter. So, let’s talk about some of the basic
concepts of SCM, just so we are on the same page for the rest of the chapter.

We have already established that SCM is a discipline, but what is the basic function
of the SCM organization? SCM identifies the configuration items and then docu-
ments their physical and functional characteristics. The configuration items can be
things like documentation, source code modules, third-party software, data, and so
on. All of these items make up the software product. At that point, SCM documents
their physical characteristics, such as size, function, and libraries, as well as func-
tional characteristics, such as what each artifact’s purpose (or function) is and their
features. This is not a complete list, of course, but I think you will get the point.

Once the functional and physical characteristics have been documented, it is time
to baseline the artifacts and control any changes to them. Any changes to these arti-
facts must go through the established change control process that the Change
Control Board (CCB) oversees for the duration of the project. Control is often mis-
taken as prevention. The goal of SCM is not to prevent work from being done, but
rather to control the work or changes made to project artifacts. A typical process
would be that anyone that desires to change an artifact or a collection of artifacts
must submit a Change Request (CR) to the CCB for review. This review is essential
to controlling the changes made on the project because it prevents scope creep
and minimizes the impact to the schedule and budget.

The CCB will approve, postpone, or reject the CR. If the CR is approved, then it
will be assigned a project resource to be implemented for the next build and, even-
tually, tested to ensure it was implemented properly and did not break any existing
functionality. If it is postponed, then it simply goes into a holding queue and will
be reviewed again at a later time. If the CR is rejected, then it goes into another
queue with a justification as to why it was rejected. This cycle would go on for the
duration of the project. Again, this is a simple example of a process and, as with
most processes, is not meant to work for every project. It was merely an example to
provide you with some idea of what a process could entail. However, it demon-
strates that there is a change control process that is documented and enforced for
every project. Each CR is documented and tracked throughout its life cycle. This is
an effective communication method and it ensures that:

1. Each person on the project is aware of proposed changes, the state of each
such request, and which build the requests are associated with, and

2. That the information is readily available to all project members at any time.
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Lastly, SCM is the point of verification for the product. This means that the SCM
organization is responsible for ensuring that each release is consistent with the
requirements and the design it is being developed from. In short, SCM ensures
that what was developed matches exactly with what was specified at the beginning
of the project by the customer. And believe me, there is nothing more embarrass-
ing than doing a demo or presentation to your customer and having them tell you
that the system you are showing them is not the one they specified. Not to mention
the millions of dollars they paid you for the project or that you did not find out
until the very end that you wasted your time and effort developing the wrong
system.

Is SCM Important?

SCM plays a major role in the successful delivery of the product or system. SCM
creates, controls, and enforces the rules necessary to be successful. Changes are
tracked and SCM performs audits at major (and sometimes minor) milestones to
ensure that the application is evolving according to the plan and design that has
been established. Believe it or not, SCM saves money! With the proper implementa-
tion of SCM, the proper tracking, reviewing, and auditing take place. If these activi-
ties were not in place, then the cost of communication breakdown, delivery of the
wrong systems, and so on, would be great. It is common knowledge that the longer
it takes to catch or identify any problems, the more it will cost. For example, if a
problem with the requirements is identified in the requirements gathering phase,
then the level of effort to correct the problem is small because you are still in that
phase and thus, an update to the requirement is made to fix the issue. If the prob-
lem is not discovered until after development has begun, then the problem is
much larger because now it needs to be fixed in three different places at a mini-
mum. It has to be fixed in the source code (and any associated documentation),
the design, and the requirement itself. A manager of mine always says, “Why don’t
we have time to do it right, but we always have time to do it over?” This is in
response to requirement requests, design, or code reviews. The response he always
received was that there was not enough time or that the schedule would not allow
for it. I say that those projects have bad project managers and are already in serious
jeopardy. The concern is how to explain to upper-management why the project
plan is longer than projected. However, I would rather explain to upper-manage-
ment that the project plan is longer because we want to do it right, rather than
have to explain why my project is several million dollars over the projected budget!

In short, just know that SCM—in its simplest form—will save you time and money if
it is implemented properly. And without it, you will continue the trends you are
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familiar with currently—working long hours and weekends, missed deadlines, scope
creep, delivery of an incorrect system, projects that are way over budget and sched-
ule, and other unexplainable events that no one ever seems to know what happened.

The Software Development
Life Cycle (SIOLLO)

The Software Development Life Cycle (SDLC) has been around for many, many
years! It is a well-defined process that has many success stories—but true success
comes only when SDLC is implemented properly. SDLC is similar to SCM in that it
is made up of a set of rules in order to accomplish a goal, which, in this case, is to
deliver a product. The next two sections will talk about the various models and typi-
cal phases of SDLC.

Software Development Models

Over the years, SDLC has evolved to meet the needs of the industry and take
advantage of new and evolving technology. New and improved technology has
forced the industry to constantly review and evaluate the effectiveness of the exist-
ing models to ensure they provide what is needed to be successful. Every software
product has a lifetime that starts in response to a need and evolves until it becomes
obsolete. Models implement certain phases for the life of the software and they also
dictate the order the phases are to be executed. The standard phases are discussed
in more detail in the next subsection, so for now, let’s focus on the different types
of models.

The Waterfall Model

The waterfall model is a linear approach to software development. The phases that
one would implement in this model are done in a sequential fashion. The next one
cannot officially start until the current phase is completed.

The waterfall model was accepted because of its ease-of-use and it was visually easy
to follow (especially for management- or business-type people).

Most humans function in some orderly fashion to the degree that they perform
one task and then another, but they only begin the next task after the current task
is complete. This model also allowed management to plan to visibly determine
where each phase began and ended. This model also uses the concept of “freezing”
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artifacts. For example, after the requirements phase is complete, you would
“freeze” the requirements so they would not change. The same is true for the
design. After the design phase is complete, the design would be “frozen” so that it
would not change. This is a good concept and it gave the project members the con-
fidence that they were actually achieving their goals.

It became apparent, however, that this model could only be used for certain types
of software development. The software development process can be quite complex
and the waterfall model cannot be used to represent the complexities very easily.
Furthermore, this type of model did lend itself very well to risk management. By
this, I mean that problems were often found in the later phases when it was more
expensive to correct them. This is not to say that this is a bad model, but to simply
point out that it has its purpose and its limitations. These things should be
reviewed carefully for each project to determine if the model can be implemented
to the degree that it enhances the success of the project, not hinder that success.

The Spiral Maodel

The spiral model differs from the waterfall method in that its beginning and end
are not really visible. Instead, this model gives the project members the feeling of a
never-ending project because there was constant refinement and enhancement to
the software. One of the key concepts of this model is the assessment of risk at
established intervals. The thought here is that because risks were identified, a cor-
rective action could be taken to counteract those risks. Another key concept is the
review before proceeding to the next cycle in the spiral. This also allowed project
management to assess the “lessons learned,” so that corrective action could be
taken in the next cycle to improve anything that did not work in the last cycle. This
model is also good for modular development and is viewed as a transformation of
an application into a production system, but again, the downfall is that project
members did not really view an end to a project that implemented this model.

The Iterative Maoadel

This is the model I use most often at my company. However, I promise to remain
objective in my description of this model. The Iterative Model’s key concept is that
every phase is implemented in each iteration. Better yet, this model lends itself to
incremental development of a system. I find that this works well for my game devel-
opment projects because I can develop a set of requirements based on a piece of
the design, and test it until that functionality is working according to the specs. I
can then repeat this process until I have the finished product of a market-ready
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game. For example, in iteration 1, I can construct the entire game world and make
sure everything looks as expected. In iteration 2, I can create the player and other
creatures to make the world come alive. This process would continue until the
entire game is developed.

This model takes the best of the waterfall and spiral models and allows for risk
identification and corrective action to be taken during and prior to the next itera-
tion. However, it also offers clear and well-defined beginnings and endings to each
iteration, as well as the project as a whole. What more can you ask of a model?

The Other Models

No discussion would be complete without at least mentioning some of the other
models being used in the industry. Who am I to break tradition?

The Prototype Model is an approach that gives the developer and end user a
graphical method of communication. Based on initial conversations, the develop-
ment team will construct a prototype and present that to the end user. The end
user can then evaluate the prototype and make the necessary requests for changes.
The prototype will evolve from this process until it is finished and represents the
needs of the end user.

The Operation Model is based on algorithms rather than implementation. To suc-
cessfully implement this model, it is extremely important that the specifications be
accurately captured because the specifications have to be executable once they are
complete. If you have not heard of this model, then you probably do not spend too
much time using CASE tools. This model thrives on its ability to develop systems
for different environments. The downside is accurately capturing the specifications
so that the resulting system is the desired system.

The Component Assembly Model is known for its ability to reduce software devel-
opment time. This is because this model takes advantage of existing components,
more commonly known as reusability. The resulting system is made of components
either from in-house libraries, third-party libraries, or existing systems.

Software Development Phases

Now that we have talked about the various software development models, it is time
to discuss the phases that each model uses. I have to point out that this section uses
the typical phases on a project. This section is not meant to state that all projects
use each of these phases. Some projects might combine some of these phases or
may not use some of the phases being discussed. Again, this is meant to give you a
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little bit of background so that you can understand what the weaknesses are and
why SCM is needed. So, without any further delays, let’s jump in and talk about the
phases of the models.

The Project Startup Phase

The project startup aspect is often overlooked as a phase or is not counted as a
phase. I feel that this is an important phase because it is where the review of the
project takes place and it officially marks your effort as a funded project. During
this phase, the project contracts are constructed and reviewed, the project mem-
bers are recruited, and a project plan is constructed. Other activities are the for-
malization of project standards and templates for documentation. The purpose for
counting this as a phase is because this is where SCM should come into the project
picture. SCM has to be involved from this point forward if the project wants to have
a high-level of confidence of the SCM implementation. It is so sad that this is not
an accepted fact because rarely is SCM in the picture at this point of the project.
The perception of many people is that SCM gets involved right before the develop-
ment of the software begins. But think about it; SCM has to begin in this phase
because key decisions are being made here. Decisions regarding the direction of
the project, the standards that will be enforced, and the templates that will go
under version control all appear in this phase. There are already artifacts that need
to be identified (i.e., configuration identification) and tracked. And because those
artifacts need to be identified and tracked, they need an environment setup so that
they can be tracked. This is also where the SCM plan comes into play. The SCM
plan is constructed by the SCM group to capture some of the initial information
that will become vital to the success of the project. So as you can see, if SCM is not
involved in this phase, then the group is already behind. Another point to be made
here is that key project members begin to meet and make decisions for the project.
These individuals may not know it yet, but they will evolve into the Configuration/
Change Control Board (CCB).

The Requirements Phase

This is the phase where the work that will be done is defined—meaning the busi-
ness analysts will meet with the end users. The interaction between the end users
and the business analysts will evolve in one of two ways. If the resulting application
is created from scratch, then the interaction is that of requirements gathering. If
there is an existing system that requires enhancements or new features, then the
interaction begins with understanding the existing system and then capturing the
requirements of the new and improved system. Some industry veterans classify this

TeamLRN



The Software Development Life Cycle 13

interaction as capturing the functional specification. Another aspect of this interac-
tion is to capture the non-functional requirements. Non-functional requirements
can be the capturing of information, for example, the frequency of system and data
backups, the backup and restore process, the up time of the system, the availability
of those systems and the network, the requirements for planned downtime or out-
ages, hardware specs, and so on.

Once these requirements have been defined and documented in the Requirements
Definition Document (RDD), they are reviewed and, upon approval, baselined into
the SCM repository. This process is known as the creation of the functional baseline.

The Analysis Phase

Now that the requirements of the system have been defined and documented in
the RDD, it is time to create and evaluate the potential solutions that meet those
requirements. This information is captured in the Systems Analysis Document
(SAD). If the proposed solutions use any commercial off-the-shelf (COTS) prod-
ucts, then the analysts must also create a usability plan. The information stored in
the usability plan simply compares a variety of packages that might be a potential
fit for the proposed solutions. Some of the criteria used to determine the effective-
ness of COTS products in a solution are cost effectiveness, the flexibility/scalability
of the product, the amount of customization that the product allows, and so on.

Another key activity in this phase is the review of the SCM plan, the RDD, and the
project plan. Dates may need to be shifted and the project budget may need to be
adjusted based on the solution that is chosen. Of course, some of these items may
have already been approved, signed off, and baselined in the SCM repository, so
any changes made to them would need to be approved. This responsibility would
fall on the trusty shoulders of those key individuals I talked about in the Project
Startup Phase earlier. At this point, they still may not be calling themselves the
CCB, but the group and its responsibilities are evolving in that direction.

The High-Level Design Phase

In this phase, an effort is made to begin to model the proposed system. The result
of this effort is the system architecture diagram. Sometimes a prototype is gener-
ated to graphically demonstrate to the end user what the proposed system will look
like at the end, but this is not always the case. The main element of this phase is
the system architecture diagram, which addresses questions like whether or not the
system will be modeled as a client/server, mainframe, or distributed system archi-
tecture. It also answers questions regarding what technology will be used, how the
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network will be set up, and how data will be transferred throughout the system.
Another task that is commonly handled in this phase is the construction and nor-
malization of the database.

The output of this phase is the high-level design document. Now, some people
might say that activities such as the creation of the system test plan and system test
cases are generated here, while some others may argue that the system test activities
occur immediately following the finalization of the requirements. Again, this is not
meant to be a means to an end and things can (and usually do) differ from project-
to-project. However, it is essential to have the high-level design when this phase
ends. Of course, any existing documentation can be reviewed at this point and
changes to those documents can be made if approved through the established
change control process. But at a bare minimum, the high-level design document
must be reviewed, approved, and added to the baseline.

The Low-Level Design Phase

This phase picks up right where the last phase left off. The low-level phase is a
phase that is typically combined with the high-level design phase, but I like to sepa-
rate the two because they each serve a different purpose. The main purpose of the
high-level design phase is to model the system. The focus of this phase is to create
the specifications for each program or module in the system. The program logic is
captured, the inputs, outputs, and system messages are determined, and the pro-
gram specification document is prepared. The unit test plan is also prepared at this
point.

Of course, the output of this phase is the low-level design document. The review of
the other documentation is performed and any changes required to those artifacts
are subject to approval through the change control process.

The end of this phase brings about another important event. The allocated base-
line is created. This baseline basically represents the logical evolution from the
functional baseline and the link between the design process and the development
process.

The Development/Construction Phase

This is the phase that everyone knows and sometimes tries to skip directly to,
bypassing the previous phases. The SCM team should have evolved the SCM envi-
ronment to the point that it is ready for the workload that accompanies this phase.
All of the SCM client software should be installed at this point and all of the
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processes should be in full swing. Those key people I mentioned a couple of times
before are now known as the CCB (if they aren’t already). And the system or soft-
ware application is developed. All of the various project groups are involved at this
point. This is the phase that has the most communication between all of the pro-
ject members. It is very important to enforce the predefined processes and project
standards to ensure the project stays on track.

The output of this phase is the unit tested components that make up the system at
key points in time. The amount of artifacts under SCM control also increases quite
a bit. Such artifacts can include all source code, test results, documentation that is
associated with each release, and so on.

The Testing Phase

The activities of this phase basically surround the testing of the system or software
application. The test plans that were generated based on the requirements are used
to test that the system is doing what is required. I listed this phase as the testing
phase because this is another one of the phases that can be combined or broken
out into smaller pieces. This phase is commonly known as the system test of inte-
gration test phase. However, activities such as regression testing are not uncommon
here. This phase can also be broken into alpha and beta testing phases. The alpha
and beta testing phases are common in the game industry and are heavily relied
upon.

The cycle between the development and testing phases is repeated until:
1. there are no bugs in the release, or
2. the product is 100% completed.

In either case, there is also a testing process known as User Acceptance Testing
(UAT). This is when the product is released to the customer for testing to ensure
that the product does what the customer expects and wants it to do. I don’t think
UAT is all that common in the game industry unless someone pays for the ground-
up development effort, but it is a big part of the testing phase nonetheless.

Once the system or product has been successfully tested and the necessary audits
(functional and physical) have been performed to ensure that this release of the
product meets the established specification, a product baseline is created. A prod-
uct baseline simply captures a version of the product in a point in time. The prod-
uct baseline would include the associated documentation like user manuals, release
notes, and so on.
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The Maintenance Phase

Now I know we all want to believe that we write perfect code and deliver systems
that function absolutely according to the customer’s requirements and without any
bugs in them, but the reality is that software developments are huge undertakings.
The chances of 100 percent customer satisfaction are about as good as Halle Berry
seeing me and falling madly in love with me. Basically, it is not going to happen.
There will always be bugs that will need to be fixed. There will always be requests
for enhancements from the customer. And there will always be new features that
can be added (especially to take advantage of new technology).

This is also where the SCM group can measure its level of success. If things were
done properly, then the documentation that shows how to use the system will be
readily available. The documentation that needs to go to the help desk folks will be
provided to that team to assist them in troubleshooting the system. In short, what-
ever is needed in this phase should be accessible and very little time should be
spent searching for the documents, product components, or bug fixes. And finally,
if there is ever a need to reproduce the product or a particular version of the prod-
uct, then all of that should be a snap.

Software Development Phases
Summary

Okay, Okay, I know that was long and drawn out, but how can you understand the
value of SCM if you do not understand the SDLC? Forgive me, but I must point out
one more time that the models, phases, and the definitions in this section are
generic in nature. Some phases can be combined and some can be broken out.
The activities listed for each phase are not a complete list and some activities can
occur in different phases. This section was merely to give you some insight into the
SDLC so that you would understand what I am going to discuss in the next two sec-
tions—the pitfalls of SDLC and the importance of SCM based on those pitfalls.

SDOLLC Pitfalls

On projects with more than one person, anything can happen and typically does.
There are times when the wrong SDLC model is selected and implemented and
that can cause problems. However, the issues I discuss in this section deal more
with problems that can occur even if you select the appropriate model and define
the proper phases for your project. Read on and discover the issues that plague
every project sooner or later.
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Communication Breakdown

I feel that communication is the very foundation of any successful project. Why?
Because no matter what model you choose, phases you define, or tools you select, it
does not matter if the communication is bad. You can have the best process in the
world, but if it is not properly communicated and understood, then it will fail the
project because people are not using it as it was intended.

Numerous studies have been done on effective communication (both verbal and
body language) and one thing everyone agrees on is that effective communication
is a very complex system. If you have two people, you drastically increase the com-
munication process because there are now two speakers and two listeners. This
opens the door for something that is not commonly seen when there is a single
person—interpretation. Anything that you say or do is subject to interpretation
when two or more people are involved in the communication process. Now add in
a project with 30 members performing large scale development.

Other things that tend to add to the communication breakdown are the different
backgrounds of the project members. The different races, genders, skill levels, edu-
cational backgrounds, and so on, all play an important role in the communication
breakdown. The result, of course, is total chaos.

Artifact Update Conflicts

This problem can be minor when the project team is made up of a few people.
However, it grows out of control quickly as more and more resources are added to
the project. If two project members have copies of a single file and they both
update it, how do those changes get tracked? If that file is stored in a shared loca-
tion and is copied back by each person when he or she is done, then one of the set
of changes will be overwritten. Furthermore, these types of conflicts can result in
bad builds of the software of a bad delivery of the product documentation. A lot of
time will be wasted troubleshooting these types of issues. The number of resources
that would have to be involved to figure it out would be costly both from a time
and money standpoint.

The Importance of SCM

In a previous section, I touched briefly on the importance of SCM. Or rather I
answered the question, “Is SCM important?” You may ask yourself why there is
another section that basically addresses the same thing. Well, the importance of
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SCM needs to be understood and the fallacies need to be put to rest. I want to
ensure that you walk away with a different outlook on SCM. I want you to think
about SCM a little more and compare what is in this chapter to some of your per-
sonal experiences. Plus, at this point, you should have a better understanding of
SDLC and the problems that pop up on all projects at some point in time.

The most common question asked of me when I perform SCM consulting is, “What
can you do for me?” SCM can dramatically increase the success of your current pro-
ject when implemented correctly. It also gives you an easy way to track the progress
of your project, as well as provides a mechanism for you to track the evolution of
the product. SCM is not an overhead to the project as many people tend to claim
and it is not so large that it impacts the project’s productivity.

The following is a list of reasons why SCM is vital to the success of any project
regardless of size and complexity. SCM provides:

* A mechanism to control the chaos experienced on most projects.

* A method of reducing wasted manhours.

* A way of controlling the complexity and demands placed on the project and
its product.

* Anincreased method of deploying quality software products by reducing the
number of bugs in the system.

¢  Faster problem identification and problem resolution.

* Alevel of comfort that the system that is being built is the system that was
defined in the requirements and system architecture diagram.

*  Traceability of all project artifacts and changes to those artifacts.

* And, contrary to popular belief, SCM even helps to lower the cost of develop-
ing the system or product.

The list could go on and on, but I think you get the point. The benefits of imple-
menting SCM on your projects by far outweigh the negatives. By being organized
and knowing where things are on your project, you save time and money. There is
no other argument required! Organization has been, and always will be, more effi-
cient and cost effective than chaos. Okay, except for those rare and extreme cases
that one may find on The X-Files. But you get my meaning. It is time to stop arguing
and just do it like the Nike commercials always tell us.
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Conclusion: The Future of
SCM

SCM is here to stay and there will always be a need for it as long as software devel-
opment exists. SCM is still maturing and evolving as new technology emerges and
consumers continue to demand more and more features out of the software. So are
the SCM tools that support the discipline. But let me digress from traditional SCM
and its future and talk a little bit about SCM in the game industry. Since I am an
avid gamer, I follow the trends of SCM in the game industry. I see a lot of conversa-
tion taking place on bulletin boards and in chat rooms about this topic now. I have
seen game-related books go from a paragraph to a couple of pages to a full section
within a chapter regarding SCM. These are exciting times for us SCM people that
have a true passion for game development.

This chapter just touched on some of the basic concepts of SCM and made an
effort to point out the benefits of implementing an SCM strategy on your project.
SCM is much more than using SourceSafe for version control of your source code!
It is a full-blown discipline that deserves its respect. No one can prove that SCM is
costly, inefficient, and a major overhead. Those that believe that either do not
know what they are talking about or did not understand the SCM discipline well
enough to implement it properly in their projects or organizations. I really hope
that the game industry continues its current path to SCM implementations. On the
surface, I think it is long overdue. Personally, I just get tired of reading about
games that I get excited for and can’t wait until they hit the market, only to read a
couple of magazine issues later that the project was canned or delayed for an addi-
tional six months. I am certain that a high percentage of the reasons why these
games never make it to the market or experience significant delays is the lack of
SCM control to ensure that things stay on track and that the delivery dates do not
slip.

It is really that simple of a solution. Well, nothing is really simple, but you get my
meaning. Take the time up front to implement an SCM solution that will satisfy
your project needs and be sure to see it through to the end. Most game titles have
million dollar budgets and will take over a year to develop into a market-ready
product. It absolutely kills us hard-core game players and game programmers when
we have to wait longer before we can play a game we know we would enjoy, if it
even makes it to the market at all.
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Introduction

As other sectors of the software industry begin to recognize the importance of soft-
ware engineering best practices, the games industry is lagging behind. Those who
try to rationalize the industry’s lack of progress say that games involve too much
creativity and that it is impossible to control such an ad-hoc and chaotic process.
The reality is that these arguments are the exact reason why some of software engi-
neering’s best practices need to be incorporated into game-development processes.

The Unified Modeling Language (UML) is one such best practice that has taken the
rest of the software industry by storm. It is now the standard object-oriented
modeling language, after going through a standardization process with the Object
Management Group (OMG). Starting as a unification of the methods of Grady
Booch, Jim Rumbaugh, and Ivar Jacobson, the UML has expanded to become a
well-defined and invaluable tool to the object-oriented software-development world.

Booch, Rumbaugh, and Jacobson have also developed a unified process called the
Rational Unified Process (RUP), which makes extensive use of the UML. You don’t
have to use the RUP to use the UML because the UML is entirely independent of
any software-development process, but you are welcome to take a look to see if the
RUP is of any use in your organization.

In the meantime, you’ll be presented with a lightweight process in this chapter that
will help put the UML in the context of game development. This is not meant to
be a primer on UML; rather, it’s a look at how you can use the UML as an effective
analysis and design tool in your game-development process.

What Will Be Covered?

This chapter will first provide an overview of the Unified Modeling Language,
including use cases, interaction diagrams, class diagrams, activity diagrams, and
statechart diagrams. There is an assumption that you have had some sort of expo-
sure to UML at some point in the past or that you at least have more extensive
UML materials readily available for you to reference. Complete coverage of the
UML is impossible in a single chapter such as this, but you should at least get a
decent understanding of what is going on through the overview.
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After the overview, you will begin to see the real meat of the chapter as the UML is
applied to a game-development process. You'll see what diagrams to use, when to
use them, and how they’re beneficial for modeling the design of your game.

The Unified Modeling
Language

Although there is an abundance of notations and methods for object-oriented
analysis and design of software, the Unified Modeling Language has emerged as
the standard notation for describing object-oriented models. The UML allows you
to model just about any type of application, including games, running on any type
of operating system and in any programming language. Of course, its natural use is
for object-oriented languages and environments such as Java, C++, and C#, but it
can be used for modeling non-Object-Oriented (non-OO) applications as well, albeit
in a restricted sense.

The latest version of UML at the time of this writing, UML 1.4, supports eight types
of diagrams divided into three categories: static structure diagrams, dynamic behav-
ior diagrams, and model management diagrams.

®  Basic UML diagrams include the use of case diagram and static class diagram.

*  Dynamic behavior diagrams include the interaction diagram, activity diagram,
collaboration diagram, and statechart diagram.

*  Implementation diagrams include component diagrams and deployment
diagrams.

Most software-development methodologies do not use all of the UML diagrams
when developing a software product, and chances are you will not want to use all of
the diagrams in your game-development process either. Although the UML is much
too broad to be covered in the space given here (the UML specification itself is
over 550 pages!), let’s take a brief look at a few of the more common diagrams and
specifications in more detail.

Use Cases

A use case defines the behavior of a system by specifying a sequence of actions and
interactions between actors and the software system. An actor represents a stimulus
to the software system. It can be an external user or event, or the software itself can
create it internally. Some examples of use cases in a first-person-shooter game
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might be “Player Shoots Gun,” “Enemy Gets Shot,” and “Player Opens Door.”
These are very simple examples, but hopefully you see where this is going.

The use cases for a software system are shown in a use case diagram. In the use case
diagram, actors are depicted as stick figures, and a use case is drawn as an ellipse.
Figure 2.1 shows a sample use case diagram.

Figure 2.1

O A sample use case diagram

Player Opens Door

X >

Player Player Shoots Gun

D

% Player Kills Enemy
Enemy O

Enemy Gets Shot

The diagram might look wonderful, but it really doesn’t have any meaning other
than to provide a clear definition of the actors and the use cases they interact with.
In reality, a use case is not complete without a corresponding use case scenario. The
use case scenario describes the steps required for the completion of a use case.
There is no standard format for use case scenarios, but they generally include the
following items:
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Item Description

Use case name The name of the use case

Overview A high-level description of the use case

Primary scenario The primary steps required for completion of the use case

Alternative scenarios Alternative steps that might occur during the execution of
a use case

Exceptions Any failure conditions that might occur and how the soft-

ware should respond

Although the UML does not have a specific naming convention for use cases, it typ-
ically is a good idea to create a specific format. For example, the “Player Shoots
Gun” use case follows the format of Actor Action Subject. In this particular format,
the actor is the actor that gets value from the use case, the action is the primary
action that the actor is performing, and the subject is the primary subject on which
the use case is performing. This format is what you’ll be using in the rest of this
chapter, but you can choose any format that works best for you.

The entire purpose of the use case is to capture requirements. Although the major-
ity of your use cases should be generated during the initial phases of a project, you
will discover more as you proceed through development. Every use case is a poten-
tial requirement, so you need to keep an eye out for them. Remember that you
can’t plan to deal with a requirement until you have captured it.

One question you may already be asking is, “How many use cases should I have?”
The reality is that there have been projects of the same size and style that have had
anywhere from 10 to more than 100 use cases. The answer is (as with most other
things in software engineering) to use what works best for you.

There is a bit more to use cases than what has been covered here, so if you feel the
need to explore use cases further, make sure you check out some of the references
at the end of this chapter.

Class Diagrams

The class diagram is probably the one diagram people think of when they think of
the UML. As a static view of the system, it describes the types of objects in the soft-
ware system and the relationships among them, including the attributes and
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operations of a class and the constraints applied to the relationships between
classes. Class diagrams are typically used to present two different perspectives of
your software system:

*  Conceptual. In this perspective, you are drawing a diagram that represents
the concepts in the domain you are working with. While the concepts will
naturally lead to implementation classes, there is not normally a direct map-
ping. The conceptual model should be drawn without regard to the pro-
gramming language that might implement it.

¢ Implementation. The implementation, or design, perspective is a diagram
with the real classes and full implementation of the software system. It is the
most commonly used perspective.

NOTE

According to Martin Fowler (see UML Distilled [Addison-Wesley
Pub. Co., 1999]), there is one more perspective of importance to
class diagrams: the specification perspective. In this perspective, you
define the interfaces of the software, not the implementation. If
this doesn’t make sense immediately, keep in mind that the key to

object-oriented programming is to program to a class’s interface
and not its implementation. This concept is not easily seen
because of the influence of object-oriented languages. If you would
like to see some good discussion on the topic, look in the first
chapter of Design Patterns: Elements of Reusable Object-Oriented
Software (Addison-Wesley, 1995).

Perspective is not part of the standard UML, but it’s a proven technique for creat-
ing a solid design of your software. The conceptual perspective is normally used
during the object-oriented analysis phase of the development process, whereas the
implementation perspective is used during the design and implementation phases.

Class diagrams typically use three types of relationships:

®  Aggregation. This relationship focuses on one class being “made up of” a set
of other classes. An example would be a Car class containing four Tire classes.

¢ Inheritance. This relationship focuses on similarities and differences between
classes. It exists between a superclass and its subclasses. An example would be
a BMW class and a Ford class inheriting from a Car class.
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®  Association. In this context, an association is any non-aggregation/inheri-
tance relationship in which there is multiplicity and navigability between
classes. For example, a Person class “drives 0..* (zero or more)” Car classes.

Figure 2.2 shows a sample class diagram with all of these relationships.

aggregation j Figure 2.2
A class diagram with aggregation,

association '
:BII 5 inheritance, and association relationships

'
<<include>>

150"

Person Car Tire
drives y 1 4
BMW Ford

inheritance lj

Another addition to the class diagram, particularly in more recent years, is the idea
of constraints and assertions. An assertion is a boolean statement that should always
evaluate to true; when it evaluates to false, you have a defect. In recent times, the
OMG has been working to produce a formal language to define constraints called
the Object Constraint Language (OCL). The OCL is making class diagrams more
complete and well defined, but it’s a rather lengthy topic and not suitable for this
chapter. Check out the OMG Web site (see the URL at the end of this chapter) for
more information on the OCL.

One of the dangers of class diagrams is that you can actually get too detailed and
too specific in implementation details too early, such that it becomes difficult to
make changes and update the models. To help prevent this, make sure you focus
on the conceptual perspective first in an object-oriented analysis phase. Then, as
you are further able to determine the operation and design of the system, you can
move to the implementation perspective with more detail.
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Interaction Diagrams

Interaction diagrams model the dynamic behavior of a group of objects involved in a
single use case. They show which classes and methods are required and the order
in which they are executed to satisfy the use case. There are two types of interac-
tion diagrams: sequence diagrams and collaboration diagrams. These diagrams are
very similar to each other in that they accomplish the same thing, but they do have
some minor differences. In this chapter, we are only going to discuss sequence dia-
grams, but it is worth investigating collaboration diagrams elsewhere.

Figure 2.3 shows a sample sequence diagram. In this diagram, we are modeling the
“Player Shoots Gun” use case mentioned earlier in the chapter.

Figure 2.3
The sequence diagram for the
Game un Bullet “Player Shoots Gun” use case
: Player T T T
1 1 1
! Shoot Gun )1 : :
1

Check Collisions :

As you can see, objects are shown as boxes at the top of a dashed vertical line called
the object’s lifeline. The lifeline represents the object’s life during the sequence
interaction. A box on the lifeline is called an activation box and indicates that the
object is active.

Arrows between lifelines represent the messages sent between objects, and the
ordering sequence of the messages is read from top to bottom of the diagram page.
Conditions may also be specified for arrows between objects. An object may call
itself with a self-call arrow, which is shown by sending the message arrow back to the
same lifeline. There is also a dashed return arrow, which is used to indicate a return
from a previously called message. You typically only use the return arrow when it
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helps clarify the sequence design. Also of note is the “X” at the end of an object’s
lifeline. It marks object deletion.

You can also use sequence diagrams for concurrent processes, which some people
may find particularly useful in game development. Figure 2.4 shows an example of
a sequence diagram of concurrent processes and activations.

In Figure 2.4, you can see that asynchronous messages between objects are indi-
cated by a half-arrowhead. These asynchronous messages can create a new thread,
create a new object, or communicate with a thread already running.

Figure 2.4
- A sequence diagram
Game Single Shot Bullet
Gun of concurrent
: Player : : : processes and
1 1 1 1 activations
1
1 Shoot Gun ! : :
Fire 1
)ﬁ new ) :
1Check
1 1 Collision
1
1
1

: ( dead

1
! X
1

As you can see, interaction diagrams are a great way to look at the behavior of
objects in a use case. They’re very simple to create and easy to understand without
looking into much detail, but they do have the drawback of not being able to pro-
vide a precise definition of the behavior of a use case.

Activity Diagrams

Activity diagrams focus on the sequencing of activities, or processes, in a use case or
several use cases. They are similar to a flowchart, but they differ in that they sup-
port parallel activities and synchronization, whereas a flowchart depicts sequential
execution. Typically, activity diagrams are used to provide a graphical view of a use
case scenario, and they are particularly useful when you want to show how several
use case behaviors interact. Figure 2.5 shows an activity diagram of the “Player
Shoots Gun” use case.
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start Figure 2.5
An activity diagram
Input Shoot
Command
Fire Gun

number of bullets > 0
yes no

Create Show Out
Bullet of Ammo

| ,I( |
Stop Gun

éend

Conditional behavior in activity diagrams is shown by branches and merges. Branches
are similar to if-then-else statements in which, if a condition is true, execution flows
in one direction; otherwise, it flows in another direction. Merges mark the end of a
conditional branch.

Parallel behavior in activity diagrams is shown by forks and joins. When a fork is
shown, all of the fork’s outputs execute at the same time (in parallel). A join marks
the end of a fork.

If you are going to use multiple use cases in an activity diagram, you can do so
through the use of swimlanes. Each use case has its own swimlane, and any activities
involved with a specific use case go in that use case’s swimlane. You have to be care-
ful, though, because things can get very confusing with complex diagrams.
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As previously mentioned, activity diagrams are best used when analyzing use cases.
They help provide a graphical overview of the use case and possibly use case inter-
actions, which is much more understandable than the text in use case scenarios.

Activity diagrams will not be used in this chapter, but feel free to explore your
options with them in your own development.

Statechart Diagrams

A statechart diagram is used to describe the behavior of an object and all its possible
states. The statechart diagram essentially defines a finite state machine, where
events control the transitions from one state to another. In object-oriented meth-
ods, statecharts typically are used to describe the behavior of a single class as
opposed to the entire system. Figure 2.6 shows a sample statechart diagram.

start Figure 2.6
A statechart diagram
random for an enemy in a
game
d .
Idle il >»{ Walking
low health
player dead player in range regain health
. low health .
Shooting o e >»{ Running

If you decide to use statechart diagrams, keep in mind that you don’t need to draw
them for every class in the software system. You should only use statechart diagrams
for those classes that have some sort of state machine style of behavior, where draw-
ing the statechart diagram will help you gain better understanding of what’s hap-
pening. Also, in relation to game development, statechart diagrams are particularly
useful for artificial intelligence system development.
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Packages

The UML package (also called a category) is used to decompose a large software sys-
tem into smaller ones. Inside each package is a set of related classes that make it
up, but you can also have subpackages inside a package if your system needs to be
decomposed in such a way. You can think of the software system itself as a single,
high-level package, with everything else in the system contained in it. For instance,
in a game, you might have a sound system package, a graphics package, a network-
ing package, a main system package, and an input package, but all of these pack-
ages combine to form the entire game system.

You can also show the interactions and relationships between packages through
dependencies, just like you do for class diagrams. If any dependency exists between
any classes in any two packages, there’s a dependency between the packages. There
is not a standard diagram for showing packages, so you typically use a high-level
class diagram that shows only the packages and their dependencies. Some people
call these diagrams package diagrams; others call them category diagrams. Through
the remainder of this chapter, they will be referred to as package diagrams. Figure
2.7 shows a sample package diagram.

] Figure 2.7
A sample package
Game Logic diagram
Input Graphics Physics
DirectX OpenGL
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Packages and package diagrams can be as detailed and complex as you desire, so
feel free to explore the topic further than what is covered here. They are particu-
larly useful for minimizing dependencies across your software system while also
providing a high-level view of your system architecture. Some developers even use
packages instead of classes for primary unit testing. As with most of the elements in
the UML, use what works best for you and your organization.

This concludes a brief overview of some of the UML’s more common diagrams and
techniques. Now it’s time for the fun part of seeing how you can apply the UML in
a game-development process.

Integrating the UVIL and
Game Development

To keep things simple, a Pong game is going to be used to show how you can apply
the UML to design your game software. The complete design is not going to be
shown, but key ideas and diagrams will be so that you can get an idea of how the
process works. The assumption is that you know what Pong is, but if you don’t, read
up on your video game history and learn about a tennis-like game with two paddles
and a ball.

With Pong fresh on your mind, let’s begin!

Build the Requirements
Traceability Matrix

As with any software product, you need to know what you’re going to build before
you start to build it. This information, called the requirements, should be in a
design document or some other specification (that is, a requirements specification)
that becomes the cornerstone for the rest of the product’s development. Granted,
requirements evolve throughout a product’s development (especially with games),
so you’re not going to be able to define all of them at first. As the project develop-
ment continues, however, you need to keep track of changes to the requirements
and make sure you are designing and developing your product according to the
specified requirements. One particular tool that helps with this is the Requirements
Traceability Matrix (RTM).

The RTM provides an easy way for you to trace through your analysis and design to
ensure that you are building the software, or game, to the requirements. A simple
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RTM might have columns for the requirement, the build number in which the
requirement is to be implemented, and the use case, package, and class that will
handle the requirement. Figure 2.8 shows a sample RTM form.

Requirements Traceability Matrix

Figure 2.8

A sample

Problem Statement

Build #

Use Case Name

Package

Class

Requirements

Traceability Matrix

form

Project
Req. #
1
2|
3
4
5
6
7|
8
9
0
1
2
3
4
5

Let’s apply the RTM to our Pong example. All you need to do is put the require-
ments in the RTM, as partially shown in Figure 2.9.

Requirements Traceability Matrix
Project_Pong

Problem Statement

Build #

Use Case Name

Package

The Pong game shall be
a two player only game.

1

Each player is
represented by a paddle.

1

Req. #
1 1.1
2 1.2
3 1.3

The first player is located
on the left side of the
screen, and the right
player is located on the
right side of the screen.

1

Figure 2.9

The Pong requirements
applied to the RTM

Easy enough, right? Now you need to prioritize the requirements by build number.
A build is a set of functionality to be built by a specific date. Since Pong is relatively
small in size and effort, the majority of functionality can be developed completely
in Build 1. In Build 2, the input and audio functionality is completed along with
the win/lose conditions to complete the game. Naturally, more complex games
would have more requirements resulting in more builds, but as with many software-
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engineering practices, this is something to experiment with and to derive your own
conclusions on.

Now that requirements have been defined and build numbers determined, we have
a foundation from which to begin the analysis and design phases of the develop-
ment process.

iIdentify Use Cases

In this phase, the requirements specified in the RTM are used to identify use

cases. A use case diagram is then created to provide a visual representation of the
actor—use case interactions. Use case scenarios are then created for each use case to
describe the processes and activities involved in fulfilling a use case. There does not
have to be a use case for every requirement, but make sure you specify enough use
cases to have a thorough understanding of what you are trying to do.

When creating use cases, the first thing you need to do is identify the actors. Some
developers stick with the rather inflexible notion that an actor is strictly external to
the software. You may already be seeing the problem with this definition when
applying it to games—the player would be the only actor.

A better, or at least more flexible, way to define an actor is anything that requests
some sort of functionality. In a game, this might be the player, an enemy, or an
item. In the Pong example, the actors can be the players and the ball. The defini-
tion of an actor is entirely up to you, but make sure the definition you choose gives
you enough flexibility to properly determine the actors in your software.

Once the actors have been determined, you can begin to extract the use cases from
the requirements. In the Pong example, Requirement 1.5 from the RTM deals with
when the ball passes a player and the corresponding win/lose conditions. From this
requirement, the following use cases can be derived:

*  Player Wins Game
*  Player Loses Game
e  Ball Passes Player
To keep things organized, it is desirable to number the use cases as well. To do so,

just prepend “UC#”, where # is the number of the use case. For instance, in the
Pong example, the first defined use case is “UCI1_Player Wins Game.”

You’ll add each of these use cases to the RTM with the requirement it satisfies.
Figure 2.10 shows how the Pong RTM will look after adding the use cases to the
RTM.
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Req. #

Problem Statement

Build #

Use Case Name

_

1.1

The Pong game shall be a two
player only game.

1

1.2

Each player is represented by
a paddle.

1

1.3

The first player is located on
the left side of the screen, and
the right player is located on
the right side of the screen.

1.4

The Pong ball moves at
constant speed around the
game arena until it bounces off
each paddle and the top and
bottom walls (located at the top
and bottom of the screen,
respectively) at an angle equal
to the angle of incidence.

UC7_Ball Hits Wall
UCS5_Player Touches Ball

1.5

If the ball moves past the
vertical line that a paddle lies
on, then the player represented
by that paddle is declared the
loser while the opposite player
is declared the winner.

UC1_Player Wins Game
UC2_Player Loses Game
UC6_Ball Passes Player

ﬁ‘—'—rﬁ—u—'_ﬁ

Figure 2.10

The Pong RTM after
adding use cases

Now we can create a use case diagram illustrating the interactions between the
actors and the use cases. In the Pong example, we can also show a generalization
from the Player actor to the Left Player and Right Player actors. Figure 2.11 shows
the Pong use case diagram.

x

Right Player

Left Player

—C_ D

Player Wins Game

—C_ >

Player Loses Game

Player Moves Up

% O

—

—

—>

Ball Passes Player

Player Touches

Player Moves Down

<
Y
V

Ball Hits Wall

x

Ball

Figure 2.11

The Pong use case
diagram
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Each use case needs a use case scenario that specifies the steps required for com-
pletion of a use case. Scenarios were covered earlier in this chapter, so instead of
discussing how to go about creating a scenario, look at Figure 2.12 as an example.
It shows the use case scenario “UCI1_Player Wins Game” from the Pong example.

Use Case Name: Player Wins Game

Overview:
This use case enables a player to win a game of Pong.

Primary Scenario:

Action System Reaction

1. The first player paddle hits the ball. | 1. The ball moves in the proper direction
as a direct reaction of the ball hitting
the paddle.

2. The ball moves past the paddle of |2. A win event occurs where the first
the second player. player is declared the winner.

3. Gameplay is stopped and “Player 1
is the winner!” is displayed on the screen.

Alternative Scenarios: none
Exceptions: none

As another example (including how to invoke another use case), Figure 2.13 shows

the “UC6_Ball Passes Player” use case scenario.

Use Case Name: Ball Passes Player

Overview:
This use case enables the game ball to pass a player paddle.

Primary Scenario:

Action System Reaction

1. Ball moves in its current direction. | 1. Ball position is updated.

2. Ball reaches vertical location of player| 2. If the player paddle position is located

paddle. at the current ball position, then call
Use Case 5; otherwise, ball position is
updated.

3. Ball moves past player paddle. 3. Use Case 1 and Use Case 2 are
invoked.

Alternative Scenarios: none
Exceptions:

Figure 2.12

Use case scenario for the
“UCI_Player Wins Game”
use case

Figure 2.13

Use case scenario for the
“UC6_Ball Passes Player”
use case

At this point you may be wondering, “Why do I need to include use cases in game
development? I really don’t see much value in them for helping me develop my
game.” Honestly, you may not need them, but you might find parts of them useful
in determining a game’s story line, how the player moves around, and especially
actor interactions within the game world, among other things. Use cases are
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considered to be part of the analysis phase of development, and that is exactly what
you are doing here: You are analyzing your game and determining how you want
your game to look, act, and feel. Although you cannot predetermine all of these
characteristics at this point in development, using use cases in your development
process will help you get a better feel for what it is you are trying to create in your
game.

Establish the Packages

In this phase, you develop a package list, allocate the packages to use cases in the
RTM, and create the system package diagram. As previously mentioned, a package
is essentially a collection of cohesive units. It can be a collection of classes, a subsys-
tem, or even a collection of other packages.

The first thing you need to do is determine some candidate package names by
looking at the actors and subjects in the use cases and using them as the candidate
package names. Look for similarities in functionality, inheritance hierarchies (“Is
this package a kind of another package?”), and aggregation hierarchies (“Is this
package made up of another package?”). The roots of inheritance and aggregation
hierarchies tend to be the names of packages. You may also find similarities in
functionality that do not fit anywhere else, in which case you might want to create
your own package named after the similarity.

The following is a list of the package names from the Pong example:

e Input

e  Graphics
e Audio

¢ DirectX
¢ OpenGL

*  Game Logic

The problem with using such a simple example as Pong becomes evident when try-
ing to create package names—there just isn’t very much to such a simple game!
Hopetully, you will see the benefits of using packages beyond such a simple example.

In any case, the next step is to allocate these packages to use cases. Why do you do
this? You need to allocate responsibility for use case development to the appropri-
ate packages. This is a fairly easy step because all you do is go back to the use
case(s) from which you got the package name. Figure 2.14 shows the updated Pong
RTM.
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Figure 2.14

4| 1.4| The Pong ball moves at constant speed| 1 | UC7_Ball Hits Wall Game Logic| .
around the game arena untilitbounces| [ UCs_Player Touches Ball The partial Pong RTM
off each paddle and the top and bottom - I .
walls (located at the top and bottom of Gﬂer allocating
the screen, respectively) at an angle
equal to the angle of incidence. packages to use cases

5| 1.5]If the ball moves past the vertical line | 2 | UC1_Player Wins Game |Game Logic|
that a paddle lies on, then the player UC2_Player Loses Game
represented by that paddle is declared -

the loser while the opposite player is UC®_Ball Passes Player
declared the winner.

6| 1.6]Each paddle may only move up and | 1 | UC3_Player Moves Up |Game Logic|
down, or vertically, and may not move UC4_Player Moves Down
horizontally. -

7| 1.7]| The Pong game shall use the keyboard| 1 | UC3_Player Moves Up |Game Logic|

up and down arrows for the second UC4_Player Moves Down|Input
player and the keys ‘A’ and ‘Z’ for the -
first player.

8| 1.8] DirectX will be used for input and audio, | 2 Input
while an option will be available to Sound
choose between DirectX and OpenGL and Music

for graphics rendering. Graphics

Now that you have the packages defined, you need to specify how they relate
through a system package diagram (SPD). This diagram is very much like a class dia-
gram in how it shows dependencies and relationships between packages. Figure
2.15 shows the system package diagram for the Pong example.

Figure 2.15

The system package diagram for Pong
Game Logic

Sound and
Music

Input Graphics

<<subsystem>> <<subsystem>>

DirectX OpenGL
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Create Initial Class Diagrams

The next phase involves creating initial class diagrams for each package defined in
the previous phase. You should also keep in mind that these initial diagrams should
stay focused on the problem domain only, meaning you don’t need to include
language-specific features, design patterns, or other detailed design specifications.
Probably the best way to show this is through an example, so take a look at Figure
2.16, which shows the initial class diagram for the Game Logic package.

Figure 2.16
PongGame The package class
& gameState diagram for the
%Bﬁa&/ers Game Logic package
@ MovePlayers()
9 MoveBall()
@ DeclareWinner()
1 1
2
Ball Player
@position 1 @position
velocity @playerState
@ acceleration
@ ballState < DrawPlayer()
@ MovePlayer()
@ DrawBall()
@ MoveBall()
9 DoCollision()

You can, of course, add methods and attributes to the classes you created for the
class diagram. You can also specify the access rights for the methods and attributes
if you know what they should be at this point in the process.

The next part of this phase could be considered optional, depending on your soft-
ware organization and development process. After creating the class diagrams, you
create the class specifications for each class. In the class specification, you specity a
description of the class, the list of class attributes and methods with descriptions,
and any other items that may pertain to a particular project. As with any other doc-
ument, the primary purpose of the class specifications is to provide a communica-
tion tool for development teams. If you are a solo developer, you might not need
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the class specifications unless you just want a well-documented design. Again, as
with most software engineering practices, use what works best for you.

Develop State Transition Diagrams

State transition diagrams (STDs) typically are used to define the states of entities in
the game world, but they can also be used to represent the internal behavior of a
class. An example of an entity for which you may want to create an STD would be
the Ball actor in the Pong example. The Ball can be in one of four states: no con-
tact, paddle contact, wall contact, and behind paddle. Figure 2.17 shows the Ball
STD from the Pong example.

Game Start Figure 2.17
The Ball state
transition diagram

Move Move Bounce

Behind Hit Paddle Paddle
W No contact H

paddle contact
Win/Lose Event Hit wall Bounce
Wall
Game End contact

An example of using an STD to represent the internal behavior of a class can be
seen through the CPongGame class. This particular class represents the core of the
game and controls everything from the gameplay to the menus. One of the attrib-
utes for the CPongGame class is an attribute called gameState. This particular attribute
is called a state attribute because it has a set of values that represents the life cycle of
the CPongGame class. These state values are main menu, play game, options menu, and
scores screen. Figure 2.18 shows the CPongGame class STD.
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@ Start Figure 2.18
‘Back’ Selected
ack sgecte Load The CPongGame class gameState STD
‘Quit’
Options Main Selected
Menu E‘Options’ Selected| Menu : End
Button Clicked ‘Flay’ Selected
Scores < _| Play
Screen Game Over Game

Produce Package Interaction
Diagrams

Package interaction diagrams (PIDs) provide a high-level view of the dynamic behav-
ior between packages and their messages from the point of view of use cases. In use
cases, an actor generates an event to the system, typically requesting some opera-
tion in response. The request event is what initiates the PID between the actor and
the game system (that is, packages). For example, the PID for the “UC1_Player
Wins Game” use case has the Player actor sending a “Move Paddle” message to the
Game Logic package, along with the Ball actor sending a “Move Ball” message. The
Game Logic package then sends a “Check Collision” message to itself to see if the ball
collides with a paddle or wall or goes behind a paddle, before it sends itself a
“Declare Winner” message to declare a winner of the game. All of this is shown in
the PID for this use case in Figure 2.19.

Figure 2.19
% % The “UCI _Player Wins
Game” PID

Game Logic
: Player : Ball
T T
|
! ! Move Paddle >
1
! Move Ball )
U Check Collision

Declare Winner
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Another good example of a PID from the Pong example is the PID for the
“UC4_Player Moves Down” use case. In this PID, the Player actor sends a “Move
Down” message to the Input package, which then sends a “Move Paddle Down” mes-
sage to the Game Logic package. The Game Logic package splits execution at this point
by sending a “Draw Paddle” message to the Graphics package and a “Paddle Move
Sound” message to the Sound and Music package. Figure 2.20 shows the UC4 PID.

Figure 2.20
The “UC4_Player Moves
Sound Down” PID

Input Game Logic|| Graphics

: Player and Music

1
1 Move Down )1 Move Paddle 1 1

1
Down 1 1 1
Draw Paddle |

} | | 1

1

1

1

I Paddle Move

-

Package interaction diagrams are an important part of understanding a game’s
behavior because they help isolate and illustrate operations that an actor requests
from the game’s packages.

The Transition from Analysis to
Design

At this point in the process, you’ve reached a critical—yet oftentimes blurry—time
in which you transition from problem and domain object-oriented analysis (OOA) to
actual software object-oriented design (OOD) and implementation. You go from view-
ing the design as a set of logical entities to viewing it as more of a concrete and
physical implementation of your game.

Because of the nature of this development process with UML, there is a fine line
between analysis and design. For instance, you’re mapping logical entities from
OOA to implementation entities in OOD without any real changes in the design,
simply a refinement. This means that the Ball class you created in OOA will map to
the Ball class in OOD, but you might make some changes with respect to language
implementation, use of design patterns, and of course going into more detail for
the design specification itself.
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As you may already be able to see, refinement becomes key at this point. Once you
reach the OOD phase, you don’t create many new diagrams unless you realize that
you missed something in the OOA phase, and even then you would want to per-
form some sort of analysis before refining an implementation design.

But that’s enough talk for now. Let’s move on and take a look at how you go about
refining and transitioning from OOA to OOD through the Pong example.

Update (Class Diagrams

The first thing you should do when transitioning to OOD is take a look at the static
view of your game system design through the class diagrams. Again, you are not
introducing any new diagrams or specifications in this phase; you are refining your
previous diagrams and specifications by adding more detail.

Some possible refinements of the class diagrams and specifications are as follows:

* Addition of parameterized classes, collection classes, and abstract classes
*  Specification of access rights for attributes and methods

¢ Introduction and refinement of existing design patterns

* Identification of new association relationships

Figures 2.21 and 2.22 show the differences between the class diagram for the Game
Logic package in the OOA phase and the OOD phase, respectively.

Figure 2.21
PongGame
The Game Logic OOA PCD
gameState
ball
players
@ MovePlayers()
9 MoveBall()

@ DeclareWinner()
1 1

2
Ball Player
@position 1 @position
@velocity @playerState
acceleration
@ ballState @ DrawPlayer()
@ MovePlayer()
@ DrawBall()
@ MoveBall()
@ DoCollision()
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Figure 2.22
CAudioSystem ]
(from Sound and Music) The Game Logic
00D PCD
1
1
ClnputSystem CRenderer
(from Input) ; CPongGame ; (from Graphics)

@m_gameState '
&m_ball : CBall
@m_players[2] : CPlayer

1 @m_inputSys : ClnputSystem | 1
m_rendererSys : CRenderer
@mfsoundSys : CAudioSystem

@ CheckCollisions()
9 MovePlayers()

CBall 1 | ®MoveBall() n CPlayer
1| ®Run() e ~
&m_position 9 DeclareWinner() m_position
@mivelocity @ Getlnput() m_playerState
m_acceleration
_ 1 1 & DrawPlayer()
@m-_baiState > @ MovePlayer()
< DrawBall()
< MoveBall()
9 SetVelocity()
@ GetVelocit :
@ DgC(ilic;ci:é)xgg CLeftPlayer CRightPlayer
& DrawPlayer()| | @DrawPlayer()

As you can see, some refinement was added to the OOD PCD, including some
dependencies to the graphics, audio, and input subsystems. Types for attributes
were also specified, and although they are not shown in this particular example,
you can also specify parameters and return types for methods as well.

Update Interaction Diagrams

Once the static view of the design is completed through the class diagrams, it’s time
to move on to the dynamic design of the game system with interaction diagrams. In
this phase, you refine the package interaction diagrams created during OOA to
include classes. The resulting product is called a class interaction diagram (CID).

In the CID, you illustrate the collaborative behavior of the classes you’ve discovered
by specifying the messages that are passed between these classes. Through this
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refinement, you are trying to provide the level of detail necessary for implementa-
tion of the design.

Figures 2.23 and 2.24 show the PID and CID of the “UC4_Player Moves Down” use
case, respectively.

Figure 2.23
% The “UC4_Player
. Input  |[Game Logic|| Graphics Sdol\ljlnd' Moves Down”PID
: Player n
- : : : a usic
1 ove bown
)1 Movgo%ddle 1 1

I Paddle Move

1

1 1

Draw Paddle |
; | | 1

1

1

1

Figure 2.24

The “UC4_Player
Moves Down” CID

: CPongGame | |: ClnputSystem : CRenderer : CAudioSystem

1
] Update()

Getlnput()

MovePlayers()

DrawPaddle()

PlaySound()
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Refinement and Iteration

The OOD phases of updating class diagrams and interaction diagrams are really
one big loop of refinement and iteration. You aren’t going to create a design you
are happy with your first time through the phases, and chances are you aren’t
going to do it the second time through either. The idea is to refine and iterate
through these phases until you find a design that fits your criteria for providing a
baseline to move on to the implementation phases.

There is such a thing as overdesign, but at the same time, you can also underde-
sign. You and your team must decide when a design is complete, but don’t short-
change yourself with an inadequate design. Ideally, you want to be able to minimize
the number of changes you’ll make to your documented design once you go into
the implementation phases. Backtracking and making changes to previously devel-
oped material costs time, and everyone knows that time is money!

The Move to Implementation

Once you feel that your design is sufficient, it’s time to head into the “fun” part of
development—coding. There are many different ways in which you can transition
your design to code, and it seems that every development team does this differ-
ently, so do what works for you. Some suggest that you should create the class inter-
faces and a skeleton of the class implementation that you fill in as development
progresses; others suggest that you develop entire classes at once before moving
onto the next class. Again, do what works for you. Remember, however, that if you
change anything in your design while coding, you need to go back to your design
on paper and make changes accordingly. You’ll thank yourself for keeping every-
thing well documented.

Summary and Review

Well, that completes your brief look at how you can use the UML in your game-
development process. This is only one view of how to use UML, though. There are
plenty of other processes and methodologies created for object-oriented analysis
and design. How about a quick review?

You start off your analysis by defining use cases and creating use case scenarios that
specify the steps required to fulfill the use case. Then you establish the packages
and the system package diagram that defines the high-level architecture design of
the game system.
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Next you create class diagrams inside each package and state diagrams for state
attributes inside the classes. Then you produce the package interaction diagrams
from use cases that illustrate the behavior and collaboration across packages.

At this point, you begin the transition from object-oriented analysis to object-
oriented design, where you begin an iterative process of updating the class dia-
grams for the static view of your design and the interaction diagrams for the
dynamic view. You continue this cycle until you reach a point that is deemed suffi-
cient, and then you move onto the implementation, or coding, phase.

Once at the coding phase, you are on your own for how you want to map the
design to code. There are many different published methods for accomplishing
this task, so choose the methods you like.

One thing that is not discussed in this chapter is testing. This is primarily because
testing varies from project to project and from team to team. Typically, though,
you’ll want to generate unit tests for each package (and possibly for each class), but
this really depends on your team and project. Naturally, you cannot test general
gameplay issues, but the technical aspects of the game software can be tested very
well.

Where to o from Here

If this chapter has sparked some interest for using UML in game development,
there are several resources you can check out for more general UML information,
techniques, and discussions. Not much has been published in terms of UML’s
application specifically to game development, but hopefully, with this chapter and
some of your own brainstorming, you’ll be able to find something that works for
you and your team.

Books

Booch, Grady, Jacobson, Ivar, Rumbaugh, J., The Unified Modeling Language User
Guide. Boston: Addison-Wesley, 1998.

Texel, P., and Charles Williams, Use Cases Combined with Booch/OMT/UML. Upper
Saddle River: Prentice Hall, 1997.

Web Sites

Object Management Group: www.omg.org

Rational Software: www.rational.com
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Software Engineering Institute: www.sei.cmu.edu
Brad Appleton’s Software Engineering: www.enteract.com/~bradapp/
Software Development Magazine: www.sdmagazine.com

GameDev.net Software Engineering: www.gamedev.net/reference/

UML Tools

Rational Rose by Rational Software: www.rational.com
ArgoUML, a free Java-based cognitive CASE tool: www.argouml.com
Dia, a diagram tool with UML support: www.lysator.liu.se/~alla/dia/dia.html

Conclusion

The Unified Modeling Language is a very broad topic and is difficult to discuss
extensively in such a short chapter, but hopefully you’ve gained, if anything, a bet-
ter understanding of how you can use the UML as a communication and design
tool in your game-development process. Some people may not feel the need to use
UML and be this elaborate in their process, and that’s fine, but if you’ve found
yourself redesigning, reworking, recoding, and re-other things, maybe you should
give UML a chance. The rest of the software industry is giving new ideas a chance,
so why shouldn’t the game industry?
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Introduction

Just as an object lesson, go start up your compiler and write, from scratch, a mini-
mal Win32 application. Nothing fancy, just a WinMain and a window procedure. No,
really. Go ahead and do it. I'll wait.

Are you back? Okay, now count the lines. For myself, I was able to do it with 39
lines of code. No blank lines, no comments, with one statement per line, and with
braces each getting its own line. I'm certain that if I had wanted to get clever with
it, I probably could have gotten it down to 30 lines or so, but that’s not really the
point here.

I just wrote 39 lines of code, and it gives me a window that does nothing (well, to
be honest, my window can be moved around, it has a Close button, and so on), so
to be more accurate, I wrote 39 lines that gave me a window that doesn’t do any-
thing special. In fact, these 39 lines are almost identical to the code I usually write
when I'm making a WIN32 application.

For the sake of discussion, here are the 39 lines I wrote:

#Hinclude <windows.h>
const char* WINDOWTITLE="Example Window Title";
const char* WINDOWCLASSNAME="Example Window Class Name";
WNDCLASS g_WndCls;
HWND g_hWnd=NULL;
LRESULT CALLBACK TheWindowProc(HWND hWnd,UINT uMsg,WPARAM wParam, LPARAM 1Param)
{
switch(uMsg)
{
case WM_DESTROY:
PostQuitMessage(0);
return(0);
default:
return(DefWindowProc(hWnd,uMsg,wParam,1Param));

}
int WINAPI WinMain(HINSTANCE hInstance,HINSTANCE hPrevInstance,LPSTR 1pCmdLine,
int nShowCmd)

memset (&g_WndC1s,0,sizeof (WNDCLASS));
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g_WndCls.hbrBackground=(HBRUSH)GetStockObject (BLACK_BRUSH);

g_WndCls.hCursor=(HCURSOR)LoadCursor(NULL,MAKEINTRESOURCE(IDC_ARROW));
g_WndCls.hInstance=hInstance;
g_WndC1s.1pfnWndProc=TheWindowProc;
g_WndC1s.1pszCTassName=WINDOWCLASSNAME;
g_WndCls.style=CS_DBLCLKS|CS_HREDRAW|CS_VREDRAW|CS_OWNDC;
RegisterClass(&g_WndCls);

g_hWnd=CreateWindowEx(0,WINDOWCLASSNAME ,WINDOWTITLE,WS_VISIBLE|WS_BORDER|WS_CAPTION|W
S_SYSMENU,CW_USEDEFAULT,CW_USEDEFAULT,CW_USEDEFAULT,CW_USEDEFAULT,NULL,NULL,hInstan
ce,NULL);
MSG msg;
for(;;)
{
if(PeekMessage(&msg,NULL,0,0,PM_REMOVE))
{
if(msg.message==WM_QUIT) break;
TranslateMessage(&msg);
DispatchMessage(&msg);

}
return(msg.wParam);

) NOTE

You can find the pre-
ceding application on
the accompanying

Undoubtedly, at some point you also got sick of writing
this same exact code over and over again. Maybe you
have a file with all the basic code in it and just cut and
paste it when you create a new application. Or, like me,

CD-ROM if you really

A want to take the time
maybe you wrote an application framework. And so, we to look at it. It is enti-

are brought to the topic of discussion: building applica- tled appframel.
tion frameworks.

Why Use an Application
Framework?

Three words: Rapid Application Development (RAD). I don’t care what kind of appli-
cations you are writing, whether they’re business applications, games, level editors,
or whatever. Ideally, you’d like to spend less time actually making them. If you start
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from scratch each time you make an application, you are spending more time than
you need to on each application.

Instead, invest some time building a solid and flexible framework that you can use
to quickly build other applications. If you spend 100 hours developing a robust,
extensible framework that you can use to cut your development time for other pro-
jects in half, after a while, the time spent on the framework will pay for itself.

Let me give you a quick example. Whenever I write a book, the very first sample
program I write will typically take me an hour (sometimes less). This is usually just
a simple application that gets a window up and running, again doing nothing spe-
cial. Thereafter, I copy the source code from that example and use it to build other
examples. After the first example, it typically only takes me about 15 minutes (tops)
to make something new based on what has gone before.

This is why engines and other frameworks already exist. If you are building a busi-
ness application for Windows, you’d be a fool not to make use of the power of
Microsoft Foundation Classes (MFC). If you are writing a high-end, bleeding-edge
game, you’d be a fool not to use one of the commercially available engines that are
out there.

Why Roll Your Own'?

Okay, by now it should be pretty obvious that you should use an application frame-
work. What may be a little less obvious is why you would want to make your own
and not use one that is already available, like MFC or some game engine.

I am speaking from a focus of writing games and, more importantly, writing small-
ish games that are likely to be distributed as shareware or as a part of a game bun-
dle on the racks of better computer stores everywhere.

In this situation, MFC is ill suited. It is a bloated framework that can do just about
everything under the sun. However, most of its functionality will go unused in your
games, so the extra bloat is just wasted space. A commercial engine isn’t a great
idea either because there’s a high cost to make use of the engine, and you are a
hungry developer just trying to make a buck or two.

Even if you aren’t the small-time developer to whom I am writing, rolling your own
application framework is a good idea because of what you will learn by doing so.
Every other framework/engine is built on much the same principles, and by going
ahead and doing it yourself, you will have a much easier time learning a different
framework because you have already gone through how something similar works
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internally. If it takes you less time to get used to a new framework or engine, you’ve
again saved time and added value to yourself as a developer.

iIdentify Your Needs

I’'m going to take you through writing the core classes of an application framework.
Since this is a book in which I only get a few pages to show you something, we
won’t be making a cutting-edge 3-D engine today.

What we will do, however, is get the pesky code that haunts every single Windows-
based application . . . namely WinMain and the window procedure.

Programming is, as it has always been, a problem-solving endeavor. You start with a
problem that you need to solve and then program the solution to that problem. So,
the very first step in designing an application framework (or, indeed, any program)
is to identify the problem we need to solve. This will keep us on task and produc-
tive and will keep us from wandering away from the mission.

So, what is the problem that we need to solve? Well, we want to give ourselves the
core classes of an application framework that will allow us the freedom to never
have to write another WinMain or WindowProc again.

Okay, that’s something, but it’s still sort of vague. Now we need to define what ser-
vices WinMain and WindowProc provide us so that we can plan out how we will meet
these needs ourselves.

The WinMain function does a number of things for us. Typically, it sets up a window
class, creates a window, and then pumps messages. The WindowProc function handles
messages received by various windows owned by that application.

From an object-oriented point of view, the WinMain function and the WindowProc func-
tion each embody two separate objects. However, they do communicate with one
another. Also, each function is embodied with a particular Windows object. WinMain
is the embodiment of an HINSTANCE, and WindowProc is the embodiment of an HWND.

WinMain also has an “ownership/parent” role toward the HWND, so this relationship
extends to WindowProc.

And so, to get us started, we shall come up with two classes. One is called
CApplication, and it takes the same responsibility that a WinMain function does (as
well as embodying an HINSTANCE). The other is called CEventHandler, and it takes on
the purposes of a WindowProc function and embodies an HWND.
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The CApplication Design

We have stated already that CApplication has the duty of doing everything that a
WinMain typically does. We can further state that only one CApplication will exist in a
program, thus making it a singleton. It would be absurd to have more than one
CApplication object at a time. Perhaps we would think differently if we were doing
multithreaded programming, but that sort of thing is beyond the scope of this
small chapter.

So, then, what tasks do we rely on WinMain to do? The WinMain function shown earlier
in this chapter goes through the following steps:

1. Set up and register a window class.

2. Create a window.

3. Pump messages and wait for a quit message.
4. Terminate.

Of course, the application we are looking at is the simplest case. In reality, a WinMain
function does a little bit more than this. It also sets up any application-level
resources (setting up a window class and creating a window count as setting up
application resources), and when no messages are waiting in the message queue, it
will do something else for a little while during the idle state. Finally, it will free any
resources that the program may be using before termination. Therefore, we revise
what a CApplication must do:

1. Initialize application resources (register a window class, create a window, and
So on).

2. Check for a message.
3. If a quit message has occurred, go to step 6.

4. If a nonquit message has occurred, send it to the appropriate message han-
dler and then return to step 2.

5. If no message has occurred, do idle application activities and then return to
step 2.

6. Clean up any resources in use by this application.

7. Terminate.
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Now we can translate these steps into the beginnings of a class definition for
CApplication. We’ll return to it later, as we are not quite finished yet, but it does give
us a start.

class CApplication
{
private:
//CApplication is a singleton, and the sole instance will have its
pointer
//stored in a static member
static CApplication* s_pTheApplication;
//store the HINSTANCE
static HINSTANCE s_hInstance;
public:
//constructor
CApplication();
//destructor
virtual ~CApplication();
//retrieve the HINSTANCE
static HINSTANCE GetHINSTANCE();
//initialize application resources
virtual bool OnInit();
//id1ing behavior
virtual void OnlIdle();
//pre-termination activities(clean up resources)
virtual void OnTerminate();
//run the application through a static member
static int Execute(HINSTANCE hInstance,HINSTANCE hPrevInstance,
LPSTR TpCmdLine,int nShowCmd);
//retrieve the static application pointer
static CApplication* GetApplication();
s

Based on this class definition, you might have a few questions as to why I made a
particular member static or virtual. I'll do my best to answer them.

CApplication itself is not meant to be instantiated. Instead, whatever application you
write will be an instance of a child class of CApplication. For example, you might cre-
ate a child class called CMyApplication. After you have done so, you instantiate your
application in the global scope as follows:

CMyApplication TheApp;
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During the construction of the application, the static member s_pTheApplication will
be set to point to your application. Later, when CApplication::Execute() is called, it
will run your application. This is why the initialization, idling, and cleanup func-
tions are all virtual. They are meant to be overridden.

The CEventHandler Design

And now for CEventHandler, which encapsulates the functionality of a WindowProc and
embodies an HWND. Therefore, a CEventHandler has to do everything that a WindowProc
can do as well as anything that an HWND can do. This is indeed a tall order, and we
won’t completely fill it here. Instead, we will make CEventHandler do the most com-
mon tasks associated with a WindowProc and an HWND, and we’ll leave a way to extend
this behavior later in child classes of CEventHandler.

The key to CEventHandler is that a single instance is bound tightly to a particular HWND
and vice versa. On the CEventHandler side of things, this can easily be done by having
a class member that stores the applicable HWND. On the HWND side, we have to store a
pointer to the instance of the CEventHandler as the extra data with SetWindowLong,
which we will look at a little later on.

Since we don’t really want to duplicate the many functions that work with HWNDs as
part of the CEventHandler class (although there’s nothing to stop you from doing this
if you really want to), we will simply leave a way to access the HWND through the
CEventHandler instance, and then we’ll leave it up to the user of the CEventHandler
class to make use of the functions dealing with HWNDs.

And so, a good start on the design for CEventHandler might look like the following:

class CEventHandler
{

private:
//registered window class
static ATOM s_WndCls;
//associated window handle
HWND m_hWnd;

public:
//constructor
CEventHandler();
//destructor

~CEventHandler();
//conversion operator
operator HWND();
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//retrieve HWND

HWND GetHWND();

//set HWND

void SetHWND(HWND hWnd);

//event handling function

virtual bool HandleEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param);

//event filtering

virtual bool OnEvent(UINT uMsg,WPARAM wParam,LPARAM TParam);

//event handlers: mouse

virtual bool OnMouseMove(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnLButtonDown(int iX,int iY,bool bShift, bool bControl,
bool blLeft, bool bRight, bool bMiddle);

virtual bool OnLButtonUp(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnRButtonDown(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnRButtonUp(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

//event handlers: keyboard

virtual bool OnKeyDown(int iVirtKey);

virtual bool OnKeyUp(int iVirtKey);

virtual bool OnChar(TCHAR tchCode);

//event handlers: window creation and destruction

virtual bool OnCreate();

virtual bool OnDestroy();

//repaint

virtual bool OnPaint(HDC hdc,const PAINTSTRUCT* pPaintStruct);

//static member function for creating window class

static void CreateWindowClass();

//static member function for window procedure

static LRESULT CALLBACK WindowProc(HWND hWnd,UINT uMsg,WPARAM
wParam, LPARAM 1Param);

s

Now we’ve got something to start with anyway. Certainly, we will want to have more
event handlers in the finished class than the ones we currently have, but what we’ve
got is fine to begin with.

Notice that all of the event-handling functions begin with the letters “On” and are
virtual. (They are meant to be overridden.) Furthermore, they each return a bool.

TeamLRN



60 3. Building an Application Framework

If the event is processed properly, we need to have these functions return true. If
unhandled, the event handlers can return false.

Unfortunately, because of the way Windows works, we will need to create our event
handler before we create our window in order to properly bind the two of them
together.

We could always get around this by using a factory method in derived classes of
CEventHandler.

The CMessageHandler Design

Unfortunately, one part of the design is left out of the classes as we have designed
them thus far. CEventHandler instances, like windows, can have a parent/child rela-
tionship. A CEventHandler can have a CApplication as its parent as well. Currently,
there is no nice way to represent this in our code. Certainly, we could hack
together something that would work most of the time, but that isn’t very elegant.
So, let’s take a look at this new problem and see what we can come up with to solve
it. We need the following features:

e A CEventHandler must be able to be a child of either a CApplication or another
CEventHandler.

®* A CApplication is at the root of the parent/child relationship tree. It will
never have a parent but may have many children.

® A child must have some manner of notifying its parent when something is
happening that the parent should know about.

To me, this sounds an awful lot like a need for another class that will be the parent
class of both CApplication and CEventHandler. Since we only need to send messages
down the tree (that is, toward the root), we only need to store a particular object’s
parent.

Here’s what I’ve come up with for a CMessageHandler class:

class CMessageHandler

{

private:
//the parent of this message handler
CMessageHandler* m_pmhParent;

public:
//constructor
CMessageHandler(CMessageHandler* pmhParent);
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//destructor

virtual ~CMessageHandler();

//set/get parent

void SetMessageParent(CMessageHandler* pmhParent);

CMessageHandler* GetMessageParent();

//handles messages, or passes them down the tree

bool HandleMessage(int MessageID,int argc,void* argv[]);

//triggered when a message occurs

virtual bool OnMessage(int MessagelID, int argc, void* argv[])=0;
}s

Notice that CMessageHandler::0nMessage has the =0 after it, making this class a pure vir-
tual class. It cannot be instantiated, which is good, because it does nothing on its
own. Now, once we set CApplication and CEventHandler to use CMessageHandler as its
base class, we will also not implement their OnMessage functions, making them pure
virtual classes as well. They aren’t particularly useful on their own either.

For now, let’s take a quick look at how CApplication and CEventHandler were changed
by the addition of the CMessageHandler class as the parent class. First, here’s
CApplication (which really didn’t change all that much):

class CApplication: public CMessageHandler
{
private:
//CApplication is a singleton, and the sole instance will have its
pointer
//stored in a static member
static CApplication* s_pTheApplication;
//store the HINSTANCE
static HINSTANCE s_hInstance;
public:
//constructor
CApplication();
//destructor
virtual ~CApplication();
//retrieve the HINSTANCE
static HINSTANCE GetHINSTANCE();
//initialize application resources
virtual bool OnInit()=0;
//id1ing behavior
virtual void OnIdle()=0;
//pre-termination activities(clean up resources)
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virtual void OnTerminate()=0;
//run the application through a static member
static int Execute(HINSTANCE hInstance,HINSTANCE hPrevInstance,LPSTR

TpCmdLine,int nShowCmd);

s

//retrieve the static application pointer
static CApplication* GetApplication();

For the most part, CApplication’s definition remains unchanged. The first line is
modified to represent CMessageHandler’s role as a parent class. The other changes
concern the modification of 0nInit, OnIdle, and OnTerminate. I made them into pure
virtual functions. Since OnMessage from CMessageHandler already makes this class a
pure virtual class, requiring that the user implement these three functions doesn’t
really hurt anything.

As for CEventHandler, here’s what it looks like now:

class CEventHandler: public CMessageHandler

{

private:

public:

//registered window class
static ATOM s_WndCls;
//associated window handle
HWND m_hWnd;

//constructor

CEventHandler(CMessageHandler* pmhParent);

//destructor

~CEventHandler();

//conversion operator

operator HWND();

//retrieve HWND

HWND GetHWND();

//set HWND

void SetHWND(HWND hWnd);

//event handling function

virtual bool HandleEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param);
//event filtering

virtual bool OnEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param);
//event handlers: mouse

virtual bool OnMouseMove(int iX,int iY,bool bShift, bool bControl,

bool bLeft, bool bRight, bool bMiddle);
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virtual bool OnLButtonDown(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnLButtonUp(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnRButtonDown(int iX,int iY,bool bShift, bool bControl,
bool bLeft, bool bRight, bool bMiddle);

virtual bool OnRButtonUp(int iX,int iY,bool bShift, bool bControl,
bool blLeft, bool bRight, bool bMiddle);

//event handlers: keyboard

virtual bool OnKeyDown(int iVirtKey);

virtual bool OnKeyUp(int iVirtKey);

virtual bool OnChar(TCHAR tchCode);

//event handlers: window creation and destruction

virtual bool OnCreate();

virtual bool OnDestroy();

//repaint

virtual bool OnPaint(HDC hdc,const PAINTSTRUCT* pPaintStruct);

//static member function for creating window class

static void CreateWindowClass();

//static member function for window procedure

static LRESULT CALLBACK WindowProc(HWND hWnd,UINT uMsg,WPARAM
wParam, LPARAM 1Param);

s

In CEventHandler, not only did the first line of the declaration change but also

the constructor. Now, because of polymorphism, you can pass a pointer to a
CApplication (or any derived class) or to a CEventHandler (or any derived class) as the
parent to the CEventHandler’s constructor, and it will set that object as the new
object’s parent.

Implementation of a Simple
Application Framework

There is certainly more we could design for this application framework, but this is
meant to be a quick example to give you ideas, not an exhaustive treatise on appli-
cation frameworks. Therefore, we’ll call the three core classes “good enough” and
implement them.
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Implementation of
CMessageHandler

We’ll start with the base class, CMessageHandler. This is a rather elementary class. It
essentially only stores a single CMessageHandler pointer as a parent. Table 3.1 shows
the more simplistic member function implementations:

Table 3.1 CMessageHandler Member Functions

Function Implementation
CMessageHandler(pmhParent) {SetMessageParemt (pmhParent);}
~CMessageHandler() {}

SetMessageParent(pmhParent) {m_pmhParent=pmhParent;}
GetMessageParent() {return(m_pmhParent);}

As you can see, Table 3.1 only shows you some rather standard getter and setter
functions, and those are no big deal. The only function I had to be careful with was
HandleMessage

//handles messages, or passes them down the tree
bool CMessageHandler::HandleMessage(int MessagelID,int argc,void* argv[])
{
//attempt to handle message
if(OnMessage(MessagelD,argc,argv))
{
//message has been handled, return true
return(true);

else

//message has not been handled
//Took for a parent to pass the message to...
if(GetMessageParent())
{
//found a parent
//Tet parent handle message
return(GetMessageParent()-
>HandleMessage(MessagelD,argc,argv));
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//did not find a parent

//failed to handle message, return
false

return(false);

}

When a message handler (or any derived class) receives a message, we have to do a
number of different things to get that message handled. First, we must try to han-
dle the message ourselves. If we fail to handle the message on our own, we must try
to pass it along to the parent message handler, if one exists. If no parent exists, the
message remains unhandled. If a parent does exist, we pass it along to the parent.

The parameters for HandleMessage are structured so that there is a unique ID for the
message (MessageID) and then a variable number of void* parameters. There is no
way of knowing how many parameters we might need in the future, so we don’t
want to shoot ourselves in the foot.

Implementation of CApplication

CApplication, like CMessageHandler, is a simply implemented class. All of the data for
this class is static. The only reason why not every member function of CApplication is
static is because, to customize what an application does, we need to make use of vir-
tual functions and polymorphism.

Of the CApplication member functions, Onlnit, Onldle, and OnTerminate are virtual, so
we defer implementation until a derived class.

The static member functions, GetHINSTANCE and GetApplication, return our static
members. They are simple enough that I shouldn’t have to actually show them here
in print.

That leaves us with the constructor, the destructor, and the static member function
Execute. The destructor does absolutely nothing, so we can ignore it.

First, here’s the constructor:

//constructor
CApplication::CApplication():
CMessageHandler(NULL)//initialize message handler parent class
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//check for an instance of CApplication already existing
if(s_pTheApplication)
{
//instance of CApplication already exists, so termi-
nate
exit(l);

//set application pointer
s_pTheApplication=this;
}

Since a CApplication-derived object is meant to be declared in the global scope and
furthermore is meant to be a singleton, the constructor for CApplication is con-
cerned with two things. First, it makes certain that the static application pointer has
not already been written to. (This static member starts with a value of NULL.) If an
application has already been created, it causes the program to exit abruptly. Ideally,
you should make some sort of alert system to make this easier to debug.

Second, if nothing has set the application pointer yet, the current application
being initialized becomes the new value. This pointer is used later by Execute to
make everything happen.

//run the application through a static member
int CApplication::Execute(HINSTANCE hInstance,HINSTANCE hPrevInstance,
LPSTR TpCmdLine,int nShowCmd)

//set instance handle
s_hInstance=GetModuleHandle(NULL);
//check for application instance
if(!GetApplication())
{
//no application instance, exit
return(0);
1
//attempt to initialize application
if(GetApplication()->0OnInit())
{
//application initialized
//quit flag
bool bQuit=false;
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//message structure

MSG msg;

//until quit flag is set

while(!bQuit)

{
//check for a message
if(PeekMessage(&msg,NULL,0,0,PM_REMOVE))

{
//a message has occurred
//check for a quit
if(msg.message==WM_QUIT)
{
//quit message
bQuit=true;
}
else
{
//non quit
message
//translate
and dispatch
TranslateMessage(&msg);
DispatchMessage(&msg);
}
}
else
{
//application is idling
GetApplication()->OnIdle();
}

//terminate application
GetApplication()->OnTerminate();
//return

return(msg.wParam);

else
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//application did not initialize
return(0);

}

CApplication::Execute looks very much like what a standard WinMain function looks
like, minus window class creation and window creation. This function uses the static
member function GetApplication to get a hold on whatever instance of a CApplication-
derived class is the running application. Execute is also responsible for setting the sta-
tic HINSTANCE member. Other than that, this function initializes the application, goes
through a message pump (letting the application idle whenever no message is in the
queue), and finally terminates once a quit message has been processed.

Our actual WinMain function (yes, despite our hard work, there still must be a
WinMain) also is part of the CApplication implementation. Quite simply, here it is:

//winmain function
int WINAPI WinMain(HINSTANCE hInstance,HINSTANCE hPrevInstance,LPSTR 1pCmdLine,
int nShowCmd)

//execute the application
return(CApplication::Execute(hInstance,hPrevInstance,1pCmdLine,nShowCmd));
}

And behold! The mystically magical one-
line WinMain! Everything is handled inside of NOTE

CApplication::Execute anyway. Just an FYI here: In case you were
curious, this is exactly the same

mechanism that MFC uses to get

lmplementing rid of WinMain. Our CApplication
EEventHandler class is the equivalent of CWinApp.

CEventHandler is by far the most complicated
class of the three, but even so, it is not particu-

larly difficult to implement. Most of the functions (specifically those whose names
begin with “On”) are simply stubs and do nothing but return a value. Other func-
tions include the HWND getter and setter, which are no-brainers. The functions that

we really need to examine are HandleEvent, CreateWindowClass, WindowProc, and Create.

We’ll start with CreateWindowClass. This is a static member function that sets up the
window class to be used for all windows created for use with CEventHandler derived
objects.
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//static member function for creating window class
void CEventHandler::CreateWindowClass()
{
//check for the atom
if(!ls_WndCls)
{
//set up window class
WNDCLASSEX wcx;
wcx.cbClsExtra=0;
wcx.chSize=sizeof (WNDCLASSEX);
wcx.cbWndExtra=0;
wcx.hbrBackground=NULL;
wex.hCursor=NULL;
wcx.hIcon=NULL;
wcx.hIconSm=NULL;
wcx.hInstance=GetModuleHandle(NULL);
wcx. 1pfnWndProc=CEventHandler: :WindowProc;
wex. TpszClassName="LAVALAMPSARECOOL";
wcx. TpszMenuName=NULL;
wex.style=CS_DBLCLKS|CS_HREDRAW|CS_VREDRAW|CS_OWNDC;

//register the class
s_WndC1s=RegisterClassEx(&wcx);

}

This function checks to see whether the static window class member (s_WndC1s) is
NULL (the initial value). If it is, it will create a rather generic window class. Please
don’t laugh at the name I picked for it. After CreateWindowClass is called one time,
the window class is registered already and so the function henceforth does nothing
at all. This is a handy feature considering that each time CEventHandler::Create is
called, this function gets called, as you can see here:

//create a window and associate it with a pre-existing CEventHandler

HWND CEventHandler::Create(CEventHandler* pehHandler,DWORD dwExStyle,LPCTSTR
TpWindowName,DWORD dwStyle,int x,int y,int nWidth,int nHeight,HWND
hWndParent,HMENU hMenu)

//create the window class
CreateWindowClass();
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//create and return the window
return(CreateWindowEx(dwExStyle, (LPCTSTR)s_WndCls,TpWindowName,dwStyle,x,y,nWidth,
nHeight,hWndParent,hMenu, GetModuTleHandle(NULL),pehHandler));
}

This function is the only function you should use to create CEventHandler-associated
windows. It has most of the parameters of CreatelWindowEx, with the exception of the
class name and the HINSTANCE. An additional parameter is a pointer to a
CEventHandler with which to associate the window.

To see how an HWND and a CEventHandler are associated with one another, we need to
take a look at CEventHandler: :WindowProc

//static member function for window procedure
LRESULT CALLBACK CEventHandler::WindowProc(HWND hWnd,UINT uMsg,WPARAM wParam,
LPARAM T1Param)

//check for WM_NCCREATE

if(uMsg==WM_NCCREATE)

{
//attach window to event handler and vice versa
//grab creation data
LPCREATESTRUCT 1pcs=(LPCREATESTRUCT)1Param;
//grab event handler pointer
CEventHandler* peh=(CEventHandler*)Ipcs->IpCreateParams;
//associate event handler with window
peh->SetHWND(hWnd) ;
//associate window with event handler
SetWindowLong(hWnd,GWL_USERDATA, (LONG)peh);

}

//1o0k up event handler

CEventHandler* peh=(CEventHandler*)GetWindowlLong(hWnd, GWL_USERDATA);

//check for a NULL event handler

if(!lpeh)

{
//use default window procedure
return(DefWindowProc(hWnd,uMsg,wParam,1Param));

}

//check for event filter

if(peh->0nEvent(uMsg,wParam,1Param))

TeamLRN



Simple Application Framework 71

//event filtered
return(0);

else

//event not filtered
//attempt to handle event
if(peh->HandleEvent(uMsg,wParam,1Param))
{
//event handled
return(0);

else

//event not handled
//default processing

return(DefWindowProc(hWnd,uMsg,wParam,1Param));
}

}

There are really two parts to this function. One is when WM_NCCREATE occurs. (This
message is sent to the window procedure during the call to CreateWindowEx.) This is
where the CEventHandler and HWND become tied to one another. The CEventHandler
has its HWND set to the window in question, and the HWND gets a pointer to the
CEventHandler placed into its user data with a call to SetWindowLong.

If any other message besides WM_NCCREATE occurs, the function pulls out the
CEventHandler pointer, checks that it is non-null (it can happen), and then tries to
have the CEventHandler object handle the message. First, it sends it to the OnEvent fil-
ter; failing that, it goes to the HandleEvent function. If the event is still not handled,
it defaults to DefWindowProc.

Finally, an event is dispatched to the appropriate handler by
CEventHandler::HandTeEvent.

//event handling function
bool CEventHandler::HandleEvent(UINT uMsg,WPARAM wParam, LPARAM 1Param)

{
//what message was received?
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switch(uMsg)
{
case WM_MOUSEMOVE://mouse movement
{
//grab x and y
int x=LOWORD(1Param);
int y=HIWORD(1Param);
//grab button states
bool blLeft=((wParamd8MK_LBUTTON)>0);
bool bRight=((wParam&MK_RBUTTON)>0);
bool bMiddle=((wParam&MK_MBUTTON)>0);
//grab shift state
bool bShift=((wParam&MK_SHIFT)>0);
bool bCtrl=((wParam&MK_CONTROL)>0);
//send to event handling function
return(OnMouseMove(x,y,bShift,bCtrl,bLeft,bRight,bMiddle));
}break;
case WM_LBUTTONDOWN://1eft mouse button press
{
//grab x and y
int x=LOWORD(1Param);
int y=HIWORD(1Param);
//grab button states
bool bLeft=((wParam&MK_LBUTTON)>0);
bool bRight=((wParam&MK_RBUTTON)>0);
bool bMiddle=((wParam&MK_MBUTTON)>0);
//grab shift state
bool bShift=((wParam&MK_SHIFT)>0);
bool bCtri=((wParam&MK_CONTROL)>0);
//send to event handling function
return(OnLButtonDown(x,y,bShift,bCtrl,bLeft,bRight,bMiddTe));
}break;
case WM_LBUTTONUP://1eft mouse button release
{
//grab x and y
int x=LOWORD(1Param);
int y=HIWORD(1Param);
//grab button states
bool blLeft=((wParam&MK_LBUTTON)>0);
bool bRight=((wParam&MK_RBUTTON)>0);
bool bMiddle=((wParam&MK_MBUTTON)>0);
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//grab shift state
bool bShift=((wParam&MK_SHIFT)>0);
bool bCtri=((wParam&8MK_CONTROL)>0);
//send to event handling function
return(OnLButtonUp(x,y,bShift,bCtrl,bLeft,bRight,bMiddTe));
}break;
case WM_RBUTTONDOWN://right mouse button press
{
//grab x and y
int x=LOWORD(1Param);
int y=HIWORD(1Param);
//grab button states
bool blLeft=((wParam&MK_LBUTTON)>0);
bool bRight=((wParam&MK_RBUTTON)>0);
bool bMiddle=((wParam&MK_MBUTTON)>0);
//grab shift state
bool bShift=((wParam&MK_SHIFT)>0);
bool bCtrl=((wParam&MK_CONTROL)>0);
//send to event handling function
return(OnRButtonDown(x,y,bShift,bCtrl,bLeft,bRight,bMiddle));
}break;
case WM_RBUTTONUP://right mouse button release
{
//grab x and y
int x=LOWORD(1Param);
int y=HIWORD(1Param);
//grab button states
bool blLeft=((wParamdMK_LBUTTON)>0);
bool bRight=((wParam&MK_RBUTTON)>0);
bool bMiddle=((wParam&MK_MBUTTON)>0);
//grab shift state
bool bShift=((wParam&MK_SHIFT)>0);
bool bCtrl=((wParam&MK_CONTROL)>0);
//send to event handling function
return(OnRButtonUp(x,y,bShift,bCtrl,bLeft,bRight,bMiddle));
}break;
case WM_KEYDOWN://key press
{
//send to event handler
return(OnKeyDown(wParam));
}break;
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case WM_KEYUP://key release
{
//send to event handler
return(OnKeyUp(wParam));
tbreak;
case WM_CHAR://character generated
{
//send to event handler
return(OnChar(wParam));
}break;
case WM_CREATE://window created
{
return(OnCreate());
}break;
case WM_DESTROY://window destroyed
{
return(OnDestroy());
}break;
case WM_PAINT://repaint
{
//begin painting
PAINTSTRUCT ps;
HDC hdc=BeginPaint(GetHWND(),&ps);

//call handler
OnPaint(hdc,&ps);

//end painting
EndPaint (GetHWND(),&ps);
return(true);
tbreak;
default://any other message
{
//not handled
return(false);
}break;

}

This function operates just like a WindowProc without actually being one. It is missing
the HWND parameter, but that is easily retrieved with a call to GetHWND, as shown in the
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WM_PAINT handler. This function not only checks to see what event occurred, it also
removes the applicable data from wParam and 1Param before sending it off to the indi-
vidual event-handling function. At the CEventHandler level, all of the event-handling
functions, like OnMouseMove and OnKeyDown, just return false so that default processing
can occur. The exception to this rule is OnPaint, which returns true even though it
doesn’t matter what it returns. All WM_PAINT messages are minimally handled.

In a derived class, you could add new events to handle and simply call
CEventHandler::HandleEvent in the default block of the switch statement. See? It’s
extensible.

A Sample Program

The following sample program can be found on the accompanying CD-ROM. It is
entitled appframe2.

As they currently exist, CMessageHandler, CApplication, and CEventHandler are useless
because they are all pure virtual classes and cannot be instantiated. To make use of
them, we need to derive some classes that implement the pure virtual functions. At a
bare minimum, we need a derived class of CApplication and a derived class of CEvent-
Handler. For this test case, I have created CTestApplication and CTestEventHandler.

The Design of CTestApplication

In our sample program, we simply want to create a window. Just so that this window
responds to some sort of input, when the Esc key is pressed, we want the window to
close and the application to terminate.

The only things we need to add to CTestApplication are a constructor and destructor
(neither of which have to do anything in particular) and functions that implement
OnMessage, OnInit, OnIdle, and OnTerminate. So, the definition for CTestApplication
should look something like this:

class CTestApplication : public CApplication
{

private:
//main event handler
CTestEventHandler* m_pehMain;
public:
//constructor
CTestApplication();
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//destructor
virtual ~CTestApplication();
//implement pure virtual functions(message handler)
bool OnMessage(int MessagelD,int argc,void* argv[]);
//implement pure virtual functions(application)
bool OnInit();
void OnIdle();
void OnTerminate();
s

Our window will be controlled through a CTestEventHandler object, and even though
we haven’t yet designed that class, we know we will eventually need to store a
pointer to it. Since we aren’t making use of the message-handling functionality
inherent in CMessagehandler, we know that the OnMessage function will basically do
nothing except return a value. Similarly, since there is no idling activity for this
application, 0nIdle will wind up simply a stub function. So, really, only OnInit and
OnTerminate need to have anything in them.

The Design of [TestEventHandler

Now this is some cool stuff. With CTestEventHandler, we only have to have a few mem-
ber functions overridden. We first need a constructor, which will create the window
and associate the window with the object being created. We also have to implement
the OnMessage function from CMessageHandler, even though it will do nothing.

Other than that, we need only concern ourselves with the events we will be process-
ing, namely OnKeyDown (to check for an Esc keypress) and OnDestroy (to post a quit
message).

class CTestEventHandler : public CEventHandler

{

public:
//constructor
CTestEventHandler(CMessageHandler* pmhParent);
//destructor

virtual ~CTestEventHandler();

//implement message handling function

bool OnMessage(int MessagelID,int argc,void* argv[]);
//override key press handler

bool OnKeyDown(int iVirtKey);

//override destroy window handler

bool OnDestroy();
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s

This definition is a whole lot shorter than CEventHandler. Most of our events can
undergo default processing, which is already handled by the CEventHandler imple-
mentation of the events. (This is why the individual event handlers are not pure vir-
tual functions.) We only need to override the handlers that we actually need to deal
with.

The Implementation of
L TestApplication

The implementation for CTestApplication is so short that I can put the entire code
here:

finclude "TestApplication.h"
//constructor
CTestApplication::CTestApplication()
{
}
//destructor
CTestApplication::~CTestApplication()
{
}
//implement pure virtual functions(message handler)
bool CTestApplication::0nMessage(int MessagelD,int argc,void* argv[])
{
//simply return false
return(false);
}
//implement pure virtual functions(application)
bool CTestApplication::0nInit()
{
//create new event handler
m_pehMain= new CTestEventHandler(this);
//return true
return(true);
}
void CTestApplication::0nIdle()
{
//do nothing
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void CTestApplication::0OnTerminate()

{
//destroy event handler
delete m_pehMain;

}

//global application

CTestApplication TheApp;

There are only three items to which you should pay particular attention. First, dur-
ing CTestApplication::0nInit, a CTestEventHandler is created and then the function
returns true, allowing CApplication::Execute to continue with the application.
Second, CTestApplication::0OnTerminate destroys the CTestEventHandler (since it was
dynamically created in OnInit). Third, after the implementation of CTestApplication,
a single variable of type CTestApplication is created called TheApp. The actual name of
this variable is unimportant, but this declaration causes the entire framework to do
its job.

The Implementation of
L TestEventHandler

The implementation of CTestEventHandler is only a few lines longer than the imple-
mentation of CTestApplication.

ftinclude "TestEventHandler.h"

//constructor

CTestEventHandler::CTestEventHandler(CMessageHandler* pmhParent):
CEventHandler(pmhParent)//initialize parent class

{
//create a window
CEventHandler::Create(this,0,"Test
Application" ,WS_VISIBLE|WS_CAPTION|WS_SYSMENU|WS_BORDER,0,0,320,240,NULL,NULL)
}
//destructor
CTestEventHandler::~CTestEventHandler()
{
}

//implement message handling function
bool CTestEventHandler::0nMessage(int MessagelD,int argc,void* argv[])

{
//by default, return false
return(false);
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}

//override key press handler

bool CTestEventHandler::0nKeyDown(int iVirtKey)
{

//check for escape key
if(iVirtKey==VK_ESCAPE)
{
//destroy the window
DestroyWindow(GetHWND());
//handled
return(true);
}
//not handled
return(false);
}
//override destroy window handler
bool CTestEventHandler::0nDestroy()
{
//post a quit message
PostQuitMessage(0);
//handTled
return(true);
}

Essentially, the destructor and 0OnMessage functions can be ignored because they do
nothing in particular. Notable functions include the constructor (which creates a
window to associate with the event-handler object) and the handlers for OnkeyDown
and OnDestroy. In the case of OnKeyDown, it simply checks for an escape key. If it detects
one, it destroys the window (which causes OnDestroy to be called). Finally, OnDestroy
posts a quit message to the event queue, which allows CApplication::Execute to get out
of the event loop and terminate.

How Do We Benefit?

Now, if you are like me, you would have gone into the sample program, counted
the lines in CTestApplication.h/cpp and CTestEventHandler.h/cpp, and seen that there
are way more than double the lines of code compared to the beginning of the
chapter. You would have scoffed and told me where to go for suggesting that by
doubling the number of lines you are somehow working less.
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But I never promised there would be fewer lines of code. I simply stated that you
could get work done much faster if the core code that existed in all applications
did not have to be rewritten each time.

The code for CMessageHandler, CEventHandler, and CApplication will never, ever need to
be modified. You can derive classes from them all day long, and they’ll serve you
well. In addition, they have organized the core of your application rather well.
Event handlers no longer require that you go into a gigantic switch, monkey
around with a case here and there, and manipulate the wParam and 1Param values to
get the information you need. Certainly, the implementation of CEventHandler that I
showed here could stand to have many more of the window message constants han-
dled, but it’s a decent start, and you could put in handlers for those other mes-
sages. Most importantly, you only have to implement that case one time and then
use it ever after.

Right now, if I were to give you an assignment to take these core classes and build a
small doodling application that draws white on a black background when the left
mouse button is pressed, you could quickly throw it together with a derived class of
CApplication and CEventHandler. You’d simply have to override OnPaint, OnMouseMove,
and perhaps OnLButtonDown and OnlLButtonUp.

Summary

Although this chapter gives you a decent application framework (albeit a very sim-
ple one), it is not intended to tell you how you should organize your code, nor is
this framework necessarily the best framework to use in all cases. What you should
get out of this chapter is ideas on how to build your own framework. Likely, many
of the ideas you’ve seen here are ones you will want to follow. The framework I pre-
sented here is a simplified version of the framework I use in my “real” code. There
is much, much more you can do with it to make it a nice, robust framework—
usable for just about anything you need.
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Introduction

A couple of years back, I was working on a value title (its name is not important). I
started the day before the due date (never a good sign), and one of the items I was
tasked with was to maintain the custom wuser interface (UI) system.

To give a small amount of background on exactly how it had to work, this game ran
under Windows and used DirectX. (The graphics were run through DirectDraw.)
The input was all gained through Directlnput. All of the drawing was done through
the game’s graphics “engine.” The controls—including window frames, buttons,
text, and so on—were all resources loaded into the game, and a simple function
call would add whatever graphic was needed to the queue, which would be updated
each frame.

As I was looking through the code for the Ul system, my heart began to sink. This
game had originally been written in C and then moved into C++ by taking groups
of functions and putting a class around them. Each user interface element (win-
dow, button, text box, check box, horizontal scroll bar) was hard-coded as far as
how it worked, and each window simply had an array (an array!) of 10 of each of
the UI controls.

To make things worse, all of the input from a Ul window and its controls was han-
dled through a single function. That’s right, a single function for all the different
types of windows that could be called up in the game.

Now, I have been an object-oriented programmer for some time, and looking at
the state of this user interface system just made me feel how wrongly designed it
was. Obviously, not a whole lot of thought was put into it by the programmer who
had worked on it before me. (That programmer had been fired, which was why I
now had the task of working with it.)

To me, it seemed as though a Ul system is a natural thing to which to apply object-
oriented techniques. There is a master Ul control (representing the entire screen),
and each window would be a child of that master control. Buttons, text boxes, check
boxes, and other widgets would be child controls of the windows, ad nauseam.

Essentially, this required that I rewrite the entire Ul system (while at the same time
not breaking the code, which worked even though it was kludgey). I learned a lot
in the process. Most notably, I learned what not to do when making a Ul system. In
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this chapter I hope to pass on the lessons I learned while working on that project
so that you can avoid the same pains.

The Role of UI

Many game developers seem to think that a user interface is a trivial piece of the
game and that as long as they can cobble together something really quick to do the
job, they are done. This has caused the downfall of many games (especially in the
value market). A klunky interface has caused many players to simply stop playing
because they had to wrestle with the game to do what they wanted to get done.

Let’s think about this logically for a moment. A computer game or console game is
a piece of interactive entertainment. The key word here is “interactive.” If we just
wanted entertainment, we’d go out and rent a DVD, right?

To be interactive, a game has to respond to the player, the player then responds to
the game, and so on. Without this interactivity, it’s not a game.

Now, how can the game respond to the player? The player must, naturally, have some
manner of communicating with the game. This takes the form of some sort of input
device: a keyboard, a mouse, a gamepad, or any number of other input devices.

Another aspect of this is giving feedback to the player and letting him know that he
has accomplished something or that he has failed to do something. Both positive
and negative reinforcement will help the player gain better control over what he is
doing in the game.

An example of this sort of feedback is just moving the mouse around. As the player
moves the mouse, the cursor moves proportionally to how far the mouse has moved.
Since we all use computers so much these days, it’s easy to forget just how important
that type of feedback is. We communicate with the computer by moving the mouse,
and the computer responds by moving the cursor. Communication goes two ways.

Furthermore, there is other feedback that should be present. If the primary con-
trolling device for the game is the mouse, then when the mouse is over something
with which the player can interact, there should be some sort of feedback to show
him that. Perhaps the text on a button changes its color or a red outline appears
around an object in the game, indicating that if the player clicks on that object
something will happen.

So, a user interface is not just buttons and windows and little icons. It is the com-
munication pipeline between the player and the game, and vice versa. It should be
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obvious to anyone that making a Ul system is anything but trivial. Instead, it is per-
haps the most important aspect of your game. Sure, those Bézier surfaces are neat,
your particle effects are spectacular, and the rendering of your 3-D world is breath-
taking. But if you trivialized your Ul system, you might as well just quit and go into
film school.

Ul Design Considerations

A good user interface system, despite all I have said so far, is not all that hard to
design and implement. No, I am not contradicting myself here. A Ul system is still
a nontrivial piece of work, but like all other programming tasks, it is a problem-
solving endeavor. If you just put a little effort into solving the problem and think
about things in an organized manner rather than just throwing something
together, you’ll do just fine.

In the remainder of this chapter, we will be concentrating on performing the “nor-
mal” tasks of a Ul—namely, things like windows, buttons, text boxes, and the like.
Collectively, I refer to these things as “UI widgets” and, more often than not, simply
“widgets.”

I am making a separation here between interacting with these widgets and interact-
ing with the game itself. When a window pops up on the screen and the user inter-
acts with it instead of what is going on in the game itself, the Ul preempts input
from the game. That means that if user input is going to the UI system, it should
not be filtering into the game afterward. With some widgets (like a full-screen status
window), this might require that you pause what is going on in the game while the
user fidgets with the Ul Other times this is not the case, and gameplay progresses
even as the user plays with the UI (like in a real-time strategy game, when you are
giving commands to a unit by pressing buttons off to the side of the screen).

The Widget Tree

Such a Ul system is also hierarchical in nature. One widget will contain any num-
ber of other widgets, like a window that contains buttons to press. An individual
button widget may not contain any other widgets at all. Also, there must be a single
master widget that acts as the root of the tree from which all other widgets grow.
The master widget (or, if you prefer, the “widget king”), doesn’t really do anything
on its own. It simply keeps the Ul system together. Consider Figure 4.1.
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A Figure 4.1
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In Figure 4.1, A represents the entire screen, or the master widget. B and F repre-
sent “window” widgets. C, D, and G through L represent “button” widgets, and E
represents a “label” widget containing textual information or perhaps a picture of
something.

Just from looking at it, it is reasonably obvious that B and F are both “contained” by
A; that C, D, and E are “contained” by B; and that G through L are “contained” by
F. The relationship is shown in tree form in Figure 4.2.

A Figure 4.2

/\ A tree view of the Ul

/T\ /FN -
C D E G H | J K L

This sort of relationship is best represented as a parent/child relationship. A would
then be the parent of B and F, and so on. In a hierarchy like this, it is paramount
that any particular widget in the tree must be able to communicate with both its
parent as well as its children, so there will need to be some mechanism in place to
keep track of both of these things, and here is why.
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The Ul tree is used for two tasks. One task is to display whatever graphics are asso-
ciated with the various widgets currently in existence. The other task is to trap user
input to any of the widgets in the tree.

Z Ordering

Now we get into the concept of Z order. Certain widgets will be “closer” to the user
than other widgets. Widget A, the master widget, is the farthest back and remains
so at all times. All of its children are “in front” of it, just as all of their children are
“in front” of them. Most of the time, this is not a problem. However, if two children
of the same widget overlap on the screen, the one that is drawn last will appear to
be “in front” of the one that was drawn first.

Why is this important? Because if the user interacts with a widget, he expects that
the widget “closest” to him is the one with which he is interacting, even if two wid-
gets overlap. Therefore, you have to be careful in how you handle input and how
you handle displaying the widgets.

When updating the Ul system on the display, you start at the root (the master wid-
get) and follow this procedure:

1. Redraw the widget’s background onto its own bitmap.
2. Redraw all child widgets in order from the first created to the last created.
3. Display the widget on its parent’s bitmap.

It is important here that each widget get its own drawing area. Certainly, this can be
done in other ways, but this is the way I have chosen for this chapter. I'm not saying
that it is the one true way. You might instead just want child widgets to draw directly
to the screen. The order remains the same.

When sending input to the Ul system, the process is reversed, as follows:

1. Check all child widgets in order from the last created to the first created to
see if input has been intercepted.

2. Check this widget for input interception.

To simplify these concepts, you will want to draw your widgets from back (farthest
from user) to front (nearest to user) but check for input from front to back.

Notification

Another common task for a widget is to notify its parent that some event has
occurred. You might have a window widget that contains two button widgets, one
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that says OK and one that says Cancel. The button widgets only have information
pertaining to what they need to do. They know what text to display, and they typi-
cally will have an ID number of some sort. (For the sake of discussion, the OK but-
ton has an ID of 1, and the Cancel button has an ID of 2.) The buttons don’t have
a clue about what happens when they are clicked; they only know how to recognize
when this occurs. When one of them is clicked, it notifies its parent, indicating
what its button ID is. It is then up to the window to make sense of that information
and pass down a new message to its own parent, indicating which button was
pressed. This sort of thing typically filters down to the master widget, which com-
municates to the application that a particular command has been given through
the Ul system, and the application responds to that command.

Appearance

Now we get to what a particular widget might look like. Of course, each type of wid-
get will look different from another type of widget. After all, a text box looks differ-
ent than a button, which looks different than a check box, and so on. Basically what
we are looking for here is how the appearance of a widget is similar to all other wid-
gets. We get down to this basic level of sameness and put that into our design.

A widget, while theoretically it can have any shape and size, is probably most easily
implemented as consisting of a rectangular area. Computers that make use of
raster displays are well suited to rectangles rather than shapes like ovals or poly-
gons. Plus, if we really feel a need to do so, we can still use a bounding rectangle
and only draw to portions of the image that are the actual shape of the image, so
we can have ovals and polygons if we really want.

The rectangular areas have a couple of aspects. First, a widget will have a position.
This position will be in relation to its parent. Since it is convenient to do so, the
position will record the upper-left corner of the rectangle. The other aspect is size,
which we will store as the width and height of the widget.

Focus

Human beings and computers, although they can perform many tasks, can only
perform one task at a time. When you are running applications on your computer,
such as a spreadsheet, a word processor, a game, and a calculator, certainly all of
these things are running on the computer at the same time, but you are only going
to use one of them at a time and switch between them. You are “focused” on a sin-
gle task, even though you are switching back and forth between tasks.
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A similar concept applies to a user interface and the widgets that make it up. If
there are two window widgets, you will only interact with one of them at a time. If
you are typing information into a text box, only that text box should receive key-
board input, and all other widgets that might take keyboard input should be cir-
cumvented. This is the concept of input focus and/or input capture.

When you move the mouse over a button and press the left mouse button, the but-
ton will be the only widget to receive mouse input until you have released the left
mouse button. If you release the left button while still inside of the widget, what-
ever action was to take place after clicking the button should occur. If you move
the mouse outside of the widget, the action is canceled.

Most of the time, the idea of focus can be handled by the Z order of widgets. The
widget at the top of the tree will receive input before other controls. Under certain
circumstances, however, you need to override this behavior by having a particular
widget “capture” input from one of the input devices, like for a text box or for a
button when you press the left mouse button.

Widget Members

Now that we have really taken a look at the needs of a UI hierarchy, we can start to
solidify it into a class definition. I like to start with what kind of data is abstracted
(that is, members) and then work out what kinds of operations (that is, member
functions) are required for everything to work properly.

From the previous discussion, we can determine that, at a bare minimum, the fol-
lowing pieces of information are needed if we want to take care of all of the design
considerations:

1. A pointer to the widget’s parent
2. An ordered container for all of the widget’s children

3. A bitmap buffer/drawing context onto which the widget will be drawn and
from which the widget can be drawn onto other widgets or the screen

4. The position and size of the widget
5. Static pointers to the widgets that currently have keyboard or mouse focus

Further, we must have a way, within this set of data, to determine the difference
between the master widget and all other widgets. For our purposes, we can simply
say that the master widget has a NULL parent, but we shall also provide a static
pointer to the master widget.
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So, if we were calling our class CWidget, this is one way to represent each of the data
items:

class CWidget

{
CWidget* m_pParentWidget; //pointer to parent widget
std::Tist<CWidget*> m_lstChildWidgets; //1ist of child widgets
HDC m_hDC; //drawing context handle
HBITMAP m_hbmWidget; //bitmap data for the widget's appearance
HBITMAP m_hbm01d; //required for storing the old bitmap from a memory

DC

RECT m_rcBounds; //size and position of the widget

static CWidget* s_pKeyboardFocus; //keyboard focus widget

static CWidget* s_pMouseFocus; //mouse focus widget

static CWidget* s_pMasterWidget; //main widget

static std::1ist<CWidget*> s_lstDeletelist; //1ist of widgets to
delete

static std::Tist<CWidget*> s_lstMovelist; //1ist of widgets to move in
the z order
static CWidget* s_pMouseHover; //pointer to the widget over which the
mouse is hovering
static HWND s_hWnd; //window with which the master widget communicates
s

There are a few static members—namely s_lstDeletelist, s_IstMovelist,
s_pMouseHover, and s_hWnd—that I did not discuss as a part of the design considera-
tion. These are necessary because of the way the hierarchy is structured. During
input processing and during displaying, we have to recursively loop through lists of
children. If we have a need to move a widget to the top of a list or if we delete an
item while in the midst of moving through these lists, we can start to have problems
like a widget skipping its turn or getting two turns in the recursive loop. To combat
this, whenever a widget is to be destroyed, instead of simply destroying it right then
and there, we move it to the delete list (s_IstDeleteList) and process the delete list
only after we have looped through all of the widgets in the tree. Similarly, when we
want to move a widget to the top of its parent’s Z order, we simply place it on the
list and then process all of the moves once we have gone through all of the widgets
in the tree. This makes things much less messy codewise.

The s_pMouseHover member is meant to represent the widget over which the mouse
is currently hovering. Often, if hovering over a button, we would like to change the
color of the button or the text on the button to give feedback to the user that click-
ing here will do something.
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Finally, s_hWnd is a window handle. Since the main widget will be interacting with a
window, it cannot permanently have a Handle of a Device Context (HDC) to work
with. Instead, it must borrow one before doing any drawing and must return it
when done drawing. If you were implementing a Ul system in DirectX, this would
be replaced by a pointer to the back buffer.

One thing you might wonder about is my choice of the STL list template as the
container for child widgets and for the delete list and move list. This was not the
only possible container to use, of course. The other option was to use an STL vec-
tor. Both of these containers are resizable, and with an unknown number of chil-
dren, this is necessary. I found vector to be a poor choice for two reasons. First, the
strength of vector, which is that it provides fast random access into the container,
goes unused. When going through a child list, we will simply be starting at one end
and processing through to the other end, so random access is of no importance.
Second, the slowness of insertion into a vector is not a good thing. We will only be
adding children to the end of the list, so vector makes a poor choice.

There is, of course, a slight problem with using the STL list template. When a wid-
get is removed from the child list, it will have to be iteratively searched for. Of
course, this would also be true in the case of vector, and the lookup would take just
as much time, so in conclusion, using list instead of vector is still not a bad choice.

Widget Member Functions

As you have probably been able to tell, I'm big into being object-oriented. As a
result, I’'m also a believer in encapsulation, so I tend not to have any data members
that can be directly accessed by the user of a class. So, naturally, I would implement
CWidget’s member functions with a number of getter and setter functions. Your style
might differ, so for your own Ul system, you can implement it anyway you like. I'm
not one to tell anybody that my way is the one true way. Suffice it to say, however,
that I am going to make all of the data members private.

Static Member Accessors

This class has seven static members, and since they all need to be private, they need
accessors. Some of the static members are read-only (or rather, read-mostly), so
those setters will have to be private or protected rather than public. The getters,
however, will almost universally be public.
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And so, here is the scheme I have come up with for static member accessors. The
data members are not listed here so that we can focus on only the member func-
tions we are discussing.

class CWidget
{
private:
static void SetHWND(HWND hWnd);//sets s_hWnd
static void SetMasterWidget(CWidget* pWidget);//sets s_pMasterWidget
protected:
static HWND GetHWND();//retrieves s_hWnd
static void SetKeyboardFocus(CWidget* pWidget);//sets s_pKeyboardFocus
static void SetMouseFocus(CWidget* pWidget);//sets s_pMouseFocus
static void SetMouseHover(CWidget* pWidget);//sets s_pMouseHover
static std::1ist<CWidget*>& GetDeletelist();//retrieve s_lstDeletelist
static std::1ist<CWidget*>& GetMovelist();//retrieves s_lstMovelist
public:
static CWidget* GetMasterWidget();//retrieves s_pMasterWidget
static CWidget* GetKeyboardFocus();//retrieves s_pKeyboardFocus
static CWidget* GetMouseFocus();//retrieves s_pMouseFocus
static CWidget* GetMouseHover();//retrieves s_pMouseHover
s

For those of you keeping score, Table 4.1 shows each static member and whether
the getter and setter are public, protected, or private. In a moment, I will describe
my reasoning for each of these decisions.

Table 4.1 Static Member Accessor Accessibility

Member Getter Setter
s_pKeyboardFocus Public Protected
s_pMouseFocus Public Protected
s_pMasterWidget Public Private
s_lstDeletelist Protected N/A
s_lstMovelist Protected N/A
s_pMouseHover Public Protected
s_hWnd Protected Private
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Two of the setters, the ones for s_pMasterWidget and for s_hWnd, are private and there-
fore will only be accessible by the member functions of CWidget itself. The reason
for this is simply because there will never be a need for anything but CWidget to set
these values. Eventually, we will have a constructor for creating the master widget,
and this constructor will take care of the master widget pointer as well as the main
window handle.

The rest of the setters have protected access. There simply is no need for the user
of the class to directly manipulate these values. It should be all handled within the
class and derived classes directly. The delete list and move list simply don’t have set-
ters. A setter is unnecessary in those cases.

For the getters, the delete list, the move list, and s_hind are protected. CHidget and
its derived classes may have a need to look at these members, but looking at them
outside of the class is not useful and can be dangerous.

The rest of the getters are public and can be examined at any time.

Indirect Static VMiember Accessors

Several of the static members of CWidget are simply pointers to various CHidgets.
These include s_pKeyboardFocus, s_pMouseFocus, s_pMouseHover, and s_pMasterWidget.
With the current few member functions we have come up with thus far, for a widget
to determine whether it is the one that has mouse focus, you would have to use the
following code:

if(GetMouseFocus()==this)
{

//this widget has mouse focus
}

There is similar code to check and see whether the widget is the master control,
has keyboard focus, or is the widget over which the mouse is hovering. I dislike
code like the preceding example. Ideally, we should have some additional nonstatic
member functions to check for these things, as follows:

class CWidget
{

public:
bool HasMouseFocus();//checks if this widget has mouse focus
bool HasKeyboardFocus();//checks if this widget has keyboard focus
bool HasMouseHover();//check to see if this widget is the mouse hover
widget
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bool IsMaster();//checks to see if this is the master widget
}s

In my opinion, calling these member functions is a great deal more readable than
doing an if with a ==this following it. These are indirect static member accessors.

Another set of indirect static member accessors is the manner in which we place a
widget onto the delete list or the move list. In normal code, with the current acces-
sors we have, it would look something like this:

//first, ensure that this widget isn't already on the Tlist
GetDeletelist().remove(this);

//add this widget to the delete Tist
GetDeletelist().push_back(this);

Again, this code is a little unwieldy. For one thing, it is a two-step process and
should only be a one-step thing. So, let’s add a couple of member functions to
automate this for us.

class CWidget
{
public:
void Close();//add this widget to the delete Tist
void BringToTop();//add this widget to the move 1Tist
s

Again, it is much more readable to simply tell a widget to close itself than to add it
to a list directly (and a similar idea for moving the widget).

Nonstatic Miember Accessors

There are six nonstatic members of CWidget: m_pParentWidget, m_1stChildWidgets, m_hDC,
m_hbmWidget, m_hbm01d, and m_rcBounds. Only a few of these members require direct pub-
lic access. Of these members, m_pParentWidget and m_hDC need public getter functions.
The m_rcBounds member requires indirect public getters (to retrieve position and size
information but not the RECT itself) as well as public accessors to manipulate position.
(I prefer to keep controls a fixed size.) The rest of the members should only have
protected access. Derived classes may need to look at them, but the user of the class
should not need to. So, for nonstatic member accessors, this is what I've come up with:

class CWidget
{
protected:
HDC& DC();//return reference to m_hDC
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HBITMAP& Bitmap();//return reference to m_hbmWidget
HBITMAP& 01dBitmap();//return reference to m_hbm0ld
RECT& Bounds();//return reference to m_rcBounds
std::1ist<CWidget*>& ChildList();//return reference to child Tist
public:
void SetParent(CWidget* pWidget);//set new parent widget
CWidget* GetParent();//retrieve parent widget
bool HasParent();//returns true if parent is non-null
void AddChild(CWidget* pWidget);//add a child to the list
bool RemoveChild(CWidget* pWidget);//remove a child from the Tist
bool HasChild(CWidget* pWidget);//check for a child's existence
bool HasChildren();//check to see if this widget has any children
int GetX();//return x position (relative to parent)
int GetY();//return y position (relative to parent)
void SetX(int iX);//set x position(relative to parent)
void SetY(int iY);//set y position(relative to parent)
int GetWidth();//return the width of the widget
int GetHeight();//return the height of the widget
int GetLeft();//retrieve the Teft coordinate(global coordinates)
int GetRight();//retrieve the right coordinate(global coordinates)
int GetTop();//retrieve the top coordinate(global coordinates)
int GetBottom();//retrieve the bottom coordinate(global coordinates)
HDC GetDC();//return the m_hDC
}s

We are starting to rack up quite a number of member functions for CWidget! So far,
these have only been accessor functions, not functions that make CWidget do its job
yet. I told you that this task is nontrivial!

Constructors and Destructors

As far as construction and destruction are concerned, we will need two separate
constructors: one for constructing a master widget and one for constructing a non-
master widget. A master widget has no parent and is associated with a window han-
dle. A nonmaster widget has a parent and also requires a position and size. The
destructor is just like any other destructor. Therefore:

class CWidget

{

public:
CWidget (HWND hWnd);//master widget constructor
CWidget(CWidget* pWidgetParent,int iX, int iY, int iWidth, int
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iHeight);//nonmaster widget constructor
virtual ~CWidget();//destructor
static void Destroy();//destroy the master widget
}s

The destructor of CWidget is responsible for cleaning up not only the widget in ques-
tion but also all child widgets, so completely cleaning up the UI hierarchy is simply
a matter of destroying the master widget. The static member function Destroy will
allow us to do that without having a pointer to the master widget.

Displaying Widgets

One of the primary tasks of our UI hierarchy is to get the widgets to properly display.
Each widget will know how to redraw and display itself. At the same time, though,
the user of the Ul hierarchy should be able to update the entire widget tree with a
single call, and this call should not require having a pointer to the master widget.

Prior to the hierarchy displaying itself, any widgets on the delete list and move list
should be taken care of. This might sound like a complicated process, but it can be
simply implemented with only three functions.

class CWidget

{

public:
void Display();//displays the widget and all child widgets
virtual void OnRedraw();//redraws the widget
static void Update();//updates all widgets

s

In derived classes of CWidget, only OnRedraw needs to be overridden. The Display func-
tion loops through all children and redraws them. When making use of CWidget,
you need only call CWidget::Update(), and the entire hierarchy will be redrawn. The
call to Update will also get rid of any widgets currently on the delete list and will
move any widgets currently on the move list.

Receiving Input

As far as input processing is concerned, there are only eight types of events that we
are really concerned with: key presses, key releases, character generation, mouse
moves, left-mouse-button presses, left-mouse-button releases, right-mouse-button
presses, and right-mouse-button releases. If we really wanted to, we could add left

TeamLRN



= [ = <. User Interface Hierarchies

and right double-clicks, middle-mouse-button-events, and mouse wheel events, but
we’ll keep it simple for the moment.

Since our Windows application gets its events through WndProc, we will need to use
the UI hierarchy as an event filter of sorts. If the UI system processes the event, we
need not process it further. Also, we need only send the event data to the master
control (although this will be a static function, so we won’t need to have the master
widget’s pointer to do this), and it will send the event data up the hierarchy and
attempt to handle it.

class CWidget
{
public:
bool HandleEvent(UINT uMsg,WPARAM wParam,LPARAM TParam);
virtual bool OnKeyDown(int iVirtKey);//handle a key press
virtual bool OnKeyUp(int iVirtKey);//handle a key
virtual bool OnChar(TCHAR tchCode);//handle character generation
virtual bool OnMouseMove(int iX,int iY,bool blLeft, bool
bRight);//mouse movement
virtual bool OnLButtonDown(int iX,int iY,bool blLeft,bool
bRight);//Teft button press
virtual bool OnRButtonDown(int iX,int iY,bool bLeft,bool
bRight);//right button press
virtual bool OnLButtonUp(int iX,int iY,bool blLeft,bool bRight);//left
button release
virtual bool OnRButtonUp(int iX,int iY,bool bLeft,bool
bRight);//right button release
static bool FilterEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param);//send
event to master control
s

Tying CWidget’s event filter will now be an easy task. With the data from a window mes-
sage, you simply send it to CWidget::FilterEvent, and if this function returns true, you do
no further processing. If it returns false, the application or game should process it.

Notification

Finally, we have to put in member functions for the task of notification. For this,
I’'m going to cheat a little bit and borrow some code from another part of this book
(Trick 3, “Building an Application Framework”). I am going to borrow all three of
the core classes presented there (it’ll make life easier . . . trust me) but especially
CMessageHandler, from which we will make CWidget a derived class.
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So, for a brief rehash, here is CMessageHandler:

class CMessageHandler
{

private:
//the parent of this message handler
CMessageHandler* m_pmhParent;

public:
//constructor
CMessageHandler(CMessageHandler* pmhParent);
//destructor

virtual ~CMessageHandler();

//set/get parent

void SetMessageParent(CMessageHandler* pmhParent);

CMessageHandler* GetMessageParent();

//handles messages, or passes them down the tree

bool HandleMessage(int MessagelD,int argc,void* argv[]);

//triggered when a message occurs

virtual bool OnMessage(int MessageID, int argc, void* argv[]1)=0;
s

This class already has provisions for sending messages down a hierarchy. It also
already has a parent/child type of structure but not one as rich as the one CWidget
uses. Another reason we want to use CMessageHandler as a base class for CWidget is so
we can set up the application and/or event handler to be the recipient of messages
from the UI system.

Because of this, we do need to change one of CWidget's constructors. Since we are
using the application framework and we need to supply all widgets (even the mas-
ter widget) with a message parent, we should change this:

CWidget::CWidget (HWND hWnd);//master widget constructor
to this:
CWidget::CWidget(CEventHandler* pehParent);//master widget constructor

We can grab the HWND from the event handler, so we don’t actually need the window
handle supplied to the widget. Also, the event handler will be the message parent
of the master widget, so proper notification can take place. Neat. Figure 4.3 shows
how the basic object hierarchy will work.

At the top of Figure 4.3 is the application, the root of the object tree. It is the par-
ent of the event handler, which represents our main window. The event handler, in
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turn, is the parent of the master widget, which is the ultimate parent of all other
widgets. The important thing here is that there is a line of communication possible
between a child control six steps down the line and the application itself.

Event Handler

Master Control

Child Controls

Figure 4.3

Application The object hierarchy using the application framework

Class Definition

Now, before we move on to actual implementation, let’s take one final look at the
class definition of CWidget. So far, we have only looked at bits and pieces, and it
would be nice to finally see it all put together.

class CWidget: public CMessageHandler

{
private:

DC

CWidget* m_pParentWidget; //pointer to parent widget
std::Tist<CWidget*> m_lstChildWidgets; //1ist of child widgets

HDC m_hDC; //drawing context handle

HBITMAP m_hbmWidget; //bitmap data for the widget's appearance
HBITMAP m_hbmO1d; //required for storing the old bitmap from a memory

RECT m_rcBounds; //size and position of the widget

static CWidget* s_pKeyboardFocus; //keyboard focus widget

static CWidget* s_pMouseFocus; //mouse focus widget

static CWidget* s_pMasterWidget; //main widget

static std::1Tist<CWidget*> s_lstDeletelist; //1ist of widgets to
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delete

static std::1ist<CWidget*> s_lstMovelist; //1ist of widgets to move in
the z order

static CWidget* s_pMouseHover; //pointer to the widget over which the
mouse is hovering

static HWND s_hWnd; //window with which the master widget communicates

static void SetHWND(HWND hWnd);//sets s_hWnd

static void SetMasterWidget(CWidget* pWidget);//sets s_pMasterWidget

protected:
HDC& DC();//return reference to m_hDC
HBITMAP& Bitmap();//return reference to m_hbmWidget
HBITMAP& 01dBitmap();//return reference to m_hbm01d
RECT& Bounds();//return reference to m_rcBounds
std::1ist<CWidget*>& ChildList();//return reference to child Tist
static HWND GetHWND();//retrieves s_hWnd
static void SetKeyboardFocus(CWidget* pWidget);//sets s_pKeyboardFocus
static void SetMouseFocus(CWidget* pWidget);//sets s_pMouseFocus
static void SetMouseHover(CWidget* pWidget);//sets s_pMouseHover
static std::1ist<CWidget*>& GetDeletelist();//retrieve s_lstDeletelist
static std::1ist<CWidget*>& GetMovelist();//retrieves s_lstMovelist
public:

CWidget(CEventHandler* pehParent);//master widget constructor

CWidget(CWidget* pWidgetParent,int iX, int iY, int iWidth, int
iHeight);//nonmaster widget constructor

virtual ~CWidget();//destructor

bool HasMouseFocus();//checks if this widget has mouse focus

bool HasKeyboardFocus();//checks if this widget has keyboard focus

bool HasMouseHover();//check to see if this widget is the mouse hover
widget

bool IsMaster();//checks to see if this is the master widget

void SetParent(CWidget* pWidget);//set new parent widget

CWidget* GetParent();//retrieve parent widget

bool HasParent();//returns true if parent is non-null

void AddChild(CWidget* pWidget);//add a child to the 1ist

bool RemoveChild(CWidget* pWidget);//remove a child from the Tist

bool HasChild(CWidget* pWidget);//check for a child's existence

bool HasChildren();//check to see if this widget has any children

int GetX();//return x position (relative to parent)

int GetY();//return y position (relative to parent)

void SetX(int iX);//set x position(relative to parent)

void SetY(int iY);//set y position(relative to parent)
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}s

int GetWidth();//return the width of the widget

int GetHeight();//return the height of the widget

int GetlLeft();//retrieve the Teft coordinate(global coordinates)

int GetRight();//retrieve the right coordinate(global coordinates)

int GetTop();//retrieve the top coordinate(global coordinates)

int GetBottom();//retrieve the bottom coordinate(global coordinates)

HDC GetDC();//return the m_hDC

void Display();//displays the widget and all child widgets

virtual void OnRedraw();//redraws the widget

void Close();//add this widget to the delete Tist

void BringToTop();//add this widget to the move 1list

bool HandleEvent(UINT uMsg,WPARAM wParam,LPARAM TParam);

virtual bool OnKeyDown(int iVirtKey);//handle a key press

virtual bool OnKeyUp(int iVirtKey);//handle a key

virtual bool OnChar(TCHAR tchCode);//handle character generation

virtual bool OnMouseMove(int iX,int iY,bool blLeft, bool
bRight);//mouse movement

virtual bool OnLButtonDown(int iX,int iY,bool blLeft,bool bRight);//left
button press

virtual bool OnRButtonDown(int iX,int iY,bool blLeft,bool
bRight);//right button press

virtual bool OnLButtonUp(int iX,int iY,bool blLeft,bool bRight);//left
button release

virtual bool OnRButtonUp(int iX,int iY,bool blLeft,bool bRight);//right
button release

virtual bool OnMessage(int MessagelD, int argc, void* argv[]);

static bool FilterEvent(UINT uMsg,WPARAM wParam,LPARAM TParam);//send
event to master control

static void Update();//updates all widgets

static CWidget* GetMasterWidget();//retrieves s_pMasterWidget

static CWidget* GetKeyboardFocus();//retrieves s_pKeyboardFocus

static CWidget* GetMouseFocus();//retrieves s_pMouseFocus

static CWidget* GetMouseHover();//retrieves s_pMouseHover

static void Destroy();//destroy the master widget

Yes, this class is absolutely huge, but do not dismay. The vast majority of the mem-
ber functions in CWidget are getters and setters or do other tasks that are so simple
that they typically only take up one or two lines of code.
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L Widlget Implementation

Now that we’ve given proper thought to how CWidget should behave, it is finally time
to implement. The code you are about to look at took about four hours of work (and
an approximately equal amount of time testing and monkeying around with it).

Getters, Setters, and Other Simple
Member Functions

Most of the functions, as I stated earlier, are simply implemented. Tables 4.2
through 4.4 show them all categorized. In Table 4.2, you can see all of the static
member accessors, direct and indirect.

Table 4.2 Static Member Accessors (Direct and Indirect)

Function Implementation
CWidget::SetHWND {s_hWnd=hWnd;}
CWidget: :GetHWND {return(s_hWnd);}

CWidget::SetMasterWidget {s_pMasterWidget=pWidget;}
CWidget::GetMasterWidget {return(s_pMasterWidget);}
CWidget::IsMaster {return(this==GetMasterWidget());}
CWidget::SetKeyboardFocus {s_pKeyboardFocus=pWidget;}
CWidget::GetKeyboardFocus {return(s_pKeyboardFocus);}
CWidget::HasKeyboardFocus {return(this==GetKeyboardFocus());}

CWidget::SetMouseFocus {s_pMouseFocus=pWidget;}
CWidget::GetMouseFocus {return(s_pMouseFocus);}
CWidget::HasMouseFocus {return(this==GetMouseFocus());}
CWidget::SetMouseHover {s_pMouseHover=pWidget;}
CWidget::GetMouseHover {return(s_pMouseHover);}
CWidget::HasMouseHover {return(this==GetMouseHover());}
CWidget::GetDeletelist {return(s_lstDeletelist);}
CWidget::Close {GetDeletelist().remove(this);

GetDeleteList().push_back(this);}
continues
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Table 4.2 Static Member Accessors (Direct and Indirect)
(continued)

Function

CWidget:
CWidget:

:GetMovelist
:BringToTop

Implementation
{return(s_1stMovelList);}

{GetMovelList().remove(this);
GetMovelist().push_back(this);}

In Table 4.3 (by far the largest group of functions), you can see the nonstatic mem-
ber accessors. Many of these are indirect, like the member functions dealing with
position and size information.

Table 4.3 Nonstatic Member Accessors (Direct and
Indirect)

Function

CWidget:
CWidget:
CWidget:
CWidget::
CWidget:
CWidget:
CWidget:
CWidget:

CWidget:

CWidget:

CWidget:

CWidget:
CWidget:

:DC
:Bitmap
:01dBitmap

Bounds

:ChildList
:GetParent
:HasParent
:AddChild

:RemoveChild

:HasChild

:HasChildren()

:GetX
:GetY
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Implementation
{return(m_hDC);}

{return(m_hbmWidget);}
{return(m_hbm01d) ;}
{return(m_rcBounds);}
{return(m_1stChildWidgets);}
{return(m_pParentWidget);}
{return(GetParent()!=NULL);}

{ChildList().remove(pWidget);
ChildList().push_back(pWidget);}

{if(HasChild(pWidget)) {ChildList().remove(pWidget);
return(true);}return(false);}

{std::1ist<CWidget*>::iterator
iter=std::find(ChildList().begin(),ChildList().e
nd(),pWidget);return(iter!=ChildList().end());}

{return(!ChildList().empty());}
{return(Bounds().left);}
{return(Bounds().top);}
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Table 4.3 Nonstatic Member Accessors (Direct and
Indirect)

Function

CWidget:
CWidget:
CWidget:
CWidget:

CWidget:
CWidget:

CWidget:
CWidget:
CWidget:

:Sety
:GetWidth
:GetHeight
:Getleft

:GetRight
:GetTop

:GetBottom
:GetDC
:SetX

Implementation

{0ffsetRect(&Bounds(),0,iY-Bounds().top);}

{return(Bounds().right-Bounds().left);}
{return(Bounds().bottom-Bounds().top);}

{if(HasParent()){return(GetX()+GetParent()-
>GetlLeft());}telse{return(0);}}

{return(GetLeft()+GetWidth());}

{if(HasParent()){return(GetY()+GetParent()-
>GetTop());}else{return(0);}}

{return(GetTop()+GetHeight());}
{return(m_hDC);}
{0ffsetRect (&Bounds(),iX-Bounds().left,0);}

Next we have the functions in Table 4.4, which show the simple implementation for
event- and message-handling functions. In all of these cases, the functions are just
stubs. They only return a default value.

Table 4.4 Event Handlers/Message Handlers

Function

CWidget:
CWidget:
CWidget:
CWidget:
CWidget:
CWidget:
CWidget:
CWidget:
CWidget:

:0OnKeyDown
:OnKeyUp
:0nChar
:0nMouseMove
:0nLButtonDown
:0nRButtonDown
:0nLButtonUp
:OnRButtonUp

:0nMessage
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Implementation

{return(false);}
{return(false);}
{return(false);}
{return(!IsMaster());}
{return(!IsMaster());}
{return(!IsMaster());}
{return(!IsMaster());}
{return(!IsMaster());}

{return(false);}
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Finally, Table 4.5 has the rest of the simply implemented functions. These are all

static and typically will be the only members used outside of the class itself (other
than constructors and destructors). Each of these functions in some way accesses

the master widget.

Table 4.5 Other Static Member Functions

Function Implementation

CWidget::FilterEvent {if(GetMasterWidget()){return(GetMasterWidget()-
>HandleEvent (uMsg,wParam,1Param));}return(false);}

CWidget::Update {if(GetMasterWidget()){GetMasterWidget()->Display();}}

CWidget::Destroy {if(GetMasterWidget()){delete GetMasterWidget();}}

Other Member Functions

We are left with six member functions: the two constructors, the destructor,
CWidget::Display, CWidget::0nRedraw, and CWidget::HandleEvent. These functions do
most of the work needed for widgets to exist.

Master Widget Constructor

The master widget has to be constructed like any other widget. However, it does get
a special constructor. If you later want to change some of the behavior of the mas-
ter widget, you can derive a new class and use the master widget constructor in the
initializer list. In this way, you can have totally different class hierarchies for the
master widget and nonmaster widgets.

CWidget::CWidget(CEventHandler* pehParent)://master widget constructor

CMessageHandler(pehParent),

m_pParentWidget (NULL),

m_1stChildWidgets(),

m_hDC(0),

m_hbmWidget(0),

m_hbm01d(0),

m_rcBounds ()

{
SetHWND(*pehParent);
SetMasterWidget(this);
GetClientRect(GetHWND(),&Bounds());
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HDC hdcScreen=::GetDC(NULL);
DC()=CreateCompatibleDC(hdcScreen);
Bitmap()=CreateCompatibleBitmap(hdcScreen,Bounds().right,Bounds().bot-
tom);
07dBitmap()=(HBITMAP)SelectObject(DC(),Bitmap());
ReleaseDC(NULL,hdcScreen);
}

During testing, I decided to go with a double-buffered approach to updating my
widgets, and so the master constructor, while it sets the static HWND to which it will do
its updates, also creates a bitmap and HDC onto which it does drawing. If you were
writing a game, you would access this HDC to do your screen updates, and you would
then tell the master widget to update itself (but this would require overriding the
default behavior in OnRedraw, as we will see a little later).

The size of the master control becomes the size of the client area of the window
(which is as it should be).

Nonmaster Widget Constructor

Nonmaster widgets are created with fewer lines (since there is no need to grab a
window handle):

CWidget::CWidget(CWidget* pWidgetParent,int iX, int iY, int iWidth, int
iHeight)://nonmaster widget constructor

CMessageHandler(pWidgetParent),

m_pParentWidget (NULL),

m_1stChildWidgets(),

m_hDC(0),

m_hbmWidget(0),

m_hbm01d(0),

m_rcBounds ()

{
SetRect(&Bounds(),iX,iY,iX+iWidth,iY+iHeight);
HDC hdcScreen=::GetDC(NULL);
DC()=CreateCompatibleDC(hdcScreen);
Bitmap()=CreateCompatibleBitmap(hdcScreen,iWidth,iHeight);
01dBitmap()=(HBITMAP)SelectObject(DC(),Bitmap());
ReleaseDC(NULL,hdcScreen);
SetParent(pWidgetParent);
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Like the master widget, a nonmaster widget creates a bitmap and an HDC. Since it
isn’t associated with a window, however, the size has to be set in the call to the con-
structor itself.

Destructor

Most of CWidget’s destructor is concerned with cleaning up its resources. The
destructor is also tasked with causing the destruction of all of the widget’s child
widgets.

CWidget::~CWidget()//destructor
{
while(HasChildren())
{
std::1ist<CWidget*>::iterator iter=ChildList().begin();
CWidget* pWidget=*iter;
delete pWidget;
}
SelectObject(DC(),01dBitmap());
DeleteDC(DC());
DeleteObject(Bitmap());
SetParent(NULL);
if(HasMouseFocus()) SetMouseFocus(NULL);
if(HasKeyboardFocus()) SetKeyboardFocus(NULL);
if(HasMouseHover()) SetMouseHover(NULL);
if(IsMaster()) SetMasterWidget(NULL);
}

Finally, right at the end of the destructor, there are a series of checks to make sure
that the mouse focus, keyboard focus, mouse hover, and master control always
point to valid data, and if they don’t, they are set to NULL. It would be disastrous if
the mouse focus widget was destroyed and the pointer was not set to NULL.

Default OnRedraw
The default behavior of 0nRedraw is simply to fill the widget’s DC with black.

void CWidget::0nRedraw()//redraws the widget

{
RECT rcFill;
SetRect(&rcFill1,0,0,GetWidth(),GetHeight());
Fi1TRect(DC(),&rcFil1, (HBRUSH)GetStockObject (BLACK_BRUSH));
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This function is simple enough, and I’ll speak no more of it.

CWiidlget::Display
The Display function is the second longest function implementation in CWidget (the

longest being HandleEvent, which is up next). The reason for this is that there is
special processing depending on whether or not the control is the master.

When CWidget::Display is called on the master widget, it will go through and take care
of the move list and delete list in that order. It moves all widgets currently in the
move list to the top of their respective Z orders, and then it goes through all of the
items on the delete list and destroys them. The reason it takes care of the move list
first is so that if a widget is on both lists, it won’t be destroyed before it is moved.

void CWidget::Display()//displays the widget and all child widgets
{
if(IsMaster())
{
CWidget* pWidget;
while(!GetMovelList().empty())
{
pWidget=*GetMovelist().begin();
GetMovelist().remove(pWidget);
pWidget->SetParent(pWidget->GetParent());
}
while(!GetDeletelist().empty())
{
pWidget=*GetDeletelist().begin();
GetDeletelist().remove(pWidget);
delete pWidget;

1
OnRedraw();
std::1ist<CWidget*>::iterator iter;
CWidget* pChild;
for(iter=ChildList().begin();iter!=ChildList().end();iter++)
{
pChild=*iter;
pChild->Display();
}
if(IsMaster())
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HDC hdcDst=::GetDC(GetHWND());
BitB1t(hdcDst,0,0,GetWidth(),GetHeight(),DC(),0,0,SRCCOPY);
ReleaseDC(GetHWND(),hdcDst);

else

BitB1t(GetParent()-
>GetDC(),GetX(),GetY(),GetWidth(),GetHeight(),DC(),0,0,SRCCOPY);
}
}

Master widget or not, the next step is to redraw the widget by calling OnRedraw. After
that, a widget will draw any child widgets that happen to exist (in order from lowest
to highest Z order). Finally, the widget updates its parent. In the case of the master
control, this means writing its bitmap onto the window. In any other case, this sim-
ply means a write of its own bitmap onto its parent’s bitmap with BitB1t.

LCWidget::HandleEvent

Welcome to the nightmare that is CWidget::HandleEvent, the most evil function in the
whole darn thing. CWidget has 54 member functions, and all but six of them are
one- or two-liners that took perhaps a whole minute each to write. That takes all of
about 45 minutes, maybe an hour if you add in time to write comments. CWidget, as
I said, took about four hours to implement, however. If 90 percent of the class took
only an hour, where did the other three hours go?

I'll tell you: About an hour was spent on the constructors, destructors, and Display and
OnRedraw functions. The other two hours were spent on HandleEvent. Properly routing
events is nontrivial. Here is the result of my two hours. (See you in a few pages!)

bool CWidget::HandleEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param)
{
if(IsMaster())
{
switch(uMsg)
{
case WM_MOUSEMOVE:
case WM_LBUTTONDOWN:
case WM_LBUTTONUP:
case WM_RBUTTONDOWN:
case WM_RBUTTONUP:
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if(GetMouseFocus())
{
SetMouseHover(GetMouseFocus());
switch(uMsg)
{
case WM_MOUSEMOVE:
{
return(GetMouseFocus()->0nMouseMove(LOWORD(1Param)-GetMouseFocus()-
>GetlLeft(),HIWORD(1Param)-GetMouseFocus()-
>GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}break;
case WM_LBUTTON-
DOWN::

return(GetMouseFocus()->0OnLButtonDown (LOWORD(1Param)-GetMouseFocus()-
>GetlLeft(),HIWORD(1Param)-GetMouseFocus()-
>GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}break;
case WM_RBUTTONDOWN:
{
return(GetMouseFocus()->0nRButtonDown (LOWORD(1Param)-GetMouseFocus()-
>GetlLeft(),HIWORD(1Param)-GetMouseFocus()-
>GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}break;
case WM_LBUTTONUP:
{
return(GetMouseFocus()->OnLButtonUp(LOWORD(1Param)-GetMouseFocus()-
>GetlLeft(),HIWORD(1Param)-GetMouseFocus()-
>GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}break;
case WM_RBUTTONUP:
{
return(GetMouseFocus()->OnRButtonUp(LOWORD(1Param)-GetMouseFocus()-
>GetlLeft(),HIWORD(1Param)-GetMouseFocus()-
>GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}break;
}

}break;
case WM_KEYDOWN:
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switch(uMsg)

case WM_KEYUP:
case WM_CHAR:

if(GetKeyboardFocus())
{

{
case WM_KEYDOWN:
{

return(GetKeyboardFocus()->0nKeyDown(wParam));

}break;
case WM_KEYUP:
{
return(GetKeyboardFocus()->0OnKeyUp(wParam));
}break;

case WM_CHAR:
{

return(GetKeyboardFocus()->OnChar(wParam));
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}break;
}
}
}break;
default:
{
return(false);
}break;
}
SetMouseHover(NULL);

}
std::1ist<CWidget*>::reverse_iterator iter;
for(iter=ChildList().rbegin();iter!=ChildList().rend();iter++)
{

CWidget* pChild=(*iter);

if(pChild->HandTeEvent(uMsg,wParam,1Param))

{

return(true);

}
if(IsMaster()) return(false);
switch(uMsg)
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{
case WM_MOUSEMOVE:
{

POINT ptHit;
ptHit.x=LOWORD(TParam);
ptHit.y=HIWORD(1Param);
RECT rcHit;

SetRect(&rcHit,GetlLeft(),GetTop(),GetRight(),GetBottom());
if(PtInRect(&rcHit,ptHit))
{
if(!GetMouseHover())
SetMouseHover(this);
return(OnMouseMove (LOWORD(1Param)-GetLeft(),HIWORD(1Param)-GetTop(),
(wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}
}break;
case WM_LBUTTONDOWN:
{
POINT ptHit;
ptHit.x=LOWORD(1Param);
ptHit.y=HIWORD(1Param);
RECT rcHit;
SetRect(&rcHit,GetLeft(),GetTop(),GetRight(),GetBottom());
if(PtInRect(&rcHit,ptHit))
{
if(!GetMouseHover())
SetMouseHover(this);
return(OnLButtonDown(LOWORD(TParam)-GetLeft(),HIWORD(1Param)-
GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}
}break;
case WM_LBUTTONUP:
{
POINT ptHit;
ptHit.x=LOWORD(1Param);
ptHit.y=HIWORD(1Param);
RECT rcHit;
SetRect(&rcHit,GetLeft(),GetTop(),GetRight(),GetBottom());
if(PtInRect(&rcHit,ptHit))
{
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if(!GetMouseHover())

SetMouseHover(this);
return(OnLButtonUp(LOWORD(1Param)-GetLeft(),HIWORD(T1Param)-GetTop(),
(wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}
}break;
//right button press
case WM_RBUTTONDOWN:
{
POINT ptHit;
ptHit.x=LOWORD(1Param);
ptHit.y=HIWORD(1Param);
RECT rcHit;
SetRect(&rcHit,GetLeft(),GetTop(),GetRight(),GetBottom());
if(PtInRect(&rcHit,ptHit))
{
if(!GetMouseHover())
SetMouseHover(this);

return(OnRButtonDown (LOWORD(1Param)-GetLeft(),HIWORD(1Param)-
GetTop(), (wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}
}break;
case WM_RBUTTONUP:
{
POINT ptHit;
ptHit.x=LOWORD(1Param);
ptHit.y=HIWORD(1Param);
RECT rcHit;
SetRect(&rcHit,GetlLeft(),GetTop(),GetRight(),GetBottom());
if(PtInRect(&rcHit,ptHit))
{
if(!GetMouseHover())
SetMouseHover(this);
return(OnRButtonUp(LOWORD(1Param)-GetLeft(),HIWORD(T1Param)-GetTop(),
(wParam&MK_LBUTTON)>0, (wParam&MK_RBUTTON)>0));
}
}break;
case WM_KEYDOWN:
{
return(OnKeyDown(wParam));
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}break;
case WM_KEYUP:
{
return(OnKeyUp(wParam));
}break;
case WM_CHAR:
{
return(OnChar(wParam));
}break;

}
return(false);
}

You made it through the code! Yes, it’s much like a trackless desert in there, and
the listing doesn’t even include any of the comments I have in the real code.
Essentially, there are three parts to CWidget::HandleEvent: focus trapping, child trap-
ping, and dispatching.

During focus trapping (which only occurs for the master widget), if a mouse event
has occurred and there is a mouse focus widget, the input goes directly to the mouse
focus widget without going through normal channels. Similarly, if a keyboard event
has occurred and there is a keyboard focus widget, the input goes directly there.

During child trapping (which happens in either master or nonmaster widgets), we
loop through all of the child widgets (in reverse Z order) and have the children
attempt to handle the input.

If Hand1eEvent makes it all the way to the dispatch portion, the message in question
is examined and sent to the proper event-handling function, and the return value
there is handed down to the caller.

Now, all of this is handled iteratively and recursively by a single call to the master wid-
get’s HandleEvent function. This is what happens when CWidget::FilterEvent is called.

And Now for the Payoff

All of this hard work, and now what? Well, I'm about to show you. Go ahead and grab
CApplication, CMessageHandler, and CEventHandler from the CD under Trick 3 on “Building
an Application Framework.” Add CWidget and let’s put together a small demo.

On the accompanying CD-ROM, you can find this example under UIControlsl.
There you will find the full implementation of CWidget as described in the text in
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this chapter. In addition to that and the core classes of the application framework,
there are three other classes: CTestApplication, CTestEventHandler, and CTestWidget.
The CTestApplication class is identical to the one found in Trick 3, so I'll discuss it
no more. CTestEventHandler and CTestWidget are specially designed and implemented
to demonstrate the capabilities of CWidget (or, more importantly, the flexibility of
CWidget's extensible design).

CTestEventHandler

The CTestEventHandler class is designed and implemented to interface with a CWidget
master control.

class CTestEventHandler : public CEventHandler

{

private:
CWidget* m_pMasterWidget;

public:
CTestEventHandler(CMessageHandler* pmhParent);
virtual ~CTestEventHandler();
bool OnMessage(int MessagelID,int argc,void* argv[]l);
bool OnDestroy();
pool OnPaint(HDC hdc,const PAINTSTRUCT* pPaintStruct);
bool OnEvent(UINT uMsg,WPARAM wParam,LPARAM 1Param);
CWidget* GetMasterWidget();

}s

The OnMessage and OnDestroy functions are much as you would expect them to be.
OnMessage simply returns false, and this function only exists so that CTestEventHandler
can be instantiated. OnDestroy posts a quit message so that the application can
terminate.

The GetMasterWidget function is simply an accessor to the member function
m_pMasterWidget. This is not strictly necessary because you could simply use the
GetMasterWidget static member function of CWidget to accomplish the same thing.
I provided it here simply as a convenience.

So, we are left with the constructor (during which the master widget is created as
well as a few other widgets), the destructor (during which the entire widget tree is
destroyed), the OnPaint handler (during which the widget tree is displayed and
updated), and finally the OnEvent handler (which allows the widget tree to filter out
events it may need).
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Said another way, I only needed to place four minor ties into another class for that
class to interface with the CWidget UI hierarchy: one for creation, one for destruc-
tion, one for updating, and one for event handling. Now that system is pretty easy
to interface with if I do say so myself. You can take a look at the implementation of
CTestEventHandler on the accompanying CD-ROM.

L TestWidget

Now we’ve come to CTestWidget, and the luster of the UI hierarchy will shine before
you. Here is the CTestWidget class definition:

class CTestWidget : public CWidget
{

private:
HBRUSH m_hbrBackground;
HBRUSH m_hbr01d;
HPEN m_hpenQutline;
HPEN m_hpen01d;
HPEN m_hpenHilite;
public:
CTestWidget(CWidget* pWidgetParent,int iX, int iY, int iWidth, int
iHeight);

virtual ~CTestWidget();

void OnRedraw();

bool OnLButtonDown(int iX,int iY,bool bLeft,bool bRight);

bool OnLButtonUp(int iX,int iY,bool bLeft,bool bRight);
}s

Behold the compactness of CTestWidget! Of 54 member functions, I only need to
override five, and the only reason this class is so large is because of the numerous
GDI objects needed for background and foreground colors.

CTestWidget is a simple, humble widget (it’s only a fest widget), so don’t expect it to
do much. It does, however, manage to do something: When the mouse pointer is
hovering over it, it will be highlighted with yellow, and if you click on it, it captures
mouse input. While the left mouse button is down, all input goes to it. If you
release the left button while the mouse is inside of the widget, the widget will put
itself on the delete list, later to be destroyed during the next widget tree update.

All of that from five little functions? You bet, and the implementations aren’t that
complex either, as you can see here:
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CTestWidget::CTestWidget(CWidget* pWidgetParent,int iX, int iY, int iWidth, int
iHeight):

CWidget(pWidgetParent,iX,iY,iWidth,iHeight),

m_hbrBackground(NULL),

m_hbr0Td(NULL),

m_hpenOutTine(NULL),

m_hpen01d(NULL),

m_hpenHilite(NULL)

{
m_hbrBackground=CreateSolidBrush(RGB(128,128,128));
m_hpenQutline=CreatePen(PS_SOLID,0,RGB(192,192,192));
m_hpenHilite=CreatePen(PS_SOLID,0,RGB(255,255,0));
m_hbr01d=(HBRUSH)SelectObject(DC(),m_hbrBackground);
m_hpen01d=(HPEN)SelectObject(DC(),m_hpenOutline);

}

CTestWidget::~CTestWidget()

{
SelectObject(DC(),m_hbr0ld);
SelectObject(DC(),m_hpen0ld);
DeleteObject(m_hbrBackground);
DeleteObject(m_hpenQutline);
DeleteObject(m_hpenHilite);

}

void CTestWidget::0nRedraw()

{
if(HasMouseHover())

SelectObject(DC(),m_hpenHilite);

SelectObject(DC(),m_hpenQutline);

RECT rcFill;
CopyRect(&rcFill,&Bounds());
OffsetRect(&rcFill,-rcFill.left,-rcFill.top);
Rectangle(DC(),rcFill.Teft,rcFill.top,rcFill.right,rcFill.bottom);
}
bool CTestWidget::0OnLButtonDown(int iX,int iY,bool bLeft,bool bRight)
{
SetMouseFocus(this);
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return(true);
}
bool CTestWidget::0nLButtonUp(int iX,int iY,bool blLeft,bool bRight)
{
if(HasMouseFocus())
{
SetMouseFocus(NULL);
if(iX>=088&1Y>=08&1X<GetWidth()&&iY<GetHeight())
//close the window
Close();
}
return(true);
}

As you casually glance through the implementation, count how many of the lines of
code are there simply to deal with the ugliness of GDI rendering. (Here’s a clue:
It’s almost all of the lines in CTestWidget’s implementation.) Only a small handful of
CWidget member function calls sprinkle the big pile of GDI. If you were using a dif-
ferent rendering API, the implementation would be even shorter.

Summary

By now, the benefit of a well-designed UI hierarchy should be obvious. We never
have to touch the implementation of CWidget again. It will be there for all time. But
what CWidget allows us to do is derive child classes for which we can customize the
behavior. Typically, this only means overriding OnRedraw and a few of the event-
handling functions. The identity of a control is based solely on what it looks like
and how it responds to input.

Another aspect of the UI hierarchy shown in this chapter was the idea of notifica-
tion. The needed code is already in place, but there has been no example of how
to make use of it. (I only have so many pages that I'm allowed to consume and only
so much time in which to write them.)

Right now, using CWidget, you would not have a hard time writing a class that emu-
lates the behavior of a button. You’d simply change OnRedraw and a few of the event-
handling functions and then add a few notifications. The same goes for just about
any type of control. None of them is terribly difficult to implement once you’ve got
a core Ul system in place. The rest is all customization.
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Introduction

You’ve been given the task of writing the next 3-D first-person shooter. The only
problem is that your publisher wants you to write it for both the PC and the
Playstation 2. Well, you could always write the version for the PC and worry about
the pain of porting it to the Playstation 2 later, or you could develop your title for
both platforms at the same time.

Cross-platform development isn’t new to the world of software, but it’s becoming
more common in the game industry. No longer are developers and publishers con-
tent with releasing their latest game on a single platform. They want a wider audi-
ence, and they obtain it by porting their title across multiple systems. With the
power of today’s PCs and the popularity of console systems, games are reaching a
record number of people, and publishers are perfectly happy to cash in on that
market. Writing cross-platform code makes your game portable and more easily
converted to whatever system is required.

Why Develop Cross-Platform
Code”?

So, why would we want to write cross-platform code? Why would we want to spend
the extra time and effort up front, just to allow our game to run on different
machines?

First and foremost, the possible market for your game title is greatly expanded. If
you choose to create a game for only the Nintendo GameCube, you're restricting
the possible audience and sales to only gamers owning that system. Porting your
game to PCs or other consoles on the market enables your game to reach its full
potential in the marketplace and hopefully its financial goals as well.

The second reason is less development time and lower cost when planning on
releasing different versions of your game. Sure, we can write our game to run on
the PC and write platform-specific to handle manipulating and rendering our
graphics, but what happens when it comes time to port it to the Xbox? All the
platform-specific code has to be ripped out and replaced with the same platform-
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specific code for the new system. We’d spend countless hours of development time
just searching for all the pieces of code that reference the PC system. Then comes
the task of actually replacing these sections; of course, we’re assuming that the two
systems work the same way. For example, writing a game for Microsoft Windows
requires that our main game loop listen for messages coming from the operating
system to keep the multitasking working correctly. Writing a game for a console sys-
tem, however, skips the Windows messaging and focuses squarely on running your
game loop. If we took this into account during the initial development cycle, we
wouldn’t have to spend this time replacing entire sections of code. A second draw-
back with porting after the fact is loss of momentum in the marketplace. Everyone
may be hyping your PC product, but while they’re waiting for the Xbox version,
their interest is slowly fading. By the time the port is complete, there may no
longer be an interest in your game.

Third, writing cross-platform code creates more portable source code base. While
developing for one platform, the compiler may not catch errors in your code, or it
may behave differently on separate systems. Sometimes due to the amount of mem-
ory or resources available on a particular system, overwriting a section of RAM with-
out initializing it first can crash the system, whereas another system might allow the
operation to complete successfully. Testing and debugging code on multiple sys-
tems helps us catch our own logic errors more readily. For instance, the debuggers
used under Windows commonly are more mature and useful than the ones avail-
able for console systems. In this case, even if a Windows version isn’t ever going to
be seeing a release outside of your company, maintaining a PC version can help out
in the debugging and testing process.

The final reason for cross-platform code is quality. If your development team is
going to create only the first version of a game and then allow the port to other sys-
tems to be handled by a third-party, your game quality is going to suffer. By creat-
ing your code to be run on different systems from the start, the ports are kept
in-house, and the quality of your game can me maintained.

Planning for a Cross-
Platform Product

When you’re designing your game with the goal of running it on multiple plat-
forms, there are a few things to keep in mind before making the decision to start
the development process. Remember that not all popular platforms are created
equally, so you need to do your research first.
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Console systems are great for titles such as fighting games, but will your PC role-
playing game really translate well? For example, if you are planning to create a mas-
sive, multiplayer, role-playing game for the PC and also want the same title for the
Nintendo GameCube, is the system really suited to the task? Here are a few ques-
tions you might want to ask yourself:

* Is the system powerful enough?

®  (Can the graphics and gameplay really be faithfully reproduced on the target
platform?

¢  Will going from a mouse-and-keyboard input system on the PC hinder the
users’ ability to enjoy your game when they’re restricted to a gamepad?

e If the game involves online play, will PC and console gamers be able to play
online together?

Problems Between
Platforms

Even after deciding for which platforms we’re going to develop, there are still a few
more things we need to look at. Each system is usually based on different hardware
architectures. For example, a standard PC is normally based on an Intel processor
that follows the 80x86 instruction set, whereas console systems can have a radically
different architecture, as in the Sony Playstation 2. It is based on a proprietary
processor with a unique instruction set. The instruction set isn’t the only thing you
have to worry about when comparing the

processors in a system. The way the e LT
processor stores its data is also important. TIP
There are two ways in which current ] The number 25 (binary 00000100 [
processors store their information; these 00000001) is stored in the following
ways are represented by the terms big- way:
endian and little-endian. Big-Endian
Big-endian architectures consider the left- Byte 00-00000100
most bytes (the lower address bytes) to be Byte 01-00000001
the most significant. In little-endian archi- Little-Endian
tectures, the rightmost (or higher) Byte 00-00000001
address bytes are considered most ] Byte [
significant. Byte 01-00000100

1 1
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In game programming, this problem can arise when loading in data files for a par-
ticular platform. If a binary data file was created on the PC (little-endian architec-
ture) and then loaded on a system using the Motorola 68000 processor (big-endian
architecture) without accounting for the differences, the data we would be reading
in would be mixed up. In this case, your code would have to support byte swapping
for the data file loader. The following code demonstrates how to swap the bytes for
an unsigned long (which, in this example, is 4 bytes). This is not a very fast piece of
code, but it should demonstrate the concept clearly.

unsigned Tong byteSwap(unsigned long value)
{
unsigned long newValue = 0;
char* pcurValue = (char *)&value;
char* pnewValue = (char *)&newValue;

pnewValue[0] = pcurValue;[3]
pnewValue[1] = pcurValue;[2]
pnewValue[2] = pcurValue;[1]
pnewValue[3] = pcurValue[0];

return newValue;
}

I’ll explain how this bit of code works. The byteSwap function is passed an unsigned
long 4-byte value. Within the function, two new variables are declared as character
pointers. pcurValue is initialized to the value passed to the byteSwap function, while
pnewValue is initialized to zero. Since these two variables are character pointers, we
can access each byte within them by using normal array notation. The first slot in
pnewValue is set to the last slot of pcurValue. The next slot of pnewValue, slot 1, is then
set to the second-from-the-last slot of pcurValue, and so on, until all the bytes have
been dealt with. The function then returns newValue, which is holding the byte
swapped value.

The hardware architecture of the targets’ platforms isn’t the only worry when deal-
ing with cross-platform code. The differences in compilers for each platform can
also cause problems. When dealing with standard C++ code under Microsoft Visual
Studio, it’s common to include #pragma statements, which are directives telling the
compiler how to handle certain errors or how to compile a bit of code. For exam-
ple, the following line of code tells the compiler to link in the opengl32.1ib file dur-
ing the link process.

fipragma comment (1ib, "openg132.1ib");
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This eliminates the need to add the LIB file to the link section of the project.
While this is well and good when using MSVC, trying to compile this code under
another compiler may fail because other compilers may not support the #pragma
directive. When attempting to write portable code, it’s best to leave these instruc-
tions within the makefile.

The easiest way to eliminate problems with your code across different compilers is
to restrict yourself to the ANSI C/C++ standard. Microsoft Visual Studio has the fol-
lowing suggestions when trying to restrict your code to the ANSI standard when
coding under Windows:

* Do not use the MFC library. Call the Win32 APIs directly.

¢ Disable Microsoft extensions.

®  Use the iostream library from the ANSI Standard C++ library.
®  Use the Standard Template Library (STL)

Programming for Multiple
Platforms

Now that we’ve seen some of the differences between platforms and some of the
pitfalls we have to watch out for, what can we do to make sure our code is portable?
Most of the ways to keep your code portable are very simple to implement. By tak-
ing advantage of some of the built-in features of C and C++, we can keep a clean
and cross-platform code base.

The #if defined Directive

One of the simplest ways to keep your code portable is to use the #if defined direc-
tive to create a conditional block of code. The #if defined directive checks to see if
a specific constant has been defined and then compiles the code within the block.
For instance, if compiling an application for Windows, you must deal with calling
WinMain as the entry point to your application. Under a console system or DOS, only
calling main() is required. So, how do we use #if defined to solve this problem?
Look at the following example:

// Checking to see if we are running under Windows
#if defined (WINDOWS)

f#include <windows.h>

fendif
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fHif defined (WINDOWS)
// we're under windows so use WinMain
int APIENTRY WinMain(HINSTANCE hInstance, HINSTANCE hPrevInstance,
LPSTR 1pCmdLine, int nCmdShow)
felse
// we're not under Windows, so use the standard call to main()
int main()
fendi
{
return 0;
}

This piece of code uses #if defined to check whether the constant WINDOWS has been
defined. If it has been defined, #if is flagged as true, and the code following #if is
compiled (as shown in the declaration of main()). If the constant WINDOWS has not
been defined, the code following the #else is compiled.

The typedef Keyword

Typedef is used to basically create your own data types. During cross-platform devel-
opment, you may find that an integer on one platform is 4 bytes, while on another
platform it’s only 2 bytes. If you use the default int data type, you may find yourself
not having enough room to fit your data. Instead, you can create your own data
types that will alleviate this problem. For example, on a platform that supports
4-byte integers, you would define your own type like this:

typdef int Myint;

On the platform where to get the same 4-byte precision you must use an unsigned
long, you would define your type like this:

typedef unsigned long Myint;

Most systems you come across will normally support the same size data types, but
occasionally you’ll come across a system that is completely different and causes elu-
sive bugs. These types of bugs are difficult to track down.

Here’s a sample header file called types.h that shows some common uses for creat-
ing your own data types.
/*****************************************************

* types.h

*****************************************************/
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#ifndef TYPES_H
f#tdefine TYPES_H

// here we define the types
typdef unsigned char Mybool;
typdef int Myint;

typedef signed char Mychar;

fendif

/****************************************************/

Always Use sizeof()

As previously explained, data types can be different sizes across platforms. If there
is any spot in your code where you assume a certain number of bytes for a data
type, go back and replace it with a call to sizeof(). Sizeof() returns the correct
number of bytes for a data type based on the platform on which it’s running. For
instance, to display the size of an integer, we would use the following code:

printf("Number of bytes for an integer is %d\n", sizeof(int));

What Is an Abstraction
Layer?

Abstraction layers are one of the more complicated—and yet powerful—ideas you
can use to keep your game project portable. During the development process,
you’ll come across certain subsystems that will have to be platform-specific.
Whether you're developing for consoles or just keeping to the PC, at some point
you’re going to have to call a piece of the hardware layer. This is where abstraction
layers come into play.

An abstraction layer is basically just a small API that you create that sits between
your game code and the hardware API layer. This allows you to keep any platform-
specific calls separate from your actual game code (see Figure 5.1).
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Figure 5.1
| Game Code |

| An abstraction layer is used to keep the game code

| Abstraction Layer | from making platform-specific calls

| Hardware API |

Graphic Sound Input
System System System

Why Use an Abstraction Layer?

Using an abstraction layer within your code brings you benefits other than just
portability. New hardware can be supported more easily. By keeping all the hard-
ware-specific code separate, it’s a simple matter of defining a new layer and adding
the support within it. The game code needs no changes and doesn’t need to know
that the underlying hardware has been changed.

It’s also a simple matter to change between multiple implementations within a
layer. For instance, writing two versions of your graphic layer—one supporting
Direct3D and the other supporting OpenGL—would give you the option of switch-
ing between the two during runtime. Users could be given the option of choosing
which rendering engine to use for their system.

For What Systems Would We Want
to Create an Abstraction Layer?

When planning your code design, a couple of systems that immediately come to
mind would be useful to split out as an abstraction layer.

* Video subsystem. This includes any initialization of the video hardware and
the drawing of anything to the screen. For instance, if you’re creating a title
on the PC, creating an abstraction layer above both OpenGL and DirectX
would allow your game to run using either APIL

®  Audio subsystem. Not every platform plays music or sound effects the same
way, but it’s useful to be able to only use a standard call from your game
code. An abstraction layer for audio would include functions such as
playsound(), stopstound(), and playbackgroundMusic() just to start. With this
layer in place, no matter what sound system the hardware supports, your
main game code still makes the same call.
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Input subsystem. Another obvious subsystem is input. PCs have keyboards,
mice, and gamepads available, but most console systems only have the
gamepad. Keeping standard functions within your main loop for checking

button presses keeps your code from getting confused with handling all the

different ways in which the input can originate. For example, creating a layer
to handle input from both the PC keyboard and a gamepad keeps your game
code from having to deal with either specifically. Your game code would only

have to worry about checking for the direction in which the player wants to
go. For example, if the layer handled reading from a gamepad, it would only
have to return the values for left, right, up, or down. The game code
wouldn’t care how the values were obtained.

Designing an Abstraction Layer

At this point, you should have the general idea of what an abstraction layer is and
what it’s used for. Now we’ll go through the process of designing a simple layer. I
chose the graphic layer because it’s one of the more common and useful systems.
The first thing we do is create an abstract parent class from which we derive the lay-
ers. The following is the prototype for the class:

/*********************************************************************

* GraphicSystem.h
*********************************************************************/
fif !defined(GRAPHICSYSTEM_H)
ftdefine GRAPHICSYSTEM_H

class GraphicSystem

{
public:

private:

}s
fendif
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virtual void render() = 0;
virtual void closeGraphicSystem() = 0;
virtual bool initGraphicSystem(HWND hWnd) = 0;

void setScreenResolution(int width, int height);
GraphicSystem();
virtual ~GraphicSystem();

static int screenHeight;
static int screenWidth;
HWND m_hWnd;
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The GraphicSystem class has three private variables defined: screenHeight and
screenWidth (which are used to hold the resolution of the video mode) and m_hWnd
(which holds the handle to the main application window).

There are also three pure virtual functions defined that must be overridden in any
class that inherits from GraphicSystem.

The first is initGraphicSystem, which will be used to handle the creation of the ren-
der area of the application window. We pass in the hind (main application handle)
because systems like OpenGL and DirectX use this during their initialization
procedures.

The next function is closeGraphicSystem. This function handles the cleanup and
releasing of any memory we’ve used during our application.

The final function is render. Render is called once per frame and handles the actual
updating of the screen.

The code associated with this class is very minimal because its main use is just to be
overridden and to provide the framework for any child classes. The implementa-
tion of the GraphicSystem class is as follows:

/*********************************************************************

* GraphicSystem.cpp
* Parent abstraction Tayer class

*********************************************************************/

ffinclude "GraphicSystem.h"

// constructor
GraphicSystem::GraphicSystem()
{
}
// destructor
GraphicSystem::~GraphicSystem()
{
}
// initializes the graphic system
// returns true if the system is initialized properly
// this class is meant to be overridden in a child class
bool GraphicSystem::initGraphicSystem(HWND hWnd)
{
m_hWnd = hWnd;
return true;
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// closes down the graphic system and releases any memory that we used
// this class is meant to be overridden in a child class

void GraphicSystem::closeGraphicSystem()

{

}

// sets the two private variables screenWidth and screenHeight
// these two variables represent the resolution of the
// application window
void GraphicSystem::setScreenResolution(int width, int height)
{
screenWidth = width;
screenHeight = height;
}
// render is called once per frame. This is where the actual
// graphics will be drawn
// this class is meant to be overridden in a child class
void GraphicSystem::render()
{
}

The purpose of the code in the GraphicSystem.cpp file is just to provide default
implementations of the class functionality. One function is provided that doesn’t
get overridden by inheriting from this class: setScreenResolution. This function takes
two parameters (both integers), representing the width and height of the applica-
tion window.

Deriving from the Abstraction
Layer

The next step is to actually create an implementation based on the parent class
GraphicSystem. Since this code is meant to run on the PC, the first system we will
support will be OpenGL.

OpenGL, along with Direct3D, has become the de facto standard for 3-D on the
PC. OpenGL eliminates the need for applications to deal with most 3-D and
graphic code themselves. By providing a standard API, applications can be written
to OpenGL without worrying about what hardware it’s running on. OpenGL has
been available for the PC for a couple of years and has really helped push the
graphic accelerator market.
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Since we chose OpenGL for the first layer, we need to create a prototype for a child
class inheriting from GraphicSystem. The following is the code representing the
openGLSystem.h file.

/*********************************************************************

* openGLSystem.h
*********************************************************************/
#if !defined(OPENGLSYSTEM_H)
ftdefine OPENGLSYSTEM_H
finclude "GraphicSystem.h"
class openGLSystem : public GraphicSystem
{
public:
virtual ~openGLSystem();
openGLSystem();

bool initGraphicSystem(HWND hWnd);
void closeGraphicSystem();
void render();

private:
// handle device context
HDC hDC;

// handle rendering context
HGLRC hRC;

s

ffendif

As you can see from the class definition, we are inheriting from the GraphicSystem
class.

Class openGLSystem: public Graphic System

The new class is also making sure to define the pure virtual functions required by
the parent class. The code implementation of these functions will be placed in the
openGLSystem.cpp file.

bool initGraphicSystem(HWND hWnd);
void closeGraphicSystem();
void render();

You’ll also notice two new private variables that are not part of the parent class.
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HDC hDC;
HGLRC hRC;

These two variables hold a handle to the device context and a handle to the ren-
dering context for the application window.

/*******************************************************************

* openGLSystem.cpp

*******************************************************************/

finclude "openGLSystem.h"

/* OpenGL specific includes */
f#include <gl\gl.h>
f#include <gl\glu.h>

/* constructor and destructor */
openGLSystem::openGLSystem()
{
}
openGLSystem: :~openGLSystem()
{
}
/*******************************************************************
* initGraphicSystem
* init the OpenGL graphic system
*******************************************************************/
bool openGLSystem::initGraphicSystem(HWND hWnd)
{
// holds the chosen pixel format
GLuint PixelFormat;

GraphicSystem::initGraphicSystem(hWnd);
Static PIXELFORMATDESCRIPTOR pfd = {
sizeof (PIXELFORMATDESCRIPTOR),

1, // Version Number
PFD_DRAW_TO_WINDOW | // Format Must Support Window
PFD_SUPPORT_OPENGL | // Format Must Support OpenGL
PFD_DOUBLEBUFFER, // Double Buffering
PFD_TYPE_RGBA // Request An RGBA Format

16, // Select Qur Color Depth

0, 0, 0, 0, 0, O, // Color Bits Ignored

0, // No Alpha Buffer
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0, // Shift Bit Ignored

0, // No Accumulation Buffer
0, 0, 0, O, // Accumulation Bits Ignored
16, // 16Bit Z-Buffer

0, // No Stencil Buffer

0, // No Auxiliary Buffer
PFD_MAIN_PLANE, // Main Drawing Layer

0, // Reserved

0, 0, 0 // Layer Masks Ignored

// check for the device context

if (!( hDC = GetDC( hWnd ))) {
closeGraphicSystem();
return false;

// Did Windows Find A Matching Pixel Format?

if (1(PixelFormat = ChoosePixelFormat( hDC, &pfd ))) {
closeGraphicSystem();
return false;

// Can we set the pixel Format?
if(!SetPixelFormat( hDC, PixelFormat, &pfd )) {
closeGraphicSystem();
return false;

// can we get the rendering context?

if (!( hRC = wglCreateContext( hDC ))) {
closeGraphicSystem();
return false;

// attempt to activate the rendering context
if(!wgIMakeCurrent( hDC, hRC )) {
closeGraphicSystem();
return false;
}
// we successfully have OpenGL initialized
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return true;

/*********************************************************************

* render
* performs all the OpenGL rendering to the screen
*********************************************************************/
void openGLSystem::render()
{

// clear the buffers

g1Clear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT);

// Ensure we're working with the model matrix.
gIMatrixMode(GL_MODELVIEW);

// load in the identity matrix
glloadIdentity();

// swap the double buffers
SwapBuffers(hDC);
}

/*********************************************************************

* closeGraphicSystem
* close the OpenGL graphic system and performs cleanup
*********************************************************************/
void openGLSystem::closeGraphicSystem()
{
// check for the rendering context
// if it exists, let's release it
if ( hRC ) {
// make this the current context
wgTMakeCurrent( NULL, NULL );

// delete the rendering context
wglDeleteContext( hRC );

// Set to NULL
hRC = NULL;
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// try to release the device context
if (hDC && !ReleaseDC( m_hWnd, hDC )) {
hDC = NULL;

Explaining the Derived Layer

This section is just a very simple implementation of a derived layer. We’re only sup-
porting the bare minimum of functionality that you would want, but it’s enough to
explain the abstraction layer concept. Explaining in detail the OpenGL code in the
preceding section isn’t within the scope of this chapter. Now let’s see how this layer
works.

We start first by overriding the initGraphicSystem function. This function is created
to take care of initializing OpenGL and preparing the application window for
drawing.

Next we implemented the render function. This is where the main drawing for this

layer takes place. The game itself will be given the task of sorting all the visible
polygons into a format that the OpenGL layer will render.

Finally, we implemented the closeGraphicSystem function. Within this function, the
device contexts we created are released back to the system. This is just our basic
cleanup function.

Using the Derived Layer

Now it’s time to put the layer we created to some use. We're going to create some
code that allows switching between the OpenGL layer that we created in the last
section and another layer supporting Direct3D.

The following code shows how to instantiate the gfxSystem object and call the func-
tions defined within it.

f#include <windows.h>
f#include "GraphicSystem.h"

// defined if we want to use OpenGL rendering
ffdefine USE_OPENGL 1

int APIENTRY WinMain(HINSTANCE hInstance, HINSTANCE hPrevInstance,
LPSTR 1pCmdLine, int nCmdShow)
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// Windows Message Structure
MSG msg;

fHifdef USE_OPENGL
// use the OpenGL system
openGLSystem *gfxSystem = new openGLSystem();

felse
// use the Direct3D system
directXSystem *gfxSystem = new direct3DSystem();
fendif
// initialize the graphic system we chose
gfxSystem->initGraphicSystem( hWnd );
// Toop control variable
bool done = false;
// main Toop
while( !done )
{
// are there any windows messages waiting?
if (PeekMessage( &msg, NULL, O, 0, PM_REMOVE ))
{
// if so, check what they are
if (msg.message == WM_QUIT) {
done = true;
}
else {
TransTateMessage(
&msg );
DispatchMessage(
&msg );
}
}
// otherwise, let's just do the rendering Toop
else
{

// render to the window
gfxSystem->render();
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// shutdown the graphic system
gfxSystem->closeGraphicSystem();

// check for the existence of the gfxSystem
// delete the pointer

if ( gfxSystem )

delete gfxSystem;

return (msg.wParam);

The key to this code is actually the two lines nestled between #ifdef and #endif just
within WinMain.

#Hifdef USE_OPENGL

// use the OpenGL system

openGLSystem *gfxSystem = new openGLSystem();
felse

// use the Direct3D system

directXSystem *gfxSystem = new direct3DSystem();
frendi

The compiler checks to see if a constant USE_OPENGL has been defined. If so, the
code creates an object based on OpenGL rendering. If the constant has not been
defined, the code defaults to creating the object with the Direct3D system. A
pointer gfxSystem is created that refers to the rendering system. The rest of the
code at this point doesn’t have to worry about what system is being used. All the
proceeding calls refer directly to the pointer we created.

In Conclusion

The techniques we’ve described so far are just the tip of the iceberg when doing
cross-platform development. Doing a search on the Web will give you a much
greater understanding of the usefulness of keeping your code portable. With the
growing popularity of Linux as a computing platform and the decreasing lifetime
of console systems, the need for portable code going forward is only going to grow.
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If you are reading this, then you have successfully
made your way through Part L. At this point, you
should have a clear understanding of some basic
fundamentals that you can use for the rest of this
book. Heck, you should be able to use what you
have learned thus far for any of your game pro-
gramming projects!

Part Il will begin introducing some concepts that
you will find useful for your game programming
endeavors. You will cover topics such as OpenGL
game programming, sound and music, 20 Sprite cre-
ation, and so on. There is even a special trick that
instructs you on how to create text-based adven-
ture games for you die-hard Zork fans out there. 1
hope it is a nice addition to the book and that it
helps the beginners get their feet wet by program-
ing a simple game to show off to their friends.

Are curious juices flowing yet® Well, let’'s satisfy r.rr
that craving by moving right along into Part Il

_ T
———_ {

11 I‘[J_‘_\J—T

TeamLRN



-y il BB E=— ' —=r=1 ____q_f—\__,_ﬁ‘"“
H_JJ

TRICK 6

TIPS FROM THE
OuTDoOoOORSMANTS
JOURNHAL

TRENT PoLLACK

TeamLRN



142 6. Tips from the ODOutdoorsman’s Journal

Introduction: Life in the
Great OQutdoors

Ahhhh, everyone loves the outdoors . .. Well, maybe not everyone. Maybe the peo-
ple with allergies loathe it, and maybe the people with really sensitive eyes don’t like
it either. So, let me rephrase that: Everyone loves a good outdoor image! That will be
the goal for this chapter: to take your knowledge of creating an outdoor world from
nil to being able to create a fully interactive and dynamic outdoor world.

What You Will Learn

In this chapter, you’ll learn all about creating an outdoor world. I’'m just going to
give you a general overview. My goal for this chapter is to ease you into a wide vari-
ety of subjects and then give you links for how to make your implementation of
that subject cooler and more complex. I’ll start with an explanation about terrain,
with an emphasis on height map manipulation, and then I’ll tell you how to render
that height map using brute force terrain. Brute force is definitely not the best
choice for a terrain algorithm, but I want to keep things simple. I will then talk
about texturing that terrain (using a multipass algorithm that I came up with).
Then I'll introduce you to a very cool yet simple terrain lighting algorithm called
“Slope Lighting.”

Next on the ultrafun list is adding some environmental effects to your outdoor
world. I will discuss the advantages of using fog, and then I'll give you another way
to make a cool outdoor environment even cooler: skyboxes!

Height Maps 101

Imagine you have a grid of vertices that extends along the X-axis and the Z-axis. In
case your mind is seriously lacking in the imagination department, I was nice enough
to make an image of what your mind should have conjured up (see Figure 6.1).

Now that’s a pretty boring image! How exactly are we going to go about making it
more, well, terrain-ish? The answer is by using a height map. A height map, at least
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in our case, is a series of unsigned char values (perfect for grayscale images) we will
be creating at runtime, or in a paint program, that defines the height values for a
boring grid of vertices. Now, for a quick example, check out the height map in
Figure 6.2. Once we load it and apply it to our terrain, the grid in Figure 6.1 will
transform into the beautiful (well, sorta) terrain you see in Figure 6.3.

Figure 6.1
A grid of vertices with
nondefined height
values
Figure 6.2
The 128x128 height map
used to create Figure 6.3
Figure 6.3

A brute force terrain
image created using
the height map in
Figure 6.2
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Granted, it looks pretty boring without any cool textures or lighting, but hey, we
need to start somewhere. As I was previously explaining, height maps give us the
power to shape a boring grid of vertices into a magnificent landscape. The ques-
tion is, what exactly are they? Normally, a height map is a grayscale image in which
each pixel represents a different height value. Dark colors represent a low height,
and lighter colors represent a higher elevation. Look again at Figures 6.2 and 6.3.
Notice how the 3-D terrain (in Figure 6.3) corresponds exactly to the height map
(in Figure 6.2), with everything from the peaks to the ditches and even the colors?
That’s what we want our height maps to do: give us the power to mold a grid of ver-
tices to create the terrain we want.

Now, in our case, the file format for our height maps is going to be the RAW for-
mat. (Though most of the demos create height maps dynamically, I included the
option to save/load height maps using the RAW format.) I chose this format simply
because it is incredibly simple to use, and since the RAW format only contains
*pure* data, it is easy to load in and to use. Because we are using a grayscale RAW
image, that just makes everything so much easier! Before we load a grayscale RAW
image, we have a couple of things to do. First we need to create a simple data struc-
ture that can represent a height map. What we need for this structure is a buffer of
unsigned char variables (we need to be able to allocate the memory dynamically)
and a variable to keep track of the height map’s size. Simple enough, eh? Well,
here it is:

struct SHEIGHT_DATA

{
unsigned char* m_pucData; //the height data
int m_iSize; //the height size (must be a power of 2)

Making the Base Terrain
Class

Now, before we go any further, we need to create a base class from which we can
derive a specific terrain implementation. (For this chapter, it’s a brute force imple-
mentation, but I’'m hoping you’ll take a look at “Going Further: Deeper into the
Wilderness” a bit later in this chapter and will implement your own more compli-
cated algorithm.) We do not want the user to actually create an instance of this
class; we just want this class to be a common parent for a variety of terrain
implementations.
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So far, all we need in our base

class is three variables: an NOTE

instance of SHEIGHT_DATA, a The CTERRAIN class is what we C++ junkies

height scaling variable (which like to refer to as an abstract class. An

will let us dynamically scale the abstract class is a class that functions as a
heights of our terrain), and a common interface for all of its children.'
size variable (which should be Think of it this way: A mother has red hair
exactly the same as the size but a boring personality, and although her
member of SHEIGHT_DATA, or children all have red hair, each has a distinct

something is seriously screwed personality that is incredibly entertaining.
The same applies to an abstract class.

Although it is boring by itself, its traits carry
on to its children, and those children can
define more “exciting’” behavior for
themselves.

up). As far as functions go, we
need some height map manipu-
lation functions and the func-
tions needed for the fractal
terrain generation algorithms
we talked about earlier. Here is
what I came up with:

class CTERRAIN
{

protected:
SHEIGHT_DATA m_heightData; //the height data
float m_fHeightScale; //scaling variable
public:
int m_iSize; //must be a power of two

bool LoadHeightMap( char* szFilename, int iSize );
bool SaveHeightMap( char* szFilename );
bool UnloadHeightMap( void );

//

// Name: CTERRAIN: :SetHeightScale - public

// Description: Set the height scaling variable

// Arguments: -fScale: how much to scale the terrain
// Return Value: None

/]

inline void SetHeightScale( float fScale )
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{ m_fHeightScale= fScale; }

//

// Name: CTERRAIN::SetHeightAtPoint - public

// Description: Set the true height value at the given point
// Arguments: -ucHeight: the new height value for the point
// -iX, iZ: which height value to retrieve

// Return Value: None

//

inline void SetHeightAtPoint( unsigned char ucHeight, int iX, int iZ)
{ m_heightData.m_ucpDatal( iZ*m_iSize )+iXI= ucHeight; }
//

// Name: CTERRAIN: :GetTrueHeightAtPoint - public

// Description: A function to set the height scaling variable
// Arguments: -iX, iZ: which height value to retrieve

// Return Value: An float value: the true height at

/1 the given point

//

inline unsigned char GetTrueHeightAtPoint( int iX, int iZ )

{ return ( m_heightData.m_ucpDatal( iZ*m_iSize )+iX] ); }
//

// Name: CTERRAIN::GetScaledHeightAtPoint - public

// Description: Retrieve the scaled height at a given point
// Arguments: -iX, iZ: which height value to retrieve

// Return Value: A float value: the scaled height at the given
// point.

//

inline float GetScaledHeightAtPoint( int iX, int iZ )
{ return ( ( float )( m_heightData.m_ucpDatal( iZ*m_iSize )+iX]
)*m_fHeightScale ); }

CTERRAINC void )

{ }
~CTERRAIN(C void )
{ }

s

Not too shabby, huh? Well, that’s our “parent” terrain class. Every other implemen-
tation we develop will be derived from this class. I put quite a few height map
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manipulation functions in the class just to make things easier for both the users
and us. I included two height retrieval functions for a reason: Although we, as the
developers, will use the true function most often, the user will be using the scaled
function most often (to perform collision detection). We will use the set height
function when we get to deformation later in the book. With that said, let’s discuss
the height map loading/unloading functions.

Loading and Unloading a
Height Map

I’ve been talking about both of these routines for a while now, and I think it’s
about time that we finally dive straight into them. These routines are very simple,
so don’t make them any harder than they should be. All we are doing is some sim-
ple Cstyle file 1/0.

The best place to begin is with the load-

ing routine because you can’t unload NOTE

something without it being loaded. So, I tend to stick with C-style 1/0

let’s get to it! All we need are two argu- because it is so much easier to read
ments for the function: the file name than C++-style 1/O. It’s as simple as
and the size of the map. Inside the func- that, so if you are really a true C++
tion, we want to make a FILE instance junkie and absolutely loathe the “C
(so we can load the requested height way of doing things,” feel free to
map), and then we want to check to change the routines to true C++! On

make sure the class’s height map the other hand, | really like C++-style
instance is not already loaded with memory operations, so if you're a
information. If it is, we’ll call the true C-junkie, change thosel
unloading routine and continue about
our business. Here is the code for what we
just discussed:

bool CTERRAIN::LoadHeightMap( char* szFilename, int iSize )

{
FILE* pFile;

//check to see if the data has been set

if( m_heightData.m_pucData )
UnloadHeightMap( );
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Okay, next we need to just open the file, and then allocate memory in our height
map instance’s data buffer (m_heightData.m_pucData), and check to make sure that
the memory was allocated correctly, and that something didn’t go horribly wrong
(which is always possible, I mean, sometimes I just turn my computer on, and the
next minute it decides to format itself, go figure).

//allocate the memory for our height data
m_heightData.m_pucData= new unsigned char [iSize*iSizel;

//check to see if memory was successfully allocated

if( m_heightData.m_pucData==NULL )

{
//something is seriously wrong here
printf( "Could not allocate memory for%s\n", szFilename );
return false;

}

And for the next-to-last step in our loading process, and definitely the most impor-
tant, we are going to load in the actual data, and place it in our height map
instance’s data buffer. And finally, we are going to close the file, set some of the
class’s instances, and print a success message!

//read the heightmap into context
fread( m_heightData.m_pucData, 1, iSize*iSize, pFile );

//Close the file
fclose( pFile );

//set the size data NOTE

m_heightData.m_iSize= iSize;

m_iSize = m_heightData.m_iSize; Jiheheighy map sgving

routine is almost the

) exact same thing as
//yahoo! The heightmap has been successfully Toaded

printf( "Loaded %s\n", szFilename );
return true;

the loading routine.
Basically, all that needs
to be done is replace
fread with fwrite.Yup,
That’s it for the loading routine. Now we’ll move on to that’s all there is to it!
the unloading routine before I lose your attention! The
unloading procedures are very simple. All we have to do

}
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is check to see if the memory has actually been allocated. If it has, delete it. That’s
all there is to it!

bool CTERRAIN::UnloadHeightMap( void )
{
//check to see if the data has been set
if( m_heightData.m_pucData )
{
//delete the data
delete[] m_heightData.m_pucData;

//reset the map dimensions also
m_heightData.m_iSize= 0;

//the height map has been unloaded
printf( "Successfully unloaded the height map\n" );
return true;

}

I said a while back that we were going to be creating most of our height maps
dynamically. How do we do that? I'm glad you asked. (Even if you didn’t, I'm still
going to explain it!) What we are going to do is use one of two fractal terrain gen-
eration algorithms (both from the first volume of Game Programming Gems): fault
formation? or midpoint displacement®. Because the two chapters in Gems explain
the concepts infinitely better than I could ever hope of doing, I'm going to refer
you to those chapters. But that doesn’t mean that I didn’t include code. Check out
the following functions:

void CTERRAIN::NormalizeTerrain( float* fpHeightData );

void CTERRAIN::FilterHeightBand( float* fpBand, int iStride, int iCount, float
fFilter );

void CTERRAIN::FilterHeightField( float* fpHeightData, float fFilter );

bool CTERRAIN::MakeTerrainFault( int iSize, int ilterations, int iMinDelta, int
iMaxDelta, int ilterationsPerFilter, float fFilter );
bool CTERRAIN::MakeTerrainPTlasma( int iSize, float fRoughness );

In Figure 6.4, I created some quick examples of height maps using the midpoint
displacement (MakeTerrainPlasma) creation function, with varying roughness as
specified.
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Figure 6.4

Height maps
generated using
the midpoint
displacement

e

of

algorithm, with

Roughness=4.0f Roughness=1.5f Roughness= 1.0f Roughnoss=ﬂ.

varying levels of
roughness

The Brute Force of Things

Rendering terrain using brute force is incredibly simple and provides the best
amount of detail possible. Unfortunately, it is the slowest of all the algorithms pre-
sented in this book. Basically, if you have a height map of 64x64 pixels, the terrain,
when rendered using brute force, will consist of 64x64 vertices in a regular repeat-
ing pattern (see Figure 6.5).

Figure 6.5

A 6x6 patch of brute force terrain vertices

In case you didn’t immediately recognize it, we will be rendering each row of ver-
tices as a trianglular strip, simply because it is the most logical way to render the
vertices. I mean, you wouldn’t exactly want to render them as individual triangles
or as a triangle fan, would you?

For this chapter’s first demo, I'm keeping things as simple as possible. So, for
“lighting,” we are just going to keep things, well, as simple as possible. The color
for the vertex will be based on its height, so all vertices will be shades of gray. That’s
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all that there is to rendering terrain using brute force. Here is a quick snippet
(using OpenGL) to show how we will be rendering the terrain:

void CBRUTE_FORCE::Render( void )
{

unsigned char ucColor;

int iZ;

int iX;

//1oop through the Z-axis of the terrain
for( iZ=0; iZ<m_iSize-1; iZ++ )
{
//begin a new triangle strip
g1Begin( GL_TRIANGLE_STRIP );

//1oop through the X-axis of the terrain
//this is where the triangle strip is constructed
for( iX=0; iX<m_iSize-1; iX++ )
{
//use height-based coloring (high-points are
//1ight, Tow points are dark)
ucColor= GetTrueHeightAtPoint( iX, iZ );

//set the color with OpenGL, and render the point
glColor3ub( ucColor, ucColor, ucColor );
glVertex3f( iX, GetScaledHeightAtPoint( iX, iz ), iZ );

//use height-based coloring (high-points are
//1ight, Tow points are dark)
ucColor= GetTrueHeightAtPoint( iX, 1Z+1 );

//set the color with OpenGL, and render the point

glColor3ub( ucColor, ucColor, ucColor );
glVertex3f( iX, GetScaledHeightAtPoint( iX, izZ+1 ), iZ+1 );

//end the triangle strip
glEnd( );
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Yup, that’s all that there is to it. Now, do yourself a favor and check out
OutdoorDemo_1 on the accompanying CD located in the folder associated with
this chapter (i.e.,

Chapter 06). It’s a

nice demo with a Key Function
ton of cool stuff to
do. and there is q or Escape Quiit the program
even a nice little wis Move forward/backward
height map “mini dis Strafe right/left
map” up in the cor-
ner. Here are the h Save the current height map in the demo’s
controls and a LIES b
screenshot of the n Switch to wireframe mode
demo (see Figure m Switch to “fill” mode
6.6):
f Form a new height map using fault formation
Now, have some . . .
p Form a new height map using midpoint

fun with that demo
and meet me back
here for some tex-

displacement

=/- Increase/decrease mouse sensitivity

ture fun when 1T Increase/decrease movement speed
you're done.

Figure 6.6

A screenshot from
OutdoorDemo__|
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Getting Dirty with Textures!

Sure, our terrain is great and all, but it still is seriously lacking in two areas: light-
ing, for one, and even more obviously, it lacks good textures! I mean, when was the
last time you walked through a grayscale mountain?! So, we obviously have some
work to do. I'm going to keep things very simple but also very cool. And although
the approach I’'m going to be presenting is probably not the best, it is very simple
to implement. So, let’s get started.

I'm going to be doing all of the texturing in this demo using some very simple
methods. All we are going to be doing is stretching one texture (two a bit later)
across the entire patch of terrain, which is easier than it sounds. Remember that
texture coordinates are in a range of zero to one, so basically, all we have to do is
take the current vertex we are rendering and divide it by the maximum length of
the terrain. If we are rendering vertex (64, 32) in a 128x128 patch of terrain, that
would provide us with the texture coordinate (64/128, 32/128) or (0.50, 0.25). So,
all we are going to do (right now at least) is stretch a base grass texture (see Figure
6.7) across a patch of terrain, as in Figure 6.8.

Figure 6.7

The grass base texture for
the textured terrain

Now for the fun part. The previous texture method was pretty trivial, but I can’t
make it that easy for you, can I? Notice the screenshot in Figure 6.8. Sure, it’s pretty
and all, but it looks a little . . . mountainous, doesn’t it? Though when was the last
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Figure 6.8

The texture in Figure
6.7 applied to a
patch of terrain

time you saw a mountain completely covered in grass?! So, what we are going to do
is have a little bit of fun with multipass rendering. We are going to be making two
different texture passes: one for the base grass texture and one to apply a moun-
tain texture based on height. To do this, we’ll be increasing the alpha value of the
vertex to be rendered as its height increases. Therefore, a vertex with a height
value of 255 will be completely opaque, while a vertex with a height value of 32 will
be barely noticeable.

Here’s the exact same explanation, except this time I'll give it a bit more detail. As
I said, we are going to be making two separate rendering passes. To do this, we are
going to split the render function into three different sections: the base texture
pass, the “mountain” pass, and finally a nontexture pass, just in case no textures are
passed in the function’s argument list. (Yes, I think this requires a code run-

through.)

/1

// Name: CBRUTE_FORCE: :Render - public

// Description: Render the terrain height field

// Arguments: -texTilel: the base texture to be used in the first pass
// -texTile2: the additional texture

// Return Value: None

/1

void CBRUTE_FORCE::Render( IMAGE texTilel, IMAGE texTilez )
{
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float fTexLeft;
float fTexBottom;
float fTexTop;
float fColor;
int Z;

int X;

The three tex variables are used for holding our texture coordinate generation for
the current vertices being rendered. The other variables serve the same function as
they did in the preceding section. Now let’s go over the first section of the new ren-
dering function. First we want to check to see if a base texture was even provided
(both of the function arguments default to zero) because why would we want to
waste a texture pass on something that’s not getting textured? It’s lunacy, I tell you!
We then will bind the texture and render everything.

//make the first rendering pass

if( texTilel )

{
//bind the first texture (base texture)
g1BindTexture( GL_TEXTURE_2D, texTilel );

//Toop through the Z-axis of the terrain
for( z=0; z<m_iSize-1; z++ )
{
//begin a new triangle strip
g1Begin( GL_TRIANGLE_STRIP );

//Toop through the X-axis of the terrain
//this is where the triangle strip is constructed
for( x=0; x<m_iSize-1; x++ )
{
//calculate the texture coordinates
fTexLeft = ( float )x/m_iSize;
fTexBottom= ( float )z/m_iSize;
fTexTop = ( float )( z+1 )/m_iSize;

//use height-based coloring (high-points are
//1ight, Tow points are dark)
fColor= GetTrueHeightAtPoint( x, z )/255.0f;

//set the color with OpenGL, and render the point
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glColordf( fColor, fColor, fColor, 1.0f );
g1TexCoord2f( fTexLeft, fTexBottom );
glVertex3f( x, GetScaledHeightAtPoint( x, z ), z );

//use height-based coloring (high-points are
//1ight, Tow points are dark)
fColor= GetTrueHeightAtPoint( x, z+1 )/255.0f;

//set the color with OpenGL, and render the point
glColordf( fColor, fColor, fColor, 1.0f );
g1TexCoord2f( fTexLeft, fTexTop );

glVertex3f( x, GetScaledHeightAtPoint( x, z+1 ), z+1 );

//end the triangle strip
glEnd( );

}

Now, if that looks completely new to you, you obviously haven’t been paying atten-
tion to what I’ve been writing, which hurts my feelings. But before I go cry and
wallow in self-pity, I'm going to explain what is different from the old rendering rou-
tine. What should be most obvious are the three lines where we calculate the tex-
ture coordinates, but you already know how to do that because I did such an
excellent job of explaining the calculations earlier—or didn’t you listen to that
either? The only other change present here is the two calls to g1TexCoord2f, and
those are pretty self-explanatory. So, now that we covered that, we need to move on
to the second section of the rendering routine.

//make the second rendering pass

if( texTile2 )

{
//bind the second texture (for higher areas on the terrain)
glBindTexture( GL_TEXTURE_2D, texTile2 );

//Toop through the Z-axis of the terrain
for( z=0; z<m_iSize-1; z++ )
{
//begin a new triangle strip
g1Begin( GL_TRIANGLE_STRIP );

TeamLRN



Getting Dirty with Textures! 157

#——1_”JrL_____ﬂ__IEEET"T::= [ E===———L__J———ﬂ——ﬂ_J———r”__”1___EEEEEE;““ﬂ____I‘I__Jm__T

//1oop through the X-axis of the terrain
//this is where the triangle strip is constructed
for( x=0; x<m_iSize-1; x++ )

{

//calculate the texture coordinates
fTexLeft ( float )x/m_iSize;
fTexBottom= ( float )z/m_iSize;
fTexTop = ( float )( z+1 )/m_iSize;

//use height-based coloring (high-points are
//1ight, Tow points are dark)
fColor= GetTrueHeightAtPoint( x, z )/255.0f;

//set the color with OpenGL, and render the point
glColor4f( fColor, fColor, fColor, fColor );
g1TexCoord2f( fTexLeft, fTexBottom );

glVertex3f( x, GetScaledHeightAtPoint( x, z ), z );

//use height-based coloring (high-points are
//1ight, Tow points are dark)
fColor= GetTrueHeightAtPoint( x, z+1 )/255.0f;

//set the color with OpenGL, and render the point
glColordf( fColor, fColor, fColor, fColor );
g1TexCoord2f( fTexLeft, fTexTop );

glVertex3f( x, GetScaledHeightAtPoint( x, z+1 ), z+1 );

//end the triangle strip

gTEnd(

}

The only difference here from the last section, in case you didn’t notice, is in the
alpha value that we pass for g1Color4f, which defines the visibility of the second tex-
ture we are adding to the image. Remember that the higher the height value, the
more opaque the second texture is. So, if we had a low value of 27, for example, it
would be textured like a nice grassy field, but if we had a higher value of 227, it
would be textured like a rugged mountaintop. Figure 6.9 shows the additional tex-
ture, and Figure 6.10 shows the multitextured version of Figure 6.8.
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Figure 6.9

The additional texture for
the terrain, just a rock
texture that is repeated over
and over

Figure 6.10

The multitextured
version of Figure 6.8

That’s all the information I’'m going to give you about texturing in this chapter. If
my nice little texturing technique was too simple or too slow for you, check out
some of the excellent references in the section “Going Further: Deeper into the
Wilderness” later in this chapter. In fact, I implore that you go check them out
right now because making multiple passes for terrain isn’t just a very fast technique;
it’s great for quick-and-dirty projects in which you need some good-looking results.
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Adding Light to Your Life

Adding lighting to an outdoor world can make a Auge difference in the overall
mood and environment projected from your rendered scene. The lighting for the
last couple of demos was, well, seriously flawed. It is probably the most unrealistic
model possible. We just cannot have that, so I think it’s about time for us to get to
work on making a new lighting system for our outdoor world. For this task, we are
going to use a very cool method called “Slope Lighting.”

To slope light terrain, all we are going to do is retrieve the height from the vertex
next to the current vertex (which direction to go will be dictated by the light’s
direction) and then subtract it by the current vertex’s height. The only kicker of
the whole algorithm is that the light’s direction must be in increments of 45
degrees. For instance, the direction of the light in the demo (OutdoorDemo_3) is
(1, 1), but we could move it 90 degrees and give it a direction of (-1, 1), as seen in
Figure 6.11.

Figure 6.11

Left image: Slope-

lighted terrain with
a light direction of

(1. 1)

Right image: Slope-
lighted terrain with
a light direction of

L1

Now, does that look good, or does that look good? Yeah, that’s what I thought!
Anyway, let’s do a code run-through and re-explain some of the concepts we just
touched on in more detail. First of all, our slope-lighting system does all of its cal-
culations per frame, so we might as well give the user as much power in customiz-
ing the lighting system as we can. To do this, we add a few variables to the ol’
CTERRAIN class:

CVECTOR m_vecLightColor; //the color of the Tight

float m_fLightSoftness; //the 1ight softness
float m_fMinBrightness; //minimum shading value
float m_fMaxBrightness; //maximum shading value

TeamLRN



160 6. Tips from the ODOutdoorsman’s Journal

_L——q___r_1———J_____EEEEEEE___rU__”j___LJ__‘ | [ =—— 5 | :::?__15511_4______JﬂLUJ——1

int m_iDirectionX; //X-direction of the Tight
int  m_iDirectionZ; //Z-direction of the 1light
bool m_bDoSTopelLighting; //is slope lighting enabled/disabled?

These are all the variables we need. We also need to create a pair of functions to
enable/disable slope lighting and one to customize the lighting system, but those
are all very self-explanatory. What I want to concentrate on is the function that will
be calculating the shading value for a pair of (X, Z) values.

//

// Name: CTERRAIN::CalculateSlopelLighting - public

// Description: Calculates the shading value using the Slope

// algorithm (Charlie Van Noland)

// Arguments: -X, z: the vertex to calculate Tighting for

// Return Value: A floating point value: the shading Tevel for a
// vertex

//

float CTERRAIN::CalculateSlopelLighting( int x, int z )

{

float fShade;

//if slope lighting is not enabled, then just return a very
//bright color value (white)
if( !m_bDoSTopelighting )

return 1;

//ensure that we won't be stepping over array boundaries by
//doing this
if( z>=m_iDirectionZ && x>=m_iDirectionX )
{
//calculate the shading value using the "slope
//1ighting" algorithm
fShade= 1-( GetTrueHeightAtPoint( x-m_iDirectionX,
z-m_iDirectionZ ) -
GetTrueHeightAtPoint( x, z ) )/m_fLightSoftness;

//if we are, then just return a very bright color value (white)
else
fShade= 1;
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//clamp the shading value to the min/max brightness boundaries
if( fShade<m_fMinBrightness )

fShade= m_fMinBrightness;
if( fShade>m_fMaxBrightness )

fShade= m_fMaxBrightness;

//return the final shading value
return fShade;
}

The most important part of this nice little snippet is the middle, where we calculate
fShade. That is basically the whole slope lighting algorithm in one simple segment.
Given the light direction, all we have to do is calculate the difference between the
height of the vertex passed as an argument from the vertex before it (in the direc-
tion of the light). Here’s a slight analogy: In a tightly packed city, there are some
huge skyscrapers, and your little flower shop resides right next to one. Let’s say the
sun is directly behind the building from your point of view. Wouldn’t things around
you be a lot darker than if you were directly in front of the huge skyscraper (where
you could receive the sun’s rays in full)? Well, that’s exactly what is going on here.
In case you’re more of a visual learner, check out Figure 6.12.

Figure 6.12
This building gets shaded! The slope lighting algorithm, using the
building analogy

U=~ — | Shaded Area
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Now, for a better display of how a patch of terrain would get shaded, check out
Figure 6.13. I didn’t bother texturing the terrain at all, so you can see the full effect
of how a blank patch of terrain would be shaded. Cool, huh?

Figure 6.13

A nontextured but
slope-lit patch of
terrain

That’s all that there is to slope lighting. I told you it was an easy algorithm to use,
and yet it still provides great-looking results. It’s all so exciting! Go check out
OutdoorDemo_3 to see slope lighting in action. The controls for the demo are the
exact same as they have been for the last couple. Next on the list is fog. Yes, fog!

Lost in the Fog

I’'m not going into complicated fog issues here. I just want to discuss some of the

benefits of fog and give you a simple demo to check out. I didn’t use any compli-

cated techniques to render the fog. I just used the API’s hardware-accelerated fog
features—nothing too great, but hey, it works!

Adding fog greatly increases the realism of an outdoor system. (Of course, you’d
want to implement a better system than the one described here to be even more
realistic. See the section “Going Further: Deeper into the Wilderness” later in this
chapter.) Depending on how dense you make the fog, it can greatly change the
mood of the entire scene. It also helps give the viewer a better sense of depth in
the 3-D scene. Finally, fog helps hide the far clipping plane; once an object
becomes completely absorbed in the fog, you might as well just clip it! So, you see,
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fog has other benefits in addition to its aesthetic value, so it’s very worth your while
to spend a bit of time making your fog system very high quality. Check out
OutdoorDemo_4 for a simple implementation, just so you can see the benefits of
fog that were previously listed (see Figure 6.14).

Figure 6.14

A patch of terrain
covered in fog

Fun with Skyboxes

A skybox is just that, a box with a series of textures that together form a complete
sky image. Remember when you were a little kid and your teacher made you cut
out a series of little boxes that connected to form a cube? Well, that’s basically what
you’re going to be doing here, except that little cube is a bit more complicated. It
looks a little like Figure 6.15.

Now what we have to do is “cut” those images out and “glue” them together to make
a nice-looking area surrounding our terrain. This isn’t nearly as hard as it sounds.
How many people, for their first 3-D project, made a simple cube? I'm hoping that
most of you started out with something similar. The concept barely changes here
except the position is a bit different, and you’re adding textures to that simple cube.

To render the skybox, we just need six textures for the sides of the skybox, the cen-
ter of the skybox (this should be the position of the camera), the minimum vertex
of the skybox, and the maximum vertex of the skybox. Yup, that’s all that we need!
Check out Figure 6.16 for a visual list of the requirements.
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Figure 6.15

A series of textures
that make up a

skybox
Figure 6.16
Max vertex
Visual requirements
needed to render a skybox
Top texture
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We want the skybox to move along with the camera (we don’t want the user to walk
into a mountain that looks like it should still be an eternity away!), so we’ll update
the center of the skybox with the camera’s position every frame. Also, skyboxes
have one huge advantage that I have not discussed up to this point. If we disable
depth testing and render the skybox directly after updating the view matrix (using
our camera’s utility function), we can eliminate the need to clear the color buffer
(though we still need to clear the depth buffer). This provides a very large speed
increase and makes a skybox both pretty and economical for our cause.

To render the skybox, you will want to “push” the current view matrix onto the
stack and then translate to the skybox’s center. You then would proceed to render
the box usi