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Figure 1.2 Novel forms of interactive products embedded with computational power (clockwise from top left):

(ii) an IBM prototype of a
color electronic ink page, is in-
tended for e-newspapers that
can ‘typeset’ themselves and
update while being light
enough to carry around.

(i) Electrolux screen-
fridge that provides a
range of functionality,in-
cluding food manage-
ment where recipes are
displayed, based on the
food stored in the fridge.

{iv) Barney, an interactive cuddly
toy that makes learning enjoyable.

(iii) 'geek chic', a Levi jacket equipped
with afully integrated computer network
(body area network), enabling the wearer
to befully connected to the web.

B ENTER
- . ENTER

Figure 1.11 2D and 3D buttons. Which are easier to distin-
guish between?
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Figure 2.1 Anexample of augmented reality. Virtual and
physical worlds have been combined so that a digital image of
the brain issuperimposed on the person's head, providing a

| new form of medical visualization.

Figure 2.14 Thei-room project at Stanford: a graphical
rendering of the Interactive Room Terry Winograd's
group isresearching, whichisan innovative technology-
rich prototype workspace, integrating a variety of dis-
playsand devices. An overarching aim isto explore new
possibilitiesfor people to work together (see
http://graphics.stanford. EDU/projects/iwork/).
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Figure 2.6 Recent direct-manipulation virtual environments

(a) Virtue (Daniel Reid, 1999, www-pablo.cs.uiuc.edu/Pro-
ject/VR/Virtue) enables software developersto directly ma
nipulate software components and their behavior.

(b), (c) Crayoland (Dave Pape, www.ncsa.uiuc.edu/Vis/) isan interactive virtual environment where the child
in the image on the right uses a joystick to navigate through the space. The child isinteracting with an avatar in
the flower world.
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Figure 3.7 Dynalinking used in the PondWorld software. In the background isasimulation
of apond ecosystem, comprising perch, stickleback, beetles, tadpoles, and weeds. In the
foreground isafood web diagram representing the same ecosystem but at a more abstract
level. The two are dynalinked: changes made to one representation are reflected in the
other. Here the user has clicked on the arrow between the tadpole and the weed rep-
resented in the diagram. Thisis shown in the PondWorld simulation as the tadpole eating
the weed. The dynalinking is accompanied by a narrative explaining what is happening and
sounds of dying organisms.

Figure 3.9 A see-through

handset — transparency does not
mean simply showing the insides of
amachine but involves providing a
good system image.




Figure 41 The rooftop gar-
den in BowieWorld, acollab-
orative virtual environment
(CVE) supported by
Worlds.com. The User takes
part by "dressing up™ asan
avatar. There are hundreds of
avatars to choose from, in-
cluding penguins and real
people. Once avatars have
entered aworld, they can ex-
ploreit and chat with other
avatars.

Color Plate 5
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Figure 5.3 Examples of aesthetically pleasing interactive products: iMac, Nokia cell phone
and IDEO’s digital radio for the BBC.

Figure 5.9 Virtual screen characters:

(a) Aibo, the interactive dog.

(b) Ananova, the virtual
newscaster.

(c) Ecyas, the German
virtual pop star.




Color Plate 7

Figure 511
Herman the bug
watches as a stu-
dent chooses
roots for a plant
inan Alpine
meadow.

Figure 5.12 The
Woggles inter-
face, with icons
and slider bars
representing
emotions. specch
and actions.
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Figure 7.3(b) The KordGrip being used underwater

Figure 5.13 Reathereal estate
agent welcoming the user tolook
at acondo.

Figure 15.8 Thefirst foam mod-
els of amobile communicator for
children.
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Preface

Welcometo Interaction Design: Beyond Human-Computer I nteraction, and our in-
teractive website at | D-Book.com

Thistextbook isfor undergraduate and masters studentsfrom a range of back-
grounds studying classes in human-computer interaction, interaction design, web
design, etc. A broad range of professionalsand technology users will also find this
book useful, and so will graduate students who are moving into this areafrom re-
lated disciplines.

Our book is called Interaction Design: Beyond Human-Computer |nteraction
because it is concerned with a broader scope of issues, topics, and paradigms than
has traditionally been the scope of human-computer interaction (HCI). Thisreflects
the exciting timeswe are living in, when there has never been agreater need for in-
teraction designers and usability engineers to develop current and next-generation
interactive technologies. To be successful they will need a mixed set of skillsfrom
psychology, human-computer interaction, web design, computer science, informa:
tion systems, marketing, entertainment, and business.

What exactly do we mean by interaction design? In essence, we defineinterac-
tiondesignas.

" designinginteractive productsto support peoplein ther everyday and workinglives'.

This entails creating user experiences that enhance and extend the way people
work, communicate, and interact. Now that it is widely accepted that HCI has
moved beyond designing computer systemsfor one user sitting in front of one ma-
chine to embrace new paradigms, we, likewise, have covered a wider range of is-
sues. These include ubiquitous computing and pervasive computing that make use
of wireless and collaborative technologies. We also have tried to make the book
up-to-date with many examplesfrom contemporary research.

The book has 15 chapters and includesdiscussion of how cognitive, social, and
affectiveissues apply to interaction design. A central theme isthat design and eval-
uation are interleaving, highly iterative processes, with some roots in theory but
which rely strongly on good practice to create usable products. The book has a
'hands-on' orientation and explainshow to carry out avariety of techniques. It aso
has a strong pedagogical design and includes many activities (with detailed com-
ments), assignments, and the special pedagogicfeatures discussed below.

The style of writing is intended to be accessible to students, as well as profes-
sionals and general readers, so it is conversational and includes anecdotes, car-
toons, and case studies. Many o the examples are intended to relate to readers
own experiences. The book and the associated website encourage readersto be ac-
tive when reading and to think about seminal issues. For example, one feature we
have included in the book is the "dilemma," where a controversial topic is aired.
The aim isfor readers to understand that much of interaction design needs consid-
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eration of theissues, and that they need to learn to weigh-upthe pros and cons and
be prepared to make trade-offs. We particularly want readersto realize that there
israrely aright or wrong answer although there are good designsand poor designs.

This book is accompanied by a website, which provides a variety of resources
and interactivities, The website offersa place where readerscan learn how to design
websites and other kinds of multimediainterfaces. Rather than just provide alist of
guidelinesand design principles, we have developed various interactivities, includ-
ing online tutorials and step-by-step exercises, intended to support learning by
doing.

Special features

We use both the textbook and the web to teach about interaction design. To pro-
mote good pedagogical practice we include the following features:

Chapter design
Each chapter is designed to motivate and support learning:

e Aimsare provided so that readers develop an accurate model of what to ex-
pect in the chapter.

¢ Key points at the end o the chapter summarize what isimportant.

e Activitiesare included throughout the book and are considered an essential
ingredient for learning. They encourage readers to extend and apply their
knowledge. Commentsare offered directly after the activities, because peda
gogic research suggeststhat turning to the back of the text annoys readers
and discourageslearning.

e An assignment is provided at the end of each chapter. This can be set as a
group or individual project. The aim isfor students to put into practice and
consolidateknowledge and skillseither from the chapter that they have just
studied or from several chapters. Some o the assignments build on each
other and involve developing and evaluating designs or actual products.
Hints and guidance are provided on the website.

e Boxes provide additional and highlighted information for readers to reflect
upon in more depth.

¢ Dilemmas offer honest and thought-provoking coverage o controversial or
problematicissues.

¢ Further reading suggestions are provided at the end of each chapter. These
refer to seminal work in the field, interesting additional material, or work
that has been heavily drawn uponin the text.

* |nterviews with nine practitionersand visionariesin the field enable readers
to gain a personal perspectived the interviewees work, their philosophies,
their ideas about what isimportant, and their contributionsto thefield.

¢ Cartoons areincluded to make the book enjoyable.
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How to use this book  Vii

ID-Book.com website

The aim of the website isto provide you with an opportunity to learn about inter-
action design in ways that go "beyond the book.” Additional in-depth material,
hands-on interactivities, a student's corner and informal tutorials will be provided.
Specificfeatures planned include:

e Hands-on interactivities, including designing a questionnaire, customizing a
set of heuristics, doing a usability analysison 'real’ data, and interactivetools
to support physica design.

* Recent casestudies.

e Student's corner where you will be able to send in your designs, thoughts,
written articleswhich, if suitable, will be posted on the site at specifiedtimes
during the year.

¢ Hintsand guidance on the assignmentsoutlined in the book.

e Suggestionsfor additional material to be used in seminars, lab classes, and
lectures.

¢ Key termsand concepts(with linksto whereto find out more about them).

This book will be useful to a wide range of readers with different needs and
aspirations.

Students from Computer Science, Software Engineering, |nformation Systems,
Psychology, Sociology, and related disciplinesstudying coursesin Interaction De-
sign and Human-Computer Interaction will learn the knowledge, skills, and tech-
niquesfor designing and eval uating state-of -the-art products, and websites, as well
astraditional computer systems.

Web and Interaction Designers, and Usability Professionals will find plenty to
satisfy their need for immediateanswersto problemsaswell asfor building skillsto
satisfy the demands of today's fast moving technical market.

Users, who want to understand why certain products can be used with ease
while others are unpredictable and frustrating, will take pleasure in discovering
that thereis adisciplinewith practicesthat produce usable systems.

Researchers and devel opers who are interested in exploiting the potential of the
web, wireless, and collaborativetechnologieswill find that, as well as offeringguid-
ance, techniques, and much food for thought, a specia effort has been made to in-
clude examplesdof state-of-the-art systems.

In the next section we recommend various routes through the text for different
kindsd readers.

How te use this book

Interaction Design is not a linear design process but is essentially iterative and
some readers and experienced instructors will want to find their own way through
the chapters. Others, and particularly those with less experience, may prefer to
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work through chapter by chapter. Readers will also have different needs. For ex-
ample, students in Psychology will come with different background knowledge and
needs from those in Computer Science. Similarly, professionals wanting to learn
the fundamentals in a one-week course have different needs. This book and the
website are designed for using in various ways. The following suggestionsare pro-
vided to help you decidewhich way is best for you.

From beginning to end

There are fifteen chapters so students can study one chapter per week during a
fifteen-week semester course. Chapter 15 containsdesign and eval uation case studies.
Our intention is that these case studies help to draw together the contents o the
rest of the book by showing how design and evaluation are done in the real world.
However, some readers may prefer to dip into them along the way.

Getting a quick overview

For those who want to get a quick overview or just the essence of the book, we
suggest you read Chapters 1, 6, and 10. These chapters are recommended for
everyone.

Suggestions for computer science students

In addition to reading Chapters 1, 6, and 10, Chapters 7 and 8 contain the material
that will feel most familiar to any students who have been introduced to software
development. These chapters cover the process o interaction design and the activi-
tiesit involves, including establishing requirements, conceptual design, and physi-
cal design. The book itsdf does not include any coding exercises, but the website
will providetoolsand widgetswith which to interact.

For thosefollowingthe ACM-IEEE Curriculum (2001)*, you will find that this
text and website cover most of this curriculum. The topicslisted under each o the
followingheadingsare discussed in the chapters shown:

e HC1 Foundations o Human-Computer Interaction (Chapters 1-5, 14,
website).

e HC2 Building asimple graphical user interface (Chapters1, 6, 8, 10 and the
website).

¢ HC3 Human-Centered Software Evaluation (Chapters 1, 10-15, website).

¢ HC4 Human-Centered Software Design (Chapters 1, 6-9, 15).

e HC5 Graphical User-Interface Design (Chapters 2 and 8 and the website.
Many relevant examples are discussed in Chapters 1-5 integrated with dis-
cussion of cognitiveand social issues).

* ACM-IEEE Curriculum (2001) [computer.org/education/cc2001/} isunder development at the timeof
writing thisbook.
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e HCG6 Graphical User-Interface Programming (touched upon only in Chap-
ters 7-9 and on the website).

e HC7 HCI Aspects o Multimedia Information Systems and the web (inte-
grated into the discusson d Chapters 1-5, and in examples throughout the
text, and on the website).

e HC8 HCI Aspectsdf Group Collaboration and Communication Technology
(discussedin 1-5, particularly in Chapter 4. Chapters 6-15 discussdesign and
evaluation and some examples cover these systems, asdoes the website.)

Suggestions for information systems students

Information systemsstudentswill benefit from reading the whole text, but instructors
may want to find additional examples of their own to illustrate how issues apply to
businessapplications. Some students may be tempted to skip Chapters3-5 but we rec-
ommend that they should read these chapters since they provide important founda-
tional material. This book doesnot cover how to devel op business casesor marketing.

Suggestions for psychology and cognitive science students

Chapters 3-5 cover how theory and research findingshave been applied to interac-
tion design. They discuss the relevant issues and provide a wide range of studies
and systems that have been informed by cognitive, social, and affective issues.
Chapters 1 and 2 also cover important conceptual knowledge, necessary for having
agood groundingin interaction design.

Practitioner and short course route

Many people want the equivalent of a short intensive 2-5 day course. The best
route for them isto read Chapters1, 6, 10 and 11 and dip into the rest of the book
for reference. For those who want practical skills, we recommend Chapter 8.

Plan your own path

For people who do not want to follow the " beginning-to-end' approach or the sug-
gestionsabove, there are many waysto use the text. Chapters1, 6, 10 and 11 provide
agood overview d the topic. Chapter 1isan introductionto key issuesin the disci-
pline and Chapters 6 and 10 offer introductionsto design and evaluation. Then go
to Chapters 2-5 for user issues, then on to the other design chapters, 2-9, dipping
into the eval uation chapters10-14 and the case studiesin 15. Another approachisto
start with one or two of the evauation chapters after first reading Chapters1, 6, 10
and 11, then moveinto the design section, drawingon Chapters 25 asnecessary.

Web designer route

Web designers who have a backgroundin technology and want to learn how to de-
sign usable and effective websites are advised to read Chapters 1, 7, 8, 13 and 14.




X  Preface

These chapters cover key issuesthat are important when designing and evaluating
the usahility of websites. A worked assignment runs through these chapters.

Usability professionals’ route

Usability professional swho want to extend their knowledged evaluation techniques
and read about the social and psychological issues that underpin design of the web,
wireless, and collaborative systems are advised to read Chapter 1 for an overview,
then sdlect from Chapters10-14 on usability testing. Chapters3, 4, and 5 providedis
cussionof semina user issues (cognitive, social, and affective aspects). There isnew
material throughout the rest o the book, which will aso be o interest for dipping
into as needed. Thisgroup may also be particularly interested in Chapter 8 which, to-
gether with material on the book website, providespractica design examples.
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Foreword

by Gary Perlman

As predicted by many visionaries, devices everywhere are getting " smarter." My
camera has a multi-modal hierarchical menu and form interface. Even my toaster
has a microprocessor. Computing is not just for computers anymore. So when the
authors wrote the subtitle " beyond human-computer interaction,” they wanted to
convey that the book generalizes the human side to people, both individuals and
groups, and the computer side to desktop computers, handheld computers, phones,
cameras. . . maybe even toasters.

My own interest in this book is motivated by having been a software devel oper
for 20 years, during which time | was a professor and consultant for 12. Would the
book serve as a textbook for students? Would it help bring software devel opment
practiceinto anew age of human-centered interaction design?

A textbook for students . . .

More than anything, | think students need to be motivated, inspired, challenged,
and | think this book, particularly Chapters 1-5, will do that. Many students will
not have the motivating experience o seeing projects and products fail because of
alack of attention, understanding, and zeal for the user, but as | read the opening
chapters, | imagined studentsthinking, " Thisiswhat 1've been looking for!" Thein-
terviewswill provide students with the wisdom of well-chosen experts. what's im-
portant, what worked (or didn't), and why. | see students making career choices
based on this motivating material.

Therest of the book coversthe art and some o the science of interaction de-
sign, the basic knowledge needed by practitioners and future innovators. Chapters
6-9 give acurrent view of analysis,design, and prototyping, and the book's website
should add motivating examples. Chapters 10-14 cover evaluation in enough depth
to facilitate understanding, not just rote application. Chapter 15 brings it al to-
gether, adding more depth. For each topic, there are ample pointers to further
reading, whichisimportant becauseinteraction designisnot a one-book discipline.

Finaly, the book itsdf is pedagogicaly well designed. Each chapter describes
its aims, contains examples and subtopics, and ends with key points, assignments,
and an annotated bibliography for more detail.

A guide for development teams . . .

When | lead or consult on software projects, | facethe same problem over and over:
many people in marketing and software development—these are the people who
have the most input into design, but it appliesto any members of multidisciplinary
teams-have little knowledge or experience building systems with a user-centered

xxi



xxii

Foreword

focus. A user-centeredfocusrequiresclosework with users (not just customer—buy-
ers), from analysis through design, evaluation, and maintenance. A lack of user-
centered focusresultsin productsand servicesthat often do not meet the needs of
their intended users. Don Norman's design books have convinced many that these
problemsare not unigueto software, so this book's focus on interaction designfeels
right.

To help software teams adopt a user-centered focus, I've searched for books
with end-to-end coverage from analysis, to design, to implementation (possibly o
prototypes), to evaluation (withiteration). Some books have tried to please dl au-
diences and have become encyclopedias o user interface development, covering
topics worth knowing, but not in enough detail for readers to understand them.
Some books have tried to cover theory in depth and tried to appeal to developers
who have little interest in theory. Whatever the reasonsfor these choices, the re-
sults have been lacking. This book has chosen fewer topics and covered them in
more depth; enough depth, | think, to put the ideasinto practice. | think the mater-
ia ispresented in away that is understandable by awide audience, which isimpor-
tant in order for the book to be useful to whole multidisciplinary teams.

A recommended book . ..

I've been waitingfor thisbook for many years. | think it's been worth the wait.

As the director of the HCI Bibliography project (www.hcibib.org), a free-ac-
cess HCI portal receiving a half-million hits per year, | receive many requestsfor
suggestionsfor books, particularly from students and software development man-
agers. To answer that question, | maintain a list o recommended readingsin ten
categories (with 20,000 hits per year). Until now, it's been hard to recommend just
one book from that list. | point people to some booksfor motivation, other books
for process, and books for specific topics (e.g., task analysis, ergonomics, usability
testing). Thisbook fitswell into half the categoriesin my list and makesit easier to
recommend one book to get started and to have on hand for development.

I welcome the commitment of the authors to building a website for the book.
It's a practicethat has been adopted by other booksin thefield to offer additional
information and keep the book current. The site also presents interactive content
to aid in taskslike conducting surveysand heuristicevaluations. | look forward to
seeing the book's site present new materials, but as director o www.hcibib.org, |
hopethey uselinkstoinstead of re-inventing existingresources.

Gary Perlman
Columbus
October 2001
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Introduction

How many interactive products are there in everyday use? Think for a minute
about what you use in a typical day: cell phone, computer, personal organizer, re-
mote control, soft drink machine, coffee machine, ATM, ticket machine, library in-
formation system, the web, photocopier, watch, printer, stereo, calculator, video
game.. . the lig is endless. Now think for a minute about how usable they are.
How many are actually easy, effortless, and enjoyableto use? All of them, several,
or just one or two? Thislist is probably considerably shorter. Why isthisso?

Think about when some device caused you considerablegrief —how much time
did you waste trying to get it to work? Two well-known interactive devices that
cause numerous people immense grief are the photocopier that doesn't copy the
way they want and the VCR that records a different program from the one they
thought they had set or none at all. Why do you think these things happen time and
time again?Moreover, can anything be done about it?

Many products that require users to interact with them to carry out their tasks
(e.g., buyingaticket onlinefrom the web, photocopying an article, pre-recordingaTV
program) have not necessarily been designed with the usersin mind. Typicdly, they
have been engineered assystemsto perform set functions. While they may work effec-
tively from an engineering perspective, it isoften at the expensed how the system will
be used by real people. The am o interaction design is to redress this concern by
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What is interaction design?

bringing usability into the design process. | n essence, it is about developinginteractive
products'that are easy, effective, and enjoyableto use—from the users perspective.
In this chapter we begin by examining what interaction design is. We look at
the difference between good and poor design, highlighting how products can differ
radically in their usability. We then describe what and who is involved in interac-
tion design. In the last part of the chapter we outline core aspects of usability and
how these are used to assess interactive products. An assignment is presented at
the end of the chapter in which you have the opportunity to put into practice what
you have read, by evaluating an interactive product using various usability criteria.
Themain amsaf the chapter are to:

¢ Explain the difference between good and poor interaction design.

e Describe what interaction design is and how it relates to human-computer
interaction and other fields.

e Explain what usability is.
e Describe what isinvolved in the process of interaction design.
¢ Qutlinethe different formsof guidance used ininteraction design.

e Enableyou to evaluate an interactive product and explain what is good and
bad about it in termsaf the goalsand principlesaof interaction design.

1.2 Good and poor design

A central concern of interaction design is to develop interactive products that are
usable. By thisisgenerally meant easy to learn, effectiveto use, and provide an en-
joyable user experience. A good place to start thinking about how to design usable
interactive products is to compare examples o well and poorly designed ones.
Through identifying the specific weaknesses and strengths of different interactive
systems, we can begin to understand what it means for something to be usable or
not. Here, we begin with an example o a poorly designed sysem—voice mail—
that is used in many organizations (businesses, hotels, and universities). We then
compare thiswith an answering machine that exemplifiesgood design.

Imagine the following scenario. You're staying at a hotel for aweek whileon a
business trip. Y ou discover you have left your cell (mobile) phone at home so you
have to rely on the hotel's facilities. The hotel has a voice-mail system for each
room. To find out if you have a message, you pick up the handset and listen to the
tone. If it goes" beep beep beep™ there is a message. To find out how to accessthe
message you haveto read aset of instructions next to the phone.

Y ou read and follow thefirst step:

"1 Touch 491".
The system responds, "You have reached the Sunny Hotel voice message center.
Please enter the room number for which you would like to leave a message.”

'We usetheterminteractive productsgenerically torefer toall classesdf interactive systems,
technologies, environments, tools, applications,and devices.
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Y ou wait to hear how to listen to a recorded message. But there are no further
instructions from the phone. You look down at the instruction sheet again and
read:

"*2. Touch*, your room number, and #”. Y ou do so and the system replies,

"You have reached the mailbox for room 106. To leave a message type in your
password."

You type in the room number again and the system replies, " Please enter room
number again and then your password."

You don't know what your passwordis. You thought it was the same as your
room number. But clearly not. At this point you give up and call receptionfor help.
The person at the desk explains the correct procedure for recording and listening
to messages. Thisinvolvestyping in, at the appropriate times, the room number
and the extension number o the phone (the latter is your password, which isdiffer-
ent from the room number). Moreover, it takes Sx steps to access a message and
five stepsto leave amessage. Y ou go out and buy a new cell phone.

What is problematicwith thisvoice-mail system?

e Itisinfuriating.

¢ |tisconfusing.

¢ Itisinefficient, requiringyou to carry out a number of stepsfor basic tasks.
o Itisdifficult touse.

It has no means of letting you know at a glance whether any messageshave
been left or how many there are. You haveto pick up the handset tofind out
and then go through a seriesdf stepsto listento them.

e It is not obvious what to do: the instructionsare provided partially by the
system and partially by a card beside the phone.

Now consider the following phone answering machine. Figure 1.1 shows two
small sketchesd an answering machine phone. Incoming messages are represented
using physical marbles. The number of marblesthat have moved into the pinbali-
like chute indicatesthe number of messages. Dropping onedf these marblesinto a
dot in the machine causesthe recorded message to play. Dropping the same mar-
bleinto another slot on the phone diasthe caller who left the message.

Figure 1.1 Twosmall
sketchesshowinganswer -
ing phone.
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How doesthe " marble" answering machine differ from the voice-mail system?

¢ |t usesfamiliar physical objects that indicate visudly at a glance how many
messages have been | eft.

¢ |t isaesthetically pleasingand enjoyable to use.

¢ |t only requires one-step actionsto perform core tasks.

¢ [tisasimplebut elegant design.

¢ |t offerslessfunctionality and allowsanyone to listen to any of the messages.

The marble answering machine was designed by Durrell Bishop while a stu-
dent at the Royal Collegeof Artin London (described by Crampton-Smith, 1995).
One o his goals was to design a messaging system that represented its basic func-
tionality in termsdf the behavior of everyday objects. To do this, he capitalized on
people's everyday knowledge of how the physical world works. In particular, he
made use df the ubiquitous everyday action of picking up a physical object and
putting it down in another place. Thisis an example of an interactive product de-
signed with the usersin mind. The focusison providing them with an enjoyable ex-
perience but one that also makes efficient the activity of receiving messages.
However, it isimportant to note that although the marble answering machine is a
very elegant and usable design, it would not be practical in a hotel setting. One of
the main reasonsisthat it is not robust enough to be used in public places, for ex-
ample, the marbles could easily get lost or taken as souvenirs. Also, the need to
identify the user before alowing the messages to be played is essential in a hotel
setting. When considering the usability of a design, therefore, it is important to
take into account whereit is going to be used and who isgoing to useit. The marble
answering machine would be more suited in a home setting— provided there were
no children who might be tempted to play with the marbles!

1.2.1 What to design

Designing usableinteractive products thus requires considering who isgoing to be
using them and where they are going to be used. Another key concern is under-
standing the kind of activities people are doing when interacting with the products.
The appropriateness of different kinds of interfaces and arrangements of input and
output devicesdependson what kindsdf activitiesneed to be supported. For exam-
ple, if the activity to be supported isto let people communicate with each other at a
distance, then a system that allowseasy input of messages (spoken or written) that
can be readily accessed by the intended recipient is most appropriate. In addition,
an interface that allowsthe usersto interact with the messages (e.g., edit, annotate,
store) would be very useful.

The range of activities that can be supported is diverse. Just think for a
minute what you can currently do using computer-based systems: send messages,
gather information, write essays, control power plants, program, draw, plan, cal-
culate, play games—to name but a few. Now think about the number of inter-
faces and interactive devices that are available. They, too, are equally diverse:
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multimedia applications, virtual-reality environments, speech-based systems, per-
sonal digital assistants and large displays—to name but a few. There are also
many waysof designing the way users can interact with a system (e.g., via the use
of menus, commands, forms, icons, etc.). Furthermore, more and more novel
formsof interaction are appearing that comprise physical devices with embedded
computational power, such as electronic ink, interactive toys, smart fridges, and
networked clothing (See Figure1.2 on Color Plate 1). What this all amountsto is
a multitude of choices and decisions that confront designers when developing in-
teractive products.

A key guestion for interaction design is how do you optimize the users' inter-
actions with a system, environment or product, so that they match the users' activi-
tiesthat are being supported and extended? One could use intuition and hope for
the best. Alternatively, one can be more principled in deciding which choices to
make by basing them on an understanding o the users. Thisinvolves:

e taking into account what people are good and bad at

¢ considering what might help people with the way they currently do things
thinking through what might provide quality user experiences

listening to what people want and getting them involved in the design
using"'tried and tested" user-based techniques during the design process

The am of thisbook isto cover these aspects with the goal of teaching you how to
carry out interaction design. In particular, it focuses on how to identify users
needs, and from this understanding, move to designing usable, useful, and enjoy-
able systems.

ow does making a phone call differ when using:

¢ apublic phone box
¢ acedl phone?

How havethese devicesbeen designed to takeinto account (a) thekind of users, (b) type
of activity beingsupported,and (c) context of use?

(a) Public phones are designed to be used by the general public. Many have Braille em-
bossed on the keys and speaker volume control to enable people who are blind and

hard of hearing to use them.

Cel phones are intended for dl user groups, although they can be difficult to use for
peoplewho are blind or havelimited manual dexterity.

(b) Most phone boxes are designed with a simple mode of interaction: insert card or
money and key in the phone number. If engaged or unable to connect the money or
card is returned when the receiver is replaced. There isalso the option of alowing the
caller to make afollow-on call by pressing a button rather than collecting the money
and reinsertingit again. Thisfunction enablesthe making of multiple calsto be more
efficient.
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Cell phones havea more complex moded interaction. More functiondity is provided,
requiring the user to gpend time learning how to use them. For example, userscan save
phone numbersin an address book and then assign these to ""hotkeys,” alowing them
to becaled smply through pressing one or two keys

(c) Phone boxesareintended to be usad in public places, say on the street or in abussta
tion, and so have been designed to give the user adegree d privacy and noise protec-
tion through the used hoodsand booths.

Cdl phones have have been designed to be used any placeand any time. However, lit-
tle condderation has been given to how such flexihility affects others who mey be in
the same public place (e.g., Stting on trainsand buses).

13 What is interaction design?
By interaction design, we mean
designing interactive products to support people in their everyday and working lives.

In particular, it isabout creating user experiences that enhance and extend the way
people work, communicate and interact. Winograd (1997) describesit as'the de-
sign of spacesfor human communication and interaction.” In thissense, it is about
finding ways of supporting people. This contrasts with software engineering, which
focuses primarily on the production of software solutionsfor given applications. A
simple analogy to another profession, concerned with creating buildings, may clar-
ify thisdistinction. In hisaccount of interaction design, Terry Winograd asks how
architects and civil engineers differ when faced with the problem of building a
house. Architects are concerned with the people and their interactions with each
other and within the house being built. For example, is there the right mix of family
and private spaces? Are the spacesfor cooking and eating in close proximity? Will
people live in the space being designed in the way it was intended to be used? In
contrast, engineers are interested in issues to do with realizing the project. These
include practical concerns like cost, durability, structural aspects, environmental
aspects, fire regulations, and construction methods. Just as there is a difference
between designing and building a house, so too, isthere a distinction between in-
teraction design and software engineering. In a nutshell, interaction design isre-
lated to software engineering in the same way as architecture is related to civil
engineering.

1.3.1 The makeup of interaction design

It has always been acknowledged that for interaction design to succeed many disci-
plines need to be involved. The importance of understanding how users act and
react to events and how they communicate and interact together has led people
from a variety of disciplines, such as psychologists and sociologists, to become in-
volved. Likewise, the growing importance of understanding how to design different
kinds of interactive mediain effective and aesthetically pleasingways has led to a
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diversity o other practitioners becoming involved, including graphic designers,
artists, animators, photographers, film experts, and product designers. Below we
outlinea brief history of interaction design.

In the early days, engineers designed hardware systemsfor engineers to use.
The computer interface was relatively straightforward, comprising various switch
panelsand dialsthat controlled aset o internal registers. With the advent of moni-
tors (then referred to as visua display unitsor VDUs) and personal workstationsin
the late '70s and early ‘80s, interface design came into being (Grudin, 1990). The
new concept of the user interface presented many challenges:

Terror. You haveto confront the documentation. You have to learn a new language. Did
you ever usetheword 'interface’ beforeyou started using the computer?

—Advertising executive Arthur Einstein (1990)

Oned the biggest challengesat that time was to develop computers that could
be accessible and usable by other people, besides engineers, to support tasks in-
volving human cognition (e.g., doing sums, writing documents, managing accounts,
drawing plans). To make this possible, computer scientists and psychologists be-
cameinvolved in designing user interfaces. Computer scientists and software engi-
neers devel oped high-level programming languages (e.g., BASIC, Prolog), system
architectures, software design methods, and command-based languagesto help in
such tasks, while psychologists provided information about human capabilities
(e.g., memory, decision making).

The scope afforded by the interactive computing technology of that time (i.e.,
the combined use of visual displays and interactive keyboards) brought about
many new challenges. Research into and development o graphical user inter-
faces (GUI for short, pronounced "goo-ee") for office-based systems took off in
a hig way. There was much research into the design of widgets (e.g., menus, win-
dows, palettes, icons) in terms of how best to structure and present them in a
GUI.

In the mid 80s, the next wave of computing technologies—including speech
recognition, multimedia, information visualization, and virtual reality — presented
even more opportunities for designing applicationsto support even more people.
Education and training were two areas that received much attention. Interactive
|earning environments, educational software, and training simulatorswere some o
the main outcomes. To build these new kinds of interactive systems, however, re-
quired a different kind of expertisefrom that of psychologists and computer pro-
grammers. Educational technologists, developmental psychologists, and training
expertsjoinedin the enterprise.

Asfurther waves of technological development surfaced in the '90s—network-
ing, mobile computing, and infrared sensng—the creation of a diversity of applica
tions for all people became a real possibility. All aspects o a person's life—a
home, on the move, at schooal, at leisure as well as at work, alone, with family or
friends—began to be seen asareas that could be enhanced and extended by design-
ing and integrating various arrangements of computer technologies. New ways o
| earni ng, communicating, working, discovering, and living were envisioned.
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In the mid *90s, many companiesrealized it was necessary again to extend their
existing multidisciplinary design teams to include professionals trained in media
and design, including graphical design, industrial design, film, and narrative. Sociol-
ogists, anthropologists, and dramaturgists were also brought on board, all having
quite a different take on human interaction from psychologists. This wider set of
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people were thought to have the right mix of skillsand understanding of the differ-
ent application areas necessary to design the new generation of interactive systems.
For example, designing a reminder application for the family requires understand-
ing how familiesinteract; creating an interactive story kit for children requires un-
derstanding how children write and understand narrative, and developing an
interactive guide for art-gallery visitors requires appreciating what people do and
how they move through public spaces.

Now in the *00s, the possibilitiesafforded by emerging hardware capabilities—
e.g., radio-frequency tags, large interactive screens, and information appliances—
hasled to afurther redlization that engineers, who know about hardware, software,
and electronicsare needed to configure, assemble, and program the consumer el ec-
tronics and other devicesto be able to communicate with each other (often re-
ferred to asmiddleware).

1.3.2 Working together as a multidisciplinary team

Bringing together so many people with different backgrounds and training has
meant many more ideas being generated, new methods being developed, and more
creative and original designs being produced. However, the down side is the costs
involved. The more people there are with different backgroundsin a design team,
the more difficultit can be to communicate and progressforward the designsbeing
generated. Why? People with different backgrounds have different perspectives
and ways of seeing and talking about the world (see Figure 1.4). What one person
valuesasimportant others may not even see (Kim, 1990). Similarly,a computer sci-
entist's understanding of the term representation is often very different from a
graphic designer's or a psychologist's.

Figure 1.4 Four different
team memberslooking a
the same square, but each
seaing it quitedifferently.
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What this means in practice is that confusion, misunderstanding, and com-
munication breakdowns can often surface in a team. The various team members
may have different ways of talking about design and may use the same terms to
mean quite different things. Other problems can arise when a group of people is
"thrown" together who have not worked as a team. For example, the Philips Vi-
sion of the Future Project found that its multidisciplinary teams—who were re-
sponsible for developing ideas and products for the future— experienced a
number of difficulties, namely, that project team members did not aways have a
clear idea of who needed what information, when, and in what form (Lambourne
et al.,1997).

n practice, the makeup of a given design team depends on the kind of interactive product
being built. Who do you think would need to beinvolved in developing:

(@) a public kiosk providing information about the exhibits available in a science
museum?

(b) aninteractive educational website to accompany aTV series?

Each team will need a pumber of different people with different skill sets. For example, the
first interactive product would need:

(a) graphic and intéraction designers, museum curators, educational advisors, software
engineers, software designers, usability engineers, ergonomists

The second project would need:

(b) TV producers, graphic and interaction designers, teachers, video experts, software
engineers, software designers, usability engineers

In addition, as both systeris are being developed for use by the general public, representa-
tive users, such as school children and parents, should be involved.

In practice, design teams often end up being quite large, especialy if they are working on a
big project to meet a fixed deadline. For example, it iscommon to find teams of fifteen peo-
ple or more working on a wébsite project for an extensive period of time, like six months.
This means that a number of peoplefrom each area of expertise arelikely to be working as
part of the project team.

1.3.3 Interaction design in business

Interaction design is nbw big business. In particular, website consultants, start-
up companies, and mobile computing industries have all realized its pivotal role
in successful interactive products. To get noticed in the highly competitive field
of web products requires standing out. Being able to say that your product is
easy and effective to useisseen ascentral to this. Marketing departments are re-
alizing how branding, the number of hits, customer return rate, and customer
satisfaction are greatly affected by the usability of a website. Furthermore, the
presence or absence of good interaction design can make or break a company.
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One infamous dot.com fashion clothes company that failed to appreciate the im-
portance of good interaction design paid heavily for its oversight, becoming
bankrupt within a few months of going public." Their approach had been to go
for an "al singing and all dancing,” glossy 3D graphical interface. One of the
problems with this was that it required several minutes to download. Further-
more, it often took more than 20 minutes to place an order by going through a
painfully long and slow process of filling out an online form—only to discover
that the order was not successful. Customers simply got frustrated with the site
and never returned.

In response to the growing demand for interaction design, an increasing
number of consultancies are establishing themselves as interaction design ex-
perts. One such company is Swim, set up by Gitta Salomon to assist clients with
the design of interactive products (see the interview with her at the end of this
chapter). She points out how often companies realize the importance of interac-
tion design but don't know how to do it themselves. So they get in touch with
companies, like Swim, with their partially developed products and ask them for
help. This can come in the form of an expert "crit" in which a detailed review of
the usability and design of the product is given (for more on expert evaluation,
see Chapter 13). More extensively, it can involve helping clients create their
products.

Another established design company that practicesinteraction designis | DEO,
which now has many branches worldwide. Drawing on over 20 yearsof experience
in the area, they design products, services, and environments for other companies,
pioneering new user experiences (Spreenberg et al., 1995). They have developed

*This happened befor ethedot.com crash in 2001.
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Figure 1.5 Aninnovative
product developed by
IDEO: Scout Modo, awire-
less handhdld device ddliv-
ering up-to-date
information about whet's
goingon in acity.

thousands of products for numerous clients, each time following their particular
brand of user-centered design (see Figure 1.5).

14 What is involved in the process of interaction design?
Essentially, the process of interaction design involvesfour basic activities:

1. Identifying needs and establishing requirements.
2. Developing alternative designsthat meet those requirements.

3. Building interactive versions of the designs so that they can be communi-
cated and assessed.

4. Evauating what is being built throughout the process.

These activitiesare intended to inform one another and to be repeated. For exam-
ple, measuring the usability of what has been built in terms of whether it iseasy to
use provides feedback that certain changes must be made or that certain require-
ments have not yet been met.

Evaluating what has been built is very much at the heart of interaction design.
Itsfocusison ensuring that the product is usable. It is usualy addressed through a
user-centered approach to design, which, as the name suggests, seeks to involve
users throughout the design process. There are many different ways of achieving
this: for example, through observing users, talking to them, interviewing them, test-
ing them using performance tasks, modeling their performance, asking them to fill
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in questionnaires, and even asking them to become co-designers. The findingsfrom
the different ways of engaging and eliciting knowledge from users are then inter-
preted with respect to ongoing design activities(we give more detail about al these
aspectsdf evaluation in Chapters10-14).

Equally important asinvolving usersin evaluating an interactive product is un-
derstanding what people currently do. Thisform of research should take place be-
fore building any interactive product. Chapters 3, 4, and 5 cover alot of thisground
by explainingin detail how people act and interact with one another, with informa-
tion, and with various technologies, together with describing their strengths and
weaknesses. Such knowledge can greatly help designers determine which solutions
to choose from the many design alternatives available and how to develop and test
these further. Chapter 7 describes how an understanding of users needs can be
translated to requirements, while Chapter 9 explains how to involve users effec-
tively in the design process.

A main reason for having a better understanding of users is that different
users have different needs and interactive products need to be designed accord-
ingly. For example, children have different expectations about how they want
to learn or play from adults. They may find having interactive quizzesand cartoon
characters helping them along to be highly motivating, whereas most adults find
them annoying. Conversely, adults often like talking-heads discussionsabout top-
ics, but children find them boring. Just as everyday objects like clothes, food, and
games are designed differently for children, teenagers, and adults, so, too, must in-
teractive products be designed to match the needs of different kinds of users.

In addition to the four basic activitiesof design, there are three key character-
isticsof theinteraction design process:

1. Usersshould beinvolved through the development of the project.

2. Specificusability and user experience goasshould beidentified, clearly doc-
umented, and agreed upon at the beginning of the project.

3. Iteration through the four activitiesisinevitable.

We have already mentioned the importance of involving users and will return to
this topic throughout the book. Iterative design will also be addressed later when
we talk about the various design and evaluation methods by which this can be
achieved. I n the next section we describe usability and user experience goals.

1.5 The goals of interaction design

Part of the processaf understanding users needs, with respect to designing an in-
teractive system to support them, isto be clear about your primary objective. Isit
to design a very efficient system that will allow users to be highly productive in
their work, or isit to design asystem that will be challengingand motivating so that
it supports effective learning, or is it something else? We call these top-level con-
cerns usability goalsand user experience goals. The two differ in termsof how they
are operationalized, i.e., how they can be met and through what means. Usability
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goals are concerned with meeting specific usability criteria (e.g., efficiency) and
user experiencegoals are largely concerned with explicating the quality o the user
experience(e.g., to be aesthetically pleasing).

1.5.1 Usability goals

To recap, usability is generally regarded as ensuring that interactive products are
easy to learn, effective to use, and enjoyablefrom the user's perspective. It involves
optimizing the interactions peopl e have with interactive productsto enable them to
carry out their activities at work, school, and in their everyday life. More specifi-
cally, usability is broken down into the following gods:

o effectiveto use (effectiveness)
o efficient to use (efficiency)
safe to use (safety)
have good utility (utility)
e easy tolearn (learnability)
e easy to remember how to use (memorability)

For each goal, we describeit in more detail and provide akey question.

Effectiveness is a very general goa and refersto how good asystemis at doing
what it issupposed to do.

Quegtion: Isthe system capabled alowing peopleto learn well, carry out their
work efficiently, access the information they need, buy the goods they want, and
soon?

Efficiency refersto the way a system supports usersin carrying out their tasks.
The answering machine described at the beginning of the chapter was considered
efficientin that it let the user carry out common tasks (e.g., listening to messages)
through a minimal number of steps. In contrast, the voice-mail system was consid-
ered inefficient because it required the user to carry out many steps and learn an
arbitrary set of sequencesfor the same common task. Thisimpliesthat an efficient
way o supportingcommon tasksisto let the user use single button or key presses.
An example of where this kind of efficiency mechanism has been effectively em-
ployedisin e-tailing. Once users have entered all the necessary personal detailson
an e-commercesite to make a purchase, they can let the site save all their personal
details. Then, if they want to make another purchase at that site, they don't have
to re-enter al their personal details again. A clever mechanism patented by
Amazon.comisthe one-click option, which requires usersonly to click asingle but-
ton when they want to make another purchase.

Question: Once usershavelearned how to use a system to carry out their tasks,
can they sustainahighlevel o productivity?

SAety involves protecting the user from dangerous conditionsand undesirable
situations. In relation to the first ergonomicaspect, it refersto the external condi-
tions where people work. For example, where there are hazardousconditions—Ilike
X-ray machinesor chemical plants--operators should be able to interact with and
control computer-based systems remotely. The second aspect refersto helping any
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kind of user in any kind of situation avoid the dangersdf carrying out unwanted ac-
tionsaceidentally. It also refersto the perceived fears users might have of the con-
sequences of making errors and how this affects their behavior. To make
computer-based systems safer in this sense involves (i) preventing the user from
making seriouserrors by reducing the risk of wrong keys/buttons being mistakenly
activated (an example is not placing the quit or delete-file command right next to
the save command on a menu) and (ii) providing users with various means of re-
covery should they make errors. Safe interactive systems should engender confi-
dence and alow the user the opportunity to explore the interface to try out new
operations (see Figure 1.6a). Other safety mechanismsinclude undo facilities and
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Figure 1.6 (@) A safeand an unsafe menu. Which iswhich and why? (b) Warning dialog
message from Eudora.
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confirmatory dialog boxes that give users another chance to consider their inten-
tions (a well-known example used in e-mail applicationsis the appearance o adia
log box, after the user has highlighted messages to be deleted, saying: "' Are you
sure you want to delete all these messages?* See Figure 1.6(b)).

Question: Does the system prevent users from making serious errors and, if
they do make an error, doesit permit them to recover easily?

Utility refersto the extent to which the system provides the right kind of func-
tionality so that userscan do what they need or want to do. An exampled asystem
with high utility is an accounting software package providing a powerful computa
tional tool that accountantscan use to work out tax returns. A exampled asystem
with low utility is a software drawing tool that does not allow users to draw free-
hand but forcesthem to use a mouse to create their drawings, using only polygon
shapes.

Question: Does the system provide an appropriate set of functionsthat enable
usersto carry out all their tasksin the way they want to do them?

Learnability refersto how easy asystemisto learn to use. It iswel known that
people don't like spending along time learning how to use asystem. They want to
get started straight away and become competent at carrying out tasks without too
much effort. Thisisespecially sofor interactive productsintended for everyday use
(e.g., interactive TV, email) and those used only infrequently (e.g., videoconferenc-
ing). To acertain extent, people are prepared to spend longer |earning more com-
plex systemsthat provide a wider range o functionality (e.g., web authoring tools,
word processors). In these situations, CD-ROM and online tutorials can help by
providing interactive step-by-step material with hands-on exercises. However,
many peoplefind these tedious and often difficult to relate to the tasks they want to




Comment

1.5 The goals of interactiondesign 17

accomplish. A key concern is determining how much time users are prepared to
spend learning a system. Thereseemslittle point in developing a range of function-
ality if the majority of users are unable or not prepared to spend time learning how
to useit.

Question: How easy isit and how long does it take (i) to get started using a sys-
tem to perform core tasks and (ii) to learn the range of operations to perform a
wider set of tasks?

Memorability refers to how easy a system is to remember how to use, once
learned. This is especialy important for interactive systems that are used infre-
quently. If usershaven't used a system or an operation for afew monthsor longer,
they should be able to remember or at least rapidly be reminded how to use it.
Users shouldn't have to keep relearning how to carry out tasks. Unfortunately, this
tends to happen when the operations required to be learned are obscure, illogical,
or poorly sequenced. Users need to be helped to remember how to do tasks. There
are many ways of designing the interaction to support this. For example, users can
be helped to remember the sequence of operations at different stages of a task
through meaningful icons, command names, and menu options. Also, structuring
options and icons so they are placed in relevant categories of options (e.g., placing
al the drawing toolsin the same place on the screen) can help the user remember
where to look tofind a particular tool at a given stage of a task.

Question: What kinds of interface support have been provided to help usersre-
member how to carry out tasks, especialy for systems and operations that are used
infrequently?

How long do you think it should take to learn how to use the following interactive products
and how long doesit actually take most peopleto learn them? How memorable are they?

(& usngaVCRtoplay avideo
(b) usngaVCR to pre-record two programs
(©) usingan authoringtool to create a website

(&) To play avideo should be as sirr;gle as turning the radio on, should take less than 30
seconds to work out, and then should be straightforward to do subsequently. Mogt
people are able to fathom how to play a video. However, some systems require the
user to switch to the "video" channel using one or two remote control devices, select-
ing from a choice d 50 or more channels. Other settingsmay aso need to be config-
ured beforethe video will play. Mot peopleare able to remember how to play avideo
once they have used aparticular VCR.

(b) Thisisa more complex operation and should take a couple d minutesto learn how to
do and to check that the programmingis correct. In reality, many VCRsare so poorly
designed that 80% of the population is unable to accomplish this task, despite severd
attempts. Very few people remember how to pre-record a program, largely because
theinteraction required to do thisis poorly designed, with poor or no feedback,and is
often illogicd from the user's perspective. Of those, only a few will bother to go
through the manua again.
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() A wedl-designed authoring tool should let the user create a basic page in about 20 min-
utes. Learning the full range of operations and possibilitiesis likely to take much
longer, possibly afew days. In redlity, there are some good authoring toolsthat alow
the user to get started straight away, providing templates that they can adapt. Most
users will extend their repertoire, taking another hour or so to learn more functions.
However, very few peopleactualy learn to use thefull range of functions provided by
the authoring tool. Userswill tend to remember frequently used operations (e.g., cut
and paste, inserting images), especialyif they are consistent with the way they are car-
ried out in other softwareapplications. However, lessfrequently used operations may
need to be relearned (e.g., formattingtabl es).

The usability goalsdiscussed so far are well suited to the design o businesssystems
intended to support working practices. In particular, they are highly relevant for
companiesand organi zationswho are introducingor updating applicationsrunning
on desktop and networked systems—that are intended to increase productivity by
improving and enhancing how work gets done. Aswdl as couching them in terms
of gpecific questions, usability goas are turned into usability criteria. These are
specificobjectives that enable the usability of a product to be assessed in terms of
how it can improve (or not) a user's performance. Examples o commonly used us-
ability criteria are time to complete a task (efficiency), timeto learn a task (learn-
ability), and the number of errors made when carrying out a given task over time
(memorability).

1.5.2 User experience goals

The realizationthat new technologies are offering increasing opportunitiesfor sup-
porting peoplein their everyday lives hasled researchers and practitionersto con-
sider further goals. The emergence o technologies (e.g., virtual reality, the web,
mobile computing) in a diversity of application areas (e.g., entertainment, educa-
tion, home, public areas) has brought about a much wider set of concerns. As well
as focusing primarily on improving efficiency and productivity at work, interaction
designisincreasingly concerningitself with creating systemsthat are:

« satisfying

* enjoyable

e fun

* entertaining

¢ helpful

* motivating

e aesthetically pleasing

e supportived creativity

rewarding
e emotionallyfulfilling
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The goals of designing interactive products to be fun, enjoyable, pleasurable,
aesthetically pleasing and so on are concerned primarily with the user experience.
By thiswe mean what the interaction with the system fedslike to the users. Thisin-
volvesexplicating the nature of the user experiencein subjective terms. For exam-
ple, a new software package for children to create their own music may be designed
with the primary objectives o being fun and entertaining. Hence, user experience
goalsdiffer from the more objective usability goasin that they are concerned with
how users experience an interactive product from their perspective, rather than as-
sessing how useful or productive a systemisfromitsown perspective. The relation-
ship between thetwo isshownin Figure 1.7.

Much of the work on enjoyment, fun, etc., has been carried out in the enter-
tainment and computer gamesindustry, which has a vested interest in understand-
ing the role of pleasure in considerable detail. Aspects that have been described
as contributing to pleasure include: attention, pace, play, interactivity, conscious
and unconscious control, engagement, and style of narrative. It has even been
suggested that in these contexts, it might be interesting to build systems that are
non-easy to use, providing opportunities for quite different user experiences from
those designed based on usability goals (Frohlich and Murphy, 1999). Interact-
ing with a virtual representation using a physical device (e.g., banging a plastic

/ fun \
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Figure 1.7 Usability and user experience gods Usahility godsare central to interactionde-
sign and are operationdized through spedific criteria. User experiencegodsareshown in
the outer cirdle and are lessdearly defined.
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hammer to hit a virtual nail represented on the computer screen) compared with
using a more efficient way to do the samething (e.g., selecting an option using com-
mand keys) may require more effort but could, conversely, result in a more enjoy-
able and fun experience.

Recognizingand understanding the trade-off sbetween usability and user expe-
rience goals is important. In particular, this enables designers to become aware of
the consequences o pursuing different combinationsd them in relation to fulfill-
ing different users needs. Obvioudly, not all o the usability goas and user experi-
encegoals apply to every interactive product being devel oped. Some combinations
will also be incompatible. For example, it may not be possible or desirable to de-
sign a process control system that is both safe and fun. As stressed throughout this
chapter, what is important depends on the use context, the task at hand, and who
theintended usersare.

Below are a number of proposed interactive products. What do you think are the key usabil-

ity goals and user experience goalsfor each of them?

(a) amobiledevice that allowsyoung children to communicate with each other and play
collaborative games

(b) avideo and computer conferencing system that allowsstudentsto learn at home

(c) an Internet application that allowsthe general public to accesstheir medical records
viainteractive TV

(d) a CAD system for architectsand engineers

(e) an online community that provides support for people who have recently been
bereaved

(a) Such a collaborative device should be easy to use, effective, efficient, easy to learn
and use, fun and entertaining.

(b) Such alearning device should be easy to learn, easy to use, effective, motivating and
rewarding.

(c) Such a personal system needs to be safe, easy to use and remember how to use, effi-
cient and effective.

(d) Such atool needsto be easy tolearn, easy to remember, have good utility, be safe, ef-
ficient, effective, support creativity and be aesthetically pleasing.

(e) Such asystem needs to be easy to learn, easy to use, motivating, emotionally satisfy-
ing and rewarding.

16 More on usability: design and usability principles

Another way of conceptualizing usabilityisin termsdf design principles. Theseare
generalizableabstractionsintended to orient designerstowardsthinking about dif-
ferent aspects of their designs. A well-known example is feedback: systemsshould
be designed to provide adequate feedback to the usersto ensure they know what to
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do next in their tasks. Design principles are derived from a mix of theory-based
knowledge, experience, and common sense. They tend to be written in a prescrip-
tive manner, suggesting to designerswhat to provide and what to avoid at the inter-
face—if you like, the do's and don'ts o interaction design. More specificaly, they
are intended to help designers explain and improve the design (Thimbleby, 1990).
However, they are not intended to specify how to design an actual interface (e.g.,
telling the designer how to design a particular icon or how to structure a web por-
tal) but act more like a set of reminders to designers, ensuring that they have pro-
vided certain thingsat the interface.

A number of design principleshave been promoted. The best known are con-
cerned with how to determine what users should see and do when carrying out
their tasks using an interactive product. Here we briefly describe the most common
ones: visibility, feedback, constraints, mapping, consistency, and affordances. Each
of these has been written about extensively by Don Norman (1988) in his bestseller
The Design of Everyday Things.

Visibility Theimportance o visibility isexemplified by our two contrasting exam-
plesat the beginning of the chapter. The voice-mail system made the presence and
number of waiting messagesinvisible, while the answer machine made both aspects
highly visible. The more visiblefunctions are, the more likely users will be able to
know what to do next. In contrast, when functionsare " out of sight,” it makesthem
more difficult to find and know how to use. Norman (1988) describes the controls
of a car to emphasize this point. The controls for different operations are clearly
visible (e.g., indicators, headlights, horn, hazard warning lights), indicating what
can be done. The relationship between the way the controls have been positioned
inthe car and what they do makesit easy for thedriver tofind the appropriate con-
trol for the task at hand.

Feedback Related to the concept of visihility is feedback. This is best illustrated
by an analogy to what everyday life would belike without it. Imagine trying to play
a guitar, dlice bread using a knife, or write using a pen if none o the actions pro-
duced any effect for several seconds. There would be an unbearable delay before
the music was produced, the bread was cut, or the words appeared on the paper,
making it almost impossiblefor the person to continue with the next strum, saw, or
stroke.

Feedback is about sending back information about what action has been done
and what has been accomplished, allowing the person to continue with the activity.
Various kinds of feedback are available for interaction design—audio, tactile, ver-
bal, visual, and combinations o these. Deciding which combinations are appropri-
ate for different kinds o activitiesand interactivitiesis central. Using feedback in
the right way can aso provide the necessary visibility for user interaction.

Constraints The design concept of constraining refers to determining ways of re-
stricting the kind o user interaction that can take place at a given moment. There
are various ways this can be achieved. A common design practicein graphical user
interfaces is to deactivate certain menu options by shading them, thereby restrict-
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ing the user to only actionspermissibleat that stage o the activity (see Figure 1.8).
One of the advantagesof thisform of constrainingisit preventsthe user from se-
lecting incorrect options and thereby reducesthe chance of making a mistake. The
use of different kinds of graphical representations can also constrain a person's in-
terpretation o a problem or information space. For example, flow chart diagrams
show which objectsare related to which, thereby constrainingthe way theinforma:
tion can be perceived.

Norman (1999) classifiesconstraintsinto three categories: physical, logical, and
cultural. Physical constraints refer to the way physical objects restrict the move-
ment of things. For example, the way an external disk can be placed into a disk
drive is physicaly constrained by its shape and size, so that it can be inserted in
only one way. Likewise, keyson a pad can usually be pressedin only one way.

Logical constraintsrely on people's understanding of the way the world works
(cf. the marbles answering machine design). They rely on people's common-sense
reasoning about actionsand their consequences. Picking up a physical marble and
placing it in another location on the phone would be expected by most people to
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trigger something else to happen. Making actions and their effects obvious enables
people to logicaly deduce what further actions are required. Disabling menu op-
tionswhen not appropriate for the task in hand provideslogical constraining. 1t al-
lows users to reason why (or why not) they have been designed this way and what
options are available.

Cultural constraints rely on learned conventions, like the use of red for warn-
ing, the use of certain kinds of audio signalsfor danger, and the use of the smiley
face to represent happy emotions. Most cultural constraints are arbitrary in the
sense that their relationship with what is being represented is abstract, and could
have equally evolved to be represented in another form (e.g., the use of yellow in-
stead of red for warning). Accordingly, they have to be learned. Once learned and
accepted by acultural group, they become universally accepted conventions. Two
universally accepted interface conventions are the use of windowing for display-
ing information and the use of icons on the desktop to represent operations and
documents.

Mapping Thisrefers to the relationship between controls and their effectsin the
world. Nearly all artifacts need some kind of mapping between controls and effects,

whether it is a flashlight, car, power plant, or cockpit. An example of a good map-
ping between control and effect isthe up and down arrows used to represent the up
and down movement of the cursor, respectively, on a computer keyboard. The
mapping of the relative position of controls and their effectsisasoimportant. Con-
sider the various musical playing devices (e.g., MP3, CD player, tape recorder).
How are the controls o playing, rewinding, and fast forward mapped onto the de-
sired effects? They usualy follow a common convention of providingasequence of
buttons, with the play button in the middle, the rewind button on the left and the
fast-forward on the right. This configuration maps directly onto the directionality
of the actions (see Figure 1.9a). Imagine how difficultit would beif the mappingsin
Figure 1.9b were used. Look at Figure 1.10 and determine from the various map-
pingswhichis good and which would cause problems to the person usingit.

€2

Figure 1.10 Four possiblecombinationsd arrow-key mappings. Which is the mogt natural
mapping?
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Consistency Thisrefersto designinginterfacesto have similar operations and use
similar elements for achieving similar tasks. In particular, a consistent interface is
one that follows rules, such as using the same operation to select all objects. For
example, a consistent operation is usng the same input action to highlight any
graphical object at the interface, such as awaysclicking the left mouse button. In-
consistent interfaces, on the other hand, dlow exceptionsto arule. An example of
this is where certain graphical objects (e.g., email messages presented in a table)
can be highlighted only by using the right mouse button, while al other operations
are highlighted using the left button. A problem with thiskind of inconsistency is
that it is quite arbitrary, making it difficult for users to remember and making the
users more prone to mistakes.

One d the benefitsdf consistent interfaces, therefore, isthat they are easier to
learn and use. Usershaveto learn only asinglemode d operation that is applicable
to all objects. This principleworkswell for simpleinterfaceswith limited operations,
like amini CD player with asmall number of operationsmapped onto separate but-
tons. Here, dl the user hasto do islearn what each button representsand select ac-
cordingly. However, it can be more problematicto apply the concept of consistency
to more complex interfaces, especialy when many different operations need to be
designed for. For example, consider how to design an interfacefor an application
that offers hundreds of operations (e.g. a word-processing application). There is
simply not enough space for a thousand buttons, each o which maps onto an indi-
vidua operation. Even if there were, it would be extremely difficult and time-
consuming for the user to search through them al to find the desired operation.

A much more effective design solution is to create categories of commands
that can be mapped into subsets of operations. For the word-processing applica-
tion, the hundreds of operations available are categorized into subsets of different
menus. All commands that are concerned with file operations (e.g., save, open,
close) are placed together in the same file menu. Likewise, al commands con-
cerned with formatting text are placed in a format menu. Selecting an operation
then becomes a matter o homing in on the right category (menu) of options and
scanning it for the desired one, rather than scrolling through one long list. How-
ever, the consistency rule o having a visible one-to-one mapping between com-
mand and operation is broken. Operations are not immediately visible at the
interface, but areinstead hidden under different categoriesd menus. Furthermore,
some menu items are immediately visble, when a top-level menu is first pulled
down, while others remain hidden until the visible items are scrolled over. Thus,
users need to learn what itemsare visiblein each menu category and which are hid-
den in submenus.

The way the items are divided between the categoriesdf menu items can also
appear inconsistent to users. Various operations appear in menus where they do
not belong. For example, the sorting operation (very useful for listing referencesor
names in aphabetical order) in Microsoft Word 2001 is in the Table menu (the
Mac Version). In the previous Word 98 version, it wasin both the Toolsand Table
menus. | dways thought of it asa Tool operation (like Word Count), and became
very frustrated to discover that as a default for Word 2001 it is only in the Table
menu. This makes it inconsistentfor me in two ways (i) with the previous version
and (ii) in the category it has been placed. Of course, | can customize the new ver-
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sion so that the menus are structured in the way | think they should be, but thisall
takes considerable time (especially when | use different machines at work, home,
and when travelling).

Another problem with consistency is determining what aspect of an interface
to make consistent with what else. There are often many choices, some of which
can be inconsistent with other aspects of the interface or ways of carrying out ac-
tions. Consider the design problem of developing a mechanism to let users lock
their files on a shared server. Should the designer try to design it to be consistent
with the way people lock thingsin the outside world (called external consistency)
or with the way they lock objects in the existing system (called internal consis-
tency)? However, there are many different ways of locking objectsin the physica
world (e.g., placing in asafe, using a padlock, using a key, using achild safety lock),
just as there are different ways of locking electronically (e.g., using PIN numbers,
passwords, permissions, moving the physical switches on floppy disks). The prob-
lem facing designersis knowingwhich one to be consistent with.

Affordance isaterm used to refer to an attribute of an object that allows people
to know how to useit. For example, a mouse button invites pushing (in so doing ac-
tivating clicking) by the way it is physically constrained inits plasticshell. At avery
simple level, to afford means "to give a clue" (Norman, 1988). When the affor-
dances of a physical object are perceptually obviousit iseasy to know how to inter-
act with it. For example, a door handle affords pulling, a cup handle affords
grasping, and a mouse button affords pushing. Norman introduced this concept in
the late '80s in his discussion of the design of everyday objects. Since then, it has
been much popularized, being used to describe how interface objects should be de-
signed so that they make obvious what can be done to them. For example, graphi-
cal elements like buttons, icons, links, and scroll bars are talked about with respect
to how to make it appear obvious how they should be used: icons should be de-
signed to afford clicking, scroll barsto afford moving up and down, buttons to af-
ford pushing.

Unfortunately, the term affordance has become rather a catch-all phrase, los-
ing much o its potency as a design principle. Norman (1999), who was largely re-
sponsiblefor originally promoting the concept in hisbook The Design of Everyday
Things(1988), now despairs at the way it has come to be used in common parlance:

" Zput an affordance there,” a participant would say, " | wonder if the object affords
clicking... ” affordancesthis, affordancesthat. And no data, just opinion. Yikes! What
had | unleashed upon the world? Norman's (1999) reaction to a recent CHI-Web
discusson.
He hassince tried to clarify hisargument about the utility of the concept by saying
there are two kinds of affordance: perceived and real. Physical objects are said to
have real affordances, like grasping, that are perceptual ly obviousand do not haveto
be learned. In contrast, user interfacesthat are screen-based are virtual and do not
have these kinds o real affordances. Using thisdistinction, he arguesthat it does not
makesenseto try to design for real affordancesat the interface--except when design-
ing physica devices, like control consoles, where affordanceslike pulling and press-
ing are helpful in guiding the user to know what to do. Alternatively, screen-based
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interfaces are better conceptualized as perceived affordances, which are essentialy
learned conventions. In conclusion, Norman argues that other design concepts--con-
ventions, feedback and cultural and logical constraints—are far more useful for help-
ing designersdevel op graphical user interfaces.

1.6.1 Heuristics and usability principles

When design principles are used in practice they are commonly referred to as
heuristics. This term emphasizes that something has to be done with them when
they are applied to a given problem. In particular, they need to be interpreted in
the design context, drawing on past experience of, for example, how to designfeed-
back and what it meansfor something to be consistent.

Another form of guidanceis usability principles. An exampleis' speak the user's
language.” These are quite similar to design principles, except that they tend to be
more prescriptive. In addition, whereas design principlestend to be used mainly for
informing a design, usability principles are used mostly as the basis for evaluating
prototypes and existing systems. | n particular, they providetheframework for heuris-
tic evaluation (see Chapter 13). They, too, are called heuristics when used as part of
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an evaluation. Below are the ten main usability principles, developed by Nielsen
(2001) and hiscolleagues. Note how some of them overlap with the design principles.

1. Vigdhility of system status—always keep usersinformed about what isgoing
on, through providing appropriate feedback within reasonable time

2. Match between system and the real world—speak the users' language, using
words, phrases and concepts familiar to the user, rather than system-
oriented terms

3. User control andfreedom — provide ways of alowing usersto easily escape
from places they unexpectedly find themselves, by using clearly marked
‘emergency exits

4. Consistency and standards— avoid making users wonder whether different
words, situations, or actions mean the samething

5. Help users recognize, diagnose, and recover from errors—use plain lan-
guageto describe the nature o the problem and suggest away of solvingit

6. error prevention-where possible prevent errors occurringin the first place
7. Recognition rather than recal —make objects, actions, and options visible

8. Hexihility and efficiency of use—provide accelerators that are invisible to
novice users, but allow more experienced users to carry out tasks more
quickly

9. Aestheticand minimalist design—avoid usinginformation that isirrelevant
or rarely needed

10. Help and documentation— provideinformation that can be easily searched
and provideshelp in aset of concrete steps that can easily befollowed

ne of the main design principleswhich Nielsen has proselytized, especially for website de-
gn, issmplicity. He proposes that designersgo throughall of their design elementsand re-
move them one by one. If adesign worksjust as well without an element, then removeit. Do
you think thisis a good design principle?If you have your own website, try doing thisand
seeing what happens. At what point does theinteraction break down?

Simplicity iscertainly an important design principle. Many designerstry to cram too muchinto
ascreenful of space, makingit unwieldy for peopleto find what they areinterestedin. Remov-
ing design elementsto see what can be discarded without affecting the overall function of the
website can be a salutary lesson. Unnecessary icons, buttons, boxes, lines, graphics, shading,
and text can be stripped, leaving a cleaner, crisper, and easier-to-navigatewebsite. However, a
certain amount o graphics, shading, coloring, and formatting can make a site aesthetically
pleasingand enjoyableto use. Plain vanillasiteswith just listisdf text and afew hyperlinks may
not be as appealingand may put certain visitorsoff returning. The key is getting the right bal-
ance between aesthetic appeal and the right amount and kind of information per page.

Design and usability principleshave also been operationalized into even more spe-
cific prescriptions called rules. These are guidelinesthat should befollowed. An ex-
ample is"awaysplace the quit or exit button at the bottom of thefirst menu listin
an application."
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Assignment

Thisassignment isintended for you to put into practice what you have read about inthis chap-
ter. Specifically, the objectiveisto enable you to define usability and user experience goals and
to usedesign and usability principles for evaluating the usability of an interactive product.

Find a handheld device (e.g. remote control, handheld computer, or cell phone) and ex-
amine how it has been designed, paying particular attention to how the user is meant toin-
teract withit.

(a) From your first impressions, write down what first comes to mind as to what is good
and bad about the way the device works. Then list (i) its functionality and (ii) the
range of tasks a typical user would want to do using it. Is thefunctionality greater,
equal, or lessthan what the user wantsto do?

(b) Based on your reading of thischapter and any other material you have come across,
compile your own set of usability and user experience goals that you think will be
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most useful in eval uating the device. Decide which arethe most important onesand
explain why.

(c) Translatethe core usability and user experience goals you have selected into two or
three questions. Then use them to assess how well your device fares (e.g., Usability
goals. What specific mechanisms have been used to ensure safety? How easy isit to
learn? User experiencegoals. Isit fun to use? Does the user get frustrated easily? If
so, why?).

(d) Repeat (b) and (c) for design concepts and usability principles (again choose arele-
vant set).

(e) Finaly, discuss possible improvements to the interface based on your usability
evaluation.

Summary

In this chapter we have looked at what interaction design is and how it has evolved. We ex-
amined briefly its makeup and the various processes involved. We pointed out how the no-
tion of usability is fundamental to interaction design. This was explained in some detail,
describing what it is and how it is operationalized to assess the appropriateness, effective-
ness, and quality of interactive products. A number of high-level design principles were aso
introduced that provide different formsaf guidancefor interaction design.
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Key points

Interaction design is concerned with designing interactive productsto support peoplein
their everyday and workinglives.

Interaction design is multidisciplinary, involving many inputs from wide-reaching disci-
plinesand fields.

Interaction design is now big business. many companies want it but don't know how to
doit.

Optimizing the interaction between users and interactive products requires taking into

account a number of interdependent factors, including context of use, type of task, and
kind of user.

Interactive products need to be designed to match usability goas like ease of use and
learning.

User experience gods are concerned with creating systems that enhancethe user experi-
encein termsaof making it enjoyable, fun, helpful, motivating, and pleasurable.

Design and usahility principles, like feedback and simplicity, are useful heuristicsfor an-

alyzing and evaluating aspectsof an interactiveproduct.

Further reading

Herewe recommend a few seminal readings. A morecompre-
hensive list of useful books, articles, websites, videos, and
other material can be found at our website.

WINOGRAD, T. (1997) From computing machinery to inter-
action design. In P. Denning and R. Metcalfe (eds.) Beyond
Calculation: the Next Fifty Years of Computing. New Y ork:
Springer-Verlag, 149-162. Terry Winograd provides an
overview of how interaction design has emerged as a new
area, explaining how it does not fit into any existing design
or computing fields. He describes the new demands and
challengesfacing the profession.

NORMAN, D. (1988) The Design of Everyday Things. New
Y ork: Doubleday, (especialy Chapter 1). Norman's writing
is highly accessible and enjoyable to read. He writes exten-
sively about the design and usability of everyday objectslike
doors, faucets, and fridges. These examples provide much
food for thought in relation to designing interfaces. The
Voyager CD-ROM (sadly, now no longer published) of his
collected works provides additional videos and animations
that illustrate in an entertaining way many of the problems,
designideasand issuesraisedin the text.

NORMAN, D. (1999) ACM InteractionsMagazine, May/June,
3B-42. Affordances, conventionsand design. Thisis a short
and thought-provokingcritique of design principles.
GRUDIN, J (1990) The computer reachesout: the historical
continuity of interface design. In CHI'90 Proc. 261-268.
GRUDIN, J. (1989) The case againgt user interfaceconsistency.
Communicationsof the ACM, 32(10), 1164-1173.

Jonathan Grudin is a prolific writer and many o his earlier
works provide thought-provoking and well documented ac-
counts of topical issuesin HCI. The first paper talks about
how interface design has expanded to wver many more as-
pectsinitsrelatively short history. The second paper, consid-
ered a classic of its time, discusses why the concept of
consistency—which had been universaly accepted asgoodin-
terfacedesign up until then—was in fact highly problematic.

Interactions, January/February 2000, ACM. This special
issue provides a collection of visions, critiques, and sound
biteson the achievementsand future of HCI from a number
o researchers, designers,and practitioners.

IDEO providesawell illustrated onlinearchivedt arange d
interactive productsit has designed. (see www.ideo.com)
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with Gitta Salomon

Gitta Salomon is a consultant
interaction designer. She
founded Swim Interaction De-
sign Studio {swimstudio.com)
in 1996 as a consultancy
company to assist clients with
. the design of inferactive
products. Recently, many of
her dlients have included
start-up companies, develop-
ing web-based and other
products, who realize the im-
portance of interaction de-
sign in ensuring their products are successful but don't know
how to do this. Often they get in touch with Swim with partially
developed produds and ask for help with their interactionde-
sign. Swim has consulted for a range of clients, including Apple
Computer, Nike, {BM, DoubleClick, Webex, and RioPort.

YR: What isyour approachto interactiondesign?

GS I've devised my own definition: interaction design
is the design of products that reveal themselves over
time. Usersdon't necessarily see al thefunctionality in
interactive products when they first look at them. For
example, thefirgt screen you see on a cell phone doesn't
show you everything you can do with it. Asyou useit,
additional functionality is revealed to you. Same thing
with a web-based application or a Window's applica
tion—as you use them you find yoursdlf in different
states and suddenly you can do different things. This
idea of revealing over time is possible because there is
amicroprocessor behind the product and usually there
isalso adynamic display. | believe this definition char-
acterizes the kind of products we work on—which isa
very widerange, not just web products.

YR: How would you say interaction design has
changed in the yearssinceyou garted Snvim?

GS: | don't think what we do has changed fundamen-
tally, but the time frame for product development is
much shorter. And seemingly more people think they
want interaction design assistance. That has definitely
changed. There are more people who don't necessar-
ily know what interaction design is, but they are call-
ing us and saying "we need it." All of a sudden there
is a great deal of focus and money on all of these
products that are virtual and computationally based,
which require a different type of design thinking.

YR: So what were the kinds of projects you were
wor kingon when you firg sarted Snvim?

GS: They were less web-centric. There was more
software application design and a few hardware/soft-
ware type things. For thelast year and a half thefocus
shifted to almost exclusively web-based applications.
However, these are quite similar to software applica-
tions—they just have different implementation con-
straints. Right at the moment, the hardwarel software
products are starting to pick up agan—it does seem
that information appliancesare going to take off. The
nature of the problems we solve hasn't changed
much; it's the platformand associated constraints that
change.

YR: What would you say are the biggest challenges
facing yoursdf and other consultants doing interac-
tion design these days?

GS: One of the biggest challenges is remembering
that half of what we do is the design work and the
other half is the communication of that design work.
The clients amost never bridge the gap for us. we
need to bridge it. We aways have to figure out how
to deliver the work so it is going to have impact. We
are the ones who need to ensure that the client is
going to understand it and know what to do with it.
That part of the work isoftentimesthe most difficult.
It means we've got to figure out what is going on in-
ternally with the client and decide how what we de-
liver will be effective. In some cases you just start
seeing there is no place to engage with the client.
And | think that is a very difficult problem. Most
people right now don't have a product development
process. They are just going for it. And we have to
figure out how to fit into what is best described as a
moving train.

YR: And what do you use when you try to communi-
cate with them? Isit a combination of talking, meet-
ings, and reports?

GS We do a number of different things. Usually
we will give them a written document, like a report
or a critique of their product. Sometimes we will
give them interactive prototypes in Director or
HTML, things that simulate what the product expe-
rience would feel like. In the written materials, |
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Figure 1 Steelcase Worklife New Y ork retail showroom. One of the projects Gitta Salomon wasinvolved in
wasto develop an interactive sales showroom for the company called Steelcase, based in New York. The sales
environment was developed to provide varioussalestools, including an interactive device allowing salespeople
to accesscase-study videos that can be projected onto the large screensin the background.

often name the things that we all need to be talking
about. Then at least we all have a common termi-
nology to discuss things. It is a measure of our suc-
cessif they start using the words that we gave them,
because we truly have influenced their thinking. A
lot of times well give them a diagram of what their
system is like, because nobody has ever visualized
it. We serve as the visualizers, taking a random as-
sortment of vaguely defined concepts and giving
some shape to them. We'll make an artifact, which
dlows them to say "Yes, it islike that" or "No, it's
not like that, it's like this....” Without something
to point to they couldn't even say to each other
"No, that is not what 1 mean" because they didn't
know if they were talking about the same thing.
Many times we'll use schematic diagrams to repre-
sent system behavior. Once they have these dia-
grams then they can say "Oh no, we need all this
other stuff in there, we forgot to tell you." It seems
that nobody is writing complete lists of functional-
ity, requirements specifications, or complete docu-
mentation anymore. This means the product ideas
stay in somebody's head until we make them tangi-
ble through visualization.

YR. So thiscommunication processisjust asimpor-
tant astheideas?

GS: I think it is, a lot of times.

YR: So, how do you start with a client?

GS: For clients who already have something built, |
find that usually the best way for us to get started, is
to begin with the client doing a comprehensive demo
of their product for us. We will usually spend awhole
day collecting information. Besides the demo, they
tell us about their target market, competitors, and a
whole range of things. It then takes alonger period of
timefor usto use the product and observe other peo-
ple using it to get a much broader picture. Because
the client's own vision of their product is so narrow,
we really have to step back from what they initially
tell .

YR: So do you write notes, and then try and put it to_
gether afterwards, or—what?

GS. We use al kinds of things. We use notes and
video, and we sit around with tracing paper and
marker pens. When reviewing the materials, 1 often



try and bring them together in some sort of thematic
way. It's often mind-boggling to bring a software
product that's been thrown together into any kind of
coherent framework. It's easy to write ashopping list
of observations, but we want to assemble a larger
structure and framework and that takes several weeks
to construct. We need time to reflect and stew on
what was done and what maybe should have been
done. We need to highlight the issues and put them
into some kind of larger order. If you always operate
at alow level of detail, like worrying and critiquing
the size of a button, you end up solving only loca is-
sues. You never realy get to the big interaction de-
sign problems of the product, the ones that should be
solved first.

YR: If you're given a prototypeor product to evalu-
ate and you discover that it isredly bad, what do you
do?

GS: Wdll, | never have the guts to go in and say
something isfundamentally flawed. And that's maybe
not the best strategy anyway, because it's your word
against theirs. Instead, | think it is always about mak-
ing the case for why something is wrong or flawed.
Sometimes | think we arelike lawyers. We haveto as-
semble the case for what's wrong with the product.
We have to make a convincing argument. A lot of
times| think the kind of argumentation we do isvery
much like what lawyers do.

Interview 33

YR: Finally, how do you see interaction design mov-
ing in the next five years? More of the samekind of
problems with new emerging technologies? Or do
you think there are going to be more challenges, es-
pecially with the har dwar e softwar e integr ation?

GS | think there will be different constraints as new
technologies arise. No matter what we are designing,
we have to understand the constraints of the imple-
mentation. And yes, different things will happen when
we get more into designing hardware/software prod-
ucts. There are different kinds of cost constraints and
different kinds of interactions you can do when thereis
special purpose hardwareinvolved. Whereas designing
the interaction for applications requires visua design
expertise, designing information appliances or other
hardware products requires experience with product
design. Definitely, there will be some new challenges.
Hopefully, in the next few years, people will stop
looking for interaction design rules. There's been a bit
of a push towards making interaction design a science
lately. Maybe this has happened because so many peo-
ple are trying to do it and they don't know where to
start because they don't have much experience. I'm
hoping people will start understanding that interaction
designisadesign discipline—that there are some guide-
linesand waysto do good practice— andcreativity com-
bined with analytical thinking are necessary to arrive at
good products. And then, even more so than now, it is
going to get interesting and be areally exciting time.
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2.5 Interaction paradigms

2.6 From conceptual models to physical design

Introduction

Imagine you have been asked to design an application to let people organize,
store, and retrieve their email in afast, efficient and enjoyable way. What would
you do? How would you start? Would you begin by sketching out how the inter-
face might look, work out how the system architecture will be structured, or
even just start coding? Alternatively, would you start by asking users about their
current experiences of saving email, ook at existing email tools and, based on
this, begin thinking about why, what, and how you were going to design the
application?

Interaction designers would begin by doing the latter. It isimportant to real-
ize that having a clear understanding of what, why, and how you are going to de-
sign something, before writing any code, can save enormous amounts of time and
effort later on in the design process. I1l-thought-out ideas, incompatible and un-
usable designs can be ironed out while it is relatively easy and painless to do.
Once ideas are committed to code (which typicaly takes considerable effort,
time, and money), they become much harder to throw away—and much more
painful. Such preliminary thinking through of ideas about user needs! and what

'User needsherearetherangeof possiblerequirements, indudinguser wantsand experiences.

35
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kinds of designs might be appropriate is, however, a skill that needs to be
learned. It is not something that can be done overnight through following a
checklist, but requires practice in learning to identify, understand, and examine
the issues—just like learning to write an essay or to program. In this chapter we
describe what isinvolved. In particular, we focus on what it takes to understand
and conceptualize interaction.

The main aimsof thischapter are to:

e Explain what is meant by the problem space.

¢ Explain how to conceptualize interaction.
Describe what a conceptual model is and explain the different kinds.
e Discussthe prosand consdf usinginterface metaphors asconceptual models.
Debate the pros and consof using realism versusabstraction at the interface.

Outline the relationship between conceptual design and physical design.

2.2 Understanding the problem space

In the process of creating an interactive product, it can be temping to begin at the
"nuts and bolts" level of the design. By this, we mean working out how to design
the physical interface and what interaction styles to use (e.g., whether to use
menus, forms, speech, icons, or commands). A problem with trying to solve a de-
sign problem beginning at this leve is that critical usability goals and user needs
may be overlooked. For example, consider the problem of providing drivers with
better navigation and trafficinformation. How might you achieve this? One could
tackle the problem by thinking straight away about a good technology or kind
of interface to use. For example, one might think that augmented reality, where
images are superimposed on objects in the real world (see Figure 2.1 on Color
Plate 2), would be appropriate, since it can be useful for integrating additional in-
formation with an ongoing activity (e.g., overlaying X-rays on a patient during an
operation). In the context of driving, it could be effectivefor displaying informa
tion to drivers who need to find out where they are going and what to do at certain
points during their journey. In particular, imagesof placesand directionsto follow
could be projected inside the car, on the dashboard or rear-view mirror. However,
there is a major problem with this proposal: it is likely to be very unsafe. It could
easly distract drivers, luring them to switch their attention from the road to where
the imageswere being projected.

A problem in starting to solve a design problem at the physical level, therefore,
is that usability goals can be easily overlooked. While it is certainly necessary at
some point to decide on the design of physical aspects, it is better to make these
kinds o design decisionsafter understanding the nature of the problem space. By
this, we mean conceptualizing what you want to create and articulating why you
want to do so. This requires thinking through how your design will support people
in their everyday or work activities. In particular, you need to ask yourself whether
the interactive product you have in mind will achieve what you hope it will. If so,
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how? In the above example, this involvesfinding out what is problematic with ex-
istingforms of navigating while driving (e.g., trying to read maps while moving the
steering wheel) and how to ensure that drivers can continue to drive safely without
being distracted.

Clarifying your usability and user experience goalsis acentral part of working
out the problem space. Thisinvolves making explicit your implicit assumptions and
claims. Assumptions that are found to be vague can highlight design ideas that
need to be better formulated. The processdof going through them can also help to
determine relevant user needsfor a given activity. In many situations, thisinvolves
identifying human activities and interactivities that are problematic and working
out how they might be improved through being supported with a different form of
interaction. In other situations it can be more speculative, requiring thinking
through why a novel and innovative use of a new technology will be potentially
useful.

Below is another scenario in which the problem space focuses on solving an
identified problem with an existing product. Initial assumptionsare presented first,
followed by afurther explanation of what lies behind these (assumptions are high-
lightedin italics):

A large software company has decided to devel op an upgrade of itsweb browser.
They assumethat there isa need for a new one, which has better and more powerful
functionality. They begin by carrying out an extensive study of people's actual use of
web browsers, talking tolots of different kinds of users and observing them using
their browsers. One of their main findingsisthat many people do not use the
bookmarking feature effectively. A common finding is that it istoo restrictive and
underused. In fathoming why thisisthe case, it was considered that the process of
placing web addresses into hierarchical folders was an inadequate way of supporting
the user activity of needing to mark hundreds and sometimes thousands of websites
such that any one of them could be easily returned to or forwarded onto other
people. Animplication of the study was that a new way of saving and retrieving web
addresses was needed.

In working out why users find the existing feature of bookmarking cumber-
some to use, afurther assumption was explicated:

e The existing way of organizing saved (favorite) web addresses into foldersis
inefficient because it takestoolong and is proneto errors.

A number of underlying reasons why thiswas assumed to be the case werefur-
ther identified, including:

¢ It iseasy to lose web addresses by placing them accidentally into the wrong
folders.
¢ |tisnot easy tomove web addresses between folders.

¢ |t isnot obvioushow to move anumber of addressesfrom the saved favorite
list into another folder simultaneously.

¢ |t isnot obvioushow to reorder web addresses once placed in folders.
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Based on thisanalysis,a set of assumptionsabout the user needsfor supporting
this activity more effectively were then made. Theseincluded:

¢ If the bookmarking function was improved users would find it more useful
and use it more to organize their web addresses.

¢ Usersneed a flexible way of organizing web addresses they want to keep for
further referenceor for sendingon to other people.

A framework for explicating assumptions

Reasoning through your assumptions about why something might be a good idea
enables you to see the strengths and weaknesses of your proposed design. In so
doing, it enablesyou to bein a better position to commencethe design process. We
have shown you how to begin this, through operationalizing relevant usability
goals. In addition, the following questions provide a useful framework with which
to begin thinking through the problem space:

¢ Are there problemswith an existing product? If so, what are they? Why do
you think there are problems?

¢ Why do you think your proposed i deas might be useful? How do you envi-
sion people integrating your proposed design with how they currently do
thingsin their everyday or workinglives?

e How will your proposed design support peoplein their activities? In what
way does it address an identified problem or extend current ways o doing
things?Will it really help?

At the turn of the millennium, WAP-enabled (wireless application protocol) phones came
into being, that enabled people to connect to the Internet using them. To begin with, the
web-enabled services provided were very primitive, being text-based with limited graphics
capabilities. Access was very restricted, with the downloaded information being displayed
on a very small LCD screen (see Figure 2.2). Despite this major usability drawback, every
telecommunication company saw this technological breakthrough as an opportunity to cre-
ateinnovative applications. A host of new services were explored, including text messaging,
online booking of tickets, betting, shopping, viewing movies, stocks and shares, sports events
and banking.

What assumptions were made about the proposed services? How reasonable are these
assumptions?

Figure 2.2 Anearly cell phonedisplay. Text isrestricted to
three or four lines at atimeand scrollsline by line, making read-
ing very cumbersome. Imaginetrying to read a page from this
book in thisway! The newer 3G (third generation) phones have
bigger displays, more akin to those provided with handheld
computers.
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The problem space for this scenario wasvery open-ended. There wasno identifiable problem
that needed to be improved or fixed. Alternatively, the new WA P technology provided op-
portunities to create new facilities and experiences for people. One of the main assumptions
is that people want to be kept informed of up-to-the-minute news (e.g. sports, stocks and
share prices) wherever they are. Other assumptionsincluded:

e That people want to be able to decide what to do in an evening while on their way
home from work (e.g., checking TV listings, movies, making restaurant reservations).

e That people want to be able to interact with information on the move {(e.g., reading
email on thetrain).

¢ That usersare prepared to put up with avery small display and will be happy browsing
and interacting with information using arestricted set of commands viaasmall number
of tiny buttons.

e That people will be happy doing things on a mobile phone that they normally do using
their PCs (e.g., reading email, surfing the web, playing video games, doing their
shopping).

It is reasonable to assume that people want flexibility. They like to be able to find out
about news and events wherever they are (just look at the number of people who take a
radio with them to a soccer match to find out the scoresof other matches being played at the

same time). People also like to use their time productively when traveling, as in making
phone calls. Thusit is reasonable to assume they would like to read and send email on the

move. The most troublesome assumption iswhether people are prepared to interact with the
range of services proposed using such a restricted mode of interactivity. In particular, it is
guestionable whether most people are prepared to give up what they have been used to (e.g.
large screen estate, ability to type messages using a normal-sized keyboard) for the flexibility
of having accessto very restricted Internet-based informationviaa cell phone they can keep
intheir pocket.

One of the benefits of working through your assumptions for a problem space
before building anything is that it can highlight problematic concerns. In so doing,
it can identify ideas that need to be reworked, beforeit becomestoo latein the de-
sign process to make changes. Having a good understanding of the problem space
can also help greatly in formulating what it is you want to design. Another key as-
pect of conceptualizing the problem space isto think about the overall structure of
what will be built and how this will be conveyed to the users. In particular, thisin-
volves devel oping aconceptua model.

23 Conceptual models

"Themost important thing to design isthe user's conceptual model. Everything else
should be subordinated to making that model clear, obvious, and substantial. That
isalmost exactly the opposite of how most softwareis designed." (David Liddle,
1996, p. 17)
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By aconceptual model is meant:

adescription of the proposed system in terms of a set of integrated ideasand concepts
about what it should do, behaveand look like, that will be understandableby the users
in the manner intended.

To develop a conceptual model involves envisioning the proposed product, based
on the users' needs and other requirementsidentified. To ensure that it isdesigned
to be understandable in the manner intended requires doing iterative testing of the
product asit is developed. A key aspect of this design processisinitially to decide
what the users will be doing when carrying out their tasks. For example, will they
be primarily searching for information, creating documents, communicating with
other users, recording events, or some other activity? At this stage, the interaction
mode that would best support this needs to be considered. For example, would al-
lowing the usersto browse be appropriate, or would allowing them to ask questions
directly to the systemin their native language be more effective? Decisions about
which kind of interaction style to use (e.g., whether to use a menu-based system,
speech input, commands) should be made in relation to the interaction mode.
Thus, decisions about which mode dof interaction to support differ from those
made about which style of interaction to have; the former being at a higher level
of abstraction. The former are also concerned with determining the nature of the
users activities to support, while the latter are concerned with the selection of
specifickinds of interface.

Once aset of possible waysof interacting with an interactive system has been
identified, the design of the conceptual model then needs to be thought through
in terms of actual concrete solutions. This entails working out the behavior of the
interface, the particular interaction styles that will be used, and the "look and
feel” of the interface. At thisstage of "fleshingout,” it is always a good idea to
explore a number of possible designs and to assess the merits and problems of
each one.

Another way of designing an appropriate conceptual model is to select an in-
terface metaphor. Thiscan provide a basic structure for the conceptual model that
is couched in knowledge users are familiar with. Examples of well-known interface
metaphors are the desktop and search engines (which we will cover in Section 2.4).
Interaction paradigms can also be used to guide the formation of an appropriate
conceptual metaphor. They provide particular ways of thinking about interaction
design, such as designing for desktop applications or ubiquitous computing (these
will also be covered in Section 2.5).

Aswith any aspect of interaction design, the processdf fleshing out conceptual
models should be done iteratively, using a number of methods. These include
sketching out ideas, storyboarding, describing possible scenarios, and prototyping
aspects of the proposed behavior of the system. All these methods will be covered
in Chapter 8, which focuseson doi ng conceptual design. Here, we describe the dif-
ferent kinds of conceptual models, interface metaphors, and interaction paradigms
to give you a good understanding of the various types prior to thinking about how
to design them.
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There are a number of different kinds of conceptual models. These can be bro-
ken down into two main categories: those based on activities and those based on
objects.

2.3.1 Conceptual models based on activities

Comment

The most common typesof activitiesthat usersarelikely to be engaged in when in-
teracting with systems are:

1. instructing

2. conversing

3. manipulatingand navigating
4. exploring and browsing

A first thing to noteisthat the various kinds of activity are not mutually exclusive,
as they can be carried out together. For example, it is possible for someone to give
instructions while conversing or navigate an environment while browsing. How-
ever, each has different properties and suggests different ways of being developed
at theinterface. Thefirst oneis based on the idea of letting the user issue instruc-
tions to the system when performing tasks. Thiscan be done in various interaction
styles: typing in commands, selecting options from menus in a windows environ-
ment or on a touch screen, speaking aloud commands, pressing buttons, or using a
combination of function keys. The second one is based on the user conversing with
the system as though talking to someone else. Usersspeak to the system or typein
guestions to which the system replies via text or speech output. The third typeis
based on allowing users to manipulate and navigate their way through an environ-
ment of virtual objects. It assumes that the virtual environment sharessome of the
properties of the physical world, alowing users to use their knowledge of how
physical objects behave when interacting with virtual objects. The fourth kind is
based on the system providing information that is structured in such a way as to
allow users to find out or learn things, without having to formulate specific ques-
tions to the system.

A company is building a wirdlessinformation system to help touristsfind their way around
an unfamiliar city. What would they need to find out in order to develop a conceptua
model ?

To begin, they would need to ask: what do tourists want? Typicdly, they want to find out
lots of things, such as how to get from A to B, where the post officeis and whereagood Chi-
nese restaurant is. They then need to consider how best to support the activity o requesting
information. Isit preferable to enable the touriststo ask questionsd the sysem asif they
were having a conversation with another human being? Or would it be more appropriateto
dlow them to ask questionsasif giving instructionsto a machine? Alternatively, would they
prefer a system that structuresinformationin theform o lists, maps, and recommendations
that they could then exploreat their leisure?
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1. Instructing

Thiskind of conceptual model describes how users carry out their tasksthrough in-
structing the system what to do. Examplesinclude givinginstructions to asystemto
perform operations like tell the time, print a file, and remind the user of an ap-
pointment. A diverse range of devices has been designed based on this model, in-
cluding VCRs, hi-fi systems, alarm clocks, and computers. The way in which the
user issuesinstructions can vary from pressing buttonsto typing in strings of char-
acters. Many activitiesare readily supported by givinginstructions.

Operating systemslike Unix and DOS have been specifically designed as com-
mand-based systems, to which the user issues instructions at the prompt as a com-
mand or set of commands. |n Windows and other GUI -based systems, control keys
or the selection of menu options viaa mouse are used. Well-known applicationsthat
are command-based include word processing, email, and CAD. Typicaly, a wide
range of functionsis provided from which users choose when they want to do some-
thing to the object they are working on. For example, a user writing a report using a
word processor will want toformat the document, count the numbers of wordstyped,
and check the spelling. The user will need to instruct the system to do these opera-
tions by issuing apprbpriate commands. Typically, commands are carried out in ase-
guence, with the system responding appropriately (or not) asinstructed.

One of the main benefits of an instruction-based conceptual model is that it
supports quick and efficient interaction. It is particularly suited to repetitive kinds
of actions performed on multiple objects. Examples include the repetitive actions
of saving, deleting, and organizing email messagesor files.

There are many different kinds o vending machinesin the world. Each offers a range o
goods, requiring the user initialy to part with some money. Figure 2.3 shows photosd two
different vending machines, one that provides soft drinks and the other a range o snacks.
Both support the interaction style o issuing instructions. However, the way they do it is
quite different.

What instructionsmust be issued to obtain acan o soft drink from the first machine and
abar o chocolate from the second? Why has it been necessary to design a more complex
mode o interaction for the second vending machine? What problems can arise with this
modedf interaction?

Comment The firgt vending machine has been designed on a very smple instruction-based conceptual
model. Thereareasmdl number o drinks to choosefrom and eachis represented by alarge
button displaying the label d each drink. The user smply has to press one button and
(hopefully) this will have the effect d returning the selected drink. The second machineis
more complex, offering a wider range o snacks. The trade-off for providing more choices,
however, isthat the user can no longer instruct the machine by using asmple one-pressac-
tion but is required to use a more complex process, involving: (i} reading off the code (e.g.,
C12) under the item chosen, then (ii) keying this into the number pad adjacent to the dis
played items, and (iii) checking the price of the selected option and ensuring that the
amount d money inserted is the same or more (depending on whether or not the machine
provides change). Problems that can arise from this mode of interaction are the customer
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N

Figure 2.3 Two vending machines, (a) one selling soft drinks, (b) the other selling arange of
snacks.

misreading the code and or mistyping in the code, resulting in the machine not issuing the
snack or providing the wrong sort.

A better way of designing an interface for alarge number of choices of variable costisto
continue to use direct mapping, but use buttons that show miniature versions of the snacks
placed in alarge matrix (rather than showing actual versions). This would use the available
space at the front of the vending machine more economically. The customer would need
only to pressthe button of the object chosen and put in the correct amount of money.

Much research has been carried out on how to optimize command-based and
other instruction-giving systems with respect to usabilty goals. The form of the
commands (e.g., the use of abbreviations, full names, icons, and/or labels), their
syntax (how best to combine different commands), and their organization (e.g.,
how to structure options in different menus) are examples of some of the main
areas that have been investigated (Shneiderman, 1998). In addition, various cogni-
tive issues have been investigated that we will look at in the next chapter, such as
the problems people have in remembering the names of a set o commands. Less
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Comment

research has been carried out, however, on the best way to design the ordering and
sequencing of button pressingfor physical devices like cell phones, calculators, re-
mote controls and vending machines.

Another ubiquitous vending machine is the ticket machine. Typically, a number of instruc-
tions have to be given in a sequence when using one of these. Consider ticket machines de-
signed to issue train tickets at railway stations—how often have you (or the personin front
of you) struggled to work out how to purchase a ticket and made a mistake? How many in-
structions have to be given? What order are they given in? Isit logical or arbitrary? Could
theinteraction have been designed any differently to makeit more obvious to people how to
issueinstructionsto the machineto get the desired train ticket?

Ticketing machines vary enormously from country to country and from application to appli-
cation. There seems to be little attempt to standardize. Therefore, a person's knowledge of
the Eurostar ticketing machine will not be very useful when buying a ticket for the Sydney
Monorail or cinema tickets for the Odeon. Sometimes the interaction has been designed to
get you to specify the type of ticket first (e.g. adult, child), the kind of ticket (e.g. single, re-
turn, special saver), then the destination, and finally to insert their money. Others require
that the user insert a credit card first, before selecting the destination and the type of ticket.

2. Conversing

This conceptual model is based on the idea of a person conversing with a system,
where the system acts as a dialog partner. In particular, the system is designed to
respond in a way another human being might when having a conversation with
someone else. It differsfrom the previous category of instructing in being intended
to reflect a more two-way communication process, where the system acts more like
a partner than a machine that ssimply obeys orders. Thiskind of conceptual model
has been found to be most useful for applications in which the user needs to find
out specifickindsof information or wantsto discussissues. Examplesinclude advi-
sory systems, help facilities, and search engines. The proposed tourist application
described earlier wouldfit into this category.

The kindsdf conversation that are supported range from simple voice-recognition
menu-driven sysems that are interacted with via phones to more complex natural-lan-
guage-based systems that involve the system parsing and responding to user queries
typed in by the user. Examples o the former include banking, ticket booking, and
train time inquiries, where the user talks to the system in singleword phrases (e.g.,
yes, no, three) in responseto promptsfrom the system. Examplesd thelatter include
search enginesand hel p systems, wherethe user typesin aspecificquery {e.g., how do
I change the margin widths?) to which the system respondsby giving variousanswers.

A main benefit of a conceptual model based on holding a conversationisthat it
dlows people, especialy novices, to interact with a system in a way they are aready
familiar with. For example, the search engine " Ask Jeeves for Kidd™ allows chil-
dren to ask aquestion in a way they would when asking their teachers or parents—
rather than making them reformulate their question in terms o key words and
Boolean logic. A disadvantaged this approach, however, is the misunderstandings
that can arise when the search engineis unable to answer the child's question in the
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You asked: How many legsdoesa centipede have?
Jeeves knows these answers:

definition for the math term

Where can
leg?

Where can | find a conciseencyclopedia article on ?
centipedes?

Where can | see an image of the human
appendix?

Why does my leg or other limb fall asleep?

Where can | find advice on controlling the garden pest ?
millipedesand centipedes?

Figure 2.4 The responsefrom" Ask

Where can I find resources from Britannica.com on Jeevesfa Kds!" search eng ne vhen
leg? asked " hownany | egs does acen
ti pece have?"'

way the child expects. For example, a child might typein aseemingly simple question,
like ""How many legs does a centipede have?"' which the search enginefinds difficult
to answer. Instead, the search engine replies by suggesting a number of possible web-
sitesthat may be relevant but-as can be seen in Figure 2.4—can be off the mark.

Another problem that can arise from a conversational-based, conceptual
model is that certain kinds of tasks are transformed into cumbersome and one-
sided interactions. This is especialy the case for automated phone-based systems
that use auditory menus to advance the conversation. Users have to listen to a
voice providing several options, then make a selection, and repeat through further
layers of menus before accomplishing their goal (e.g., reaching a real human, pay-
ing a bill). Here is the beginning of a dialog between a user who wants to find out
about car insurance and an insurance company's reception system:

<user di al s an i nsurance conpany>

"Wl cone to St. Paul's Insurance Conpany. Press 1 if new
customer, 2 if you are an existing custoner".

<user presses 1>

"Thank you for calling St. Paul's Insurance Conpany. If you
reqguire house insurance press 1, car insurance press 2,
travel insurance press 3, health insurance press 4, other
press 5"

<user presses 2>

"You have reached the car insurance division. If you re-
quire informati on about fully conprehensive insurance press
1, 3rd-party i nsurance press 2..."
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"If you'd liketo press1, press3.
If yowd liketo press3, presss.
If you'd liketo presss, presss...”

A recent development based on the conversing conceptual model is animated
agents. Various kinds of characters, ranging from "real™ people appearing at the
interface (e.g., videoed personal assistants and guides) to cartoon characters (e.g.,
virtual and imaginary creatures), have been designed to act asthe partnersin the
conversation with the system. In so doing, the dialog partner has become highly
visible and tangible, appearing to both act and talk like a human being (or crea-
ture). The user isableto see, hear, and even touch the partner (when it isa physi-
cal toy) they are talking with, whereas with other systems based on a dialog
partner (e.g., help systems) they can only hear or read what the system is saying.
Many agents have also been designed to exhibit desirable human-like qualities
(e.g., humorous, happy, enthusiastic, pleasant, gentle) that are conveyed through
facial expressions and lifelike physica movements (head and lip movements,
body movements). Others have been designed more in line with Disney-like car-
toon characters, exhibiting exaggerated behaviors (funny voices, larger-than-life
facial expressions).

Animated agents that exhibit human-like or creature-like physical behavior as
well as "talk™ can be more believable. The underlying conceptual model is con-
veyed much more explicitly through having the system act and talk via a visible
agent. An advantage isthat it can make it easier for people to work out that the in-
terface agent (or physical toy) they are conversingwith is not a human being, but a
synthetic character that has been given certain human qualities. In contrast, when
the dialog partner is hidden from view, it is more difficult to discern what is behind
it and just how intelligent it is. Thelack of visible cuescan lead usersinto thinking
itismoreintelligent than it actualy is. If the dialog partner then failsto understand
their questions or comments, users are likely to lose patience with it. Moreover,
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they arelikely to belessforgiving of it (having been fooled into thinking the dialog
partner is more intelligent than it really is) than of a dialog partner that is repre-
sented as a cartoon character at the interface (having only assumed it wasasimple
partner). Theflip side of imbuing dialog partners with a physical presence at thein-
terface, however, is that they can turn out to be rather annoying (for more on this
topic see Chapter 5).

3. Manipulating and navigating

This conceptual model describes the activity of manipulating objects and navigat-
ing through virtual spaces by exploitingusers' knowledged how they do thisin the
physica world. For example, virtual objects can be manipulated by moving, select-
ing, opening, closing, and zoomingin and out of them. Extensions to these actions
can also be included, such as manipulating objects or navigating through virtual
spaces, in ways not possiblein the real world. For example, some virtua worlds
have been designed to alow usersto teleport from place to place or to transform
one object into another.

A wadl known instantidtion of this kind of conceptual model is direct manip-
ulation. According to Ben Shneiderman (1983), who coined the term, direct-
manipulation interfaces possess three fundamental properties:

e continuous representation of the objects and actionsdf interest

e rapid reversible incremental actions with immediate feedback about the
object of interest

e physical actions and button pressing instead of issuing commands with
complex syntax

Benefitsof direct manipulation interfacesinclude:

¢ helpsbeginnerslearn basicfunctionality rapidly

e experienced users can work rapidly on awide range of tasks

¢ infrequent users can remember how to carry out operationsover time
¢ no need for error messages, except very rarely

userscan immediately seeif their actionsare furthering their goalsand if not
do something else

o users experience less anxiety
¢ usersgan confidenceand mastery and feel in control

Apple Computer Inc. was one of the first computer companies to design an op-
erating environment using direct manipulation asits central mode of interaction.
The highly successful Macintosh desktop demonstrates the main principles of di-
rect manipulation (see Figure 2.5). To capitalize on peopl€'s understanding of
what happens to physical objectsin the real world, they used a number of visual
and auditory cues at the interface that were intended to emulate them. One of
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Figure 2.5 Original M acintosh desktop interface.

their assumptions was that people expect their physical actions to have physica
results, so when a drawing tool is used, a corresponding line should appear and
when afileis placed in the trash can a corresponding sound or visual cue show-
ing it has been successfully thrown away is used (Apple Computer Inc., 1987). A
number of specificvisual and auditory cues were used to provide such feedback,
including various animations and sounds (e.g. shrinking and expanding icons ac-
companied with 'shhhlicc’ and ‘crouik’ sounds to represent opening and closing
of files). Much o thisinteraction design was geared towards providing clues to
the user to know what to do, to feel comfortable, and to enjoy exploring the
interface.

Many other kinds o direct manipulation interfaces have been developed, in-
cluding video games, data visualization tools and CAD systems. Virtua environ-
ments and virtual redity have similarly employed a range o interaction
mechanismsthat enable usersto interact with and navigate through asimulated 3D
physical world. For example, users can move around and explore aspects o a 3D
environment (e.g., the interior of a building) while also moving objects around in
the virtual environment, (e.g., rearranging the furniture in a simulated living
room). Figure2.6 on Color Plate 3 shows screen shotsof some d these.

While direct manipulation and virtual environments provide a very versatile
mode of interaction, they do have a number of drawbacks. At a conceptual level,
some people may take the underlying conceptual model too literally and expect
certain things to happen at the interface in the way they would in the physica
world. A wel known example d this phenomenonis of new Mac usersbeing terri-
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fied of draggingtheicon of their floppy disk to the trash can icon on the desktop to
gect it from the computer for fear of deleting it in the same way files are when
placed in the trash can. The conceptual confusion arises because the designers
opted to use the same action (dropping) on the same object (trash can) for two
completely different operations, deleting and g ecting. Another problem isthat not
all tasks can be described by objects and not al actions can be done directly. Some
tasks are better achieved through issuing instructions and having textual descrip-
tions rather than iconic representations. Imagine if email messages were repre-
sented as small icons in your mailbox with abbreviations of who they were from
and when they were sent. Moreover, you could only move them around by drag-
ging them with a mouse. Very quickly they would take up your desk space and you
would findit impossibleto keep track of themall.

4. Exploring and browsing

This conceptual model is based on the idea of alowing people to explore and
browse information, exploiting their knowledge of how they do this with existing
media (e.g., books, magazines, TV, radio, libraries, pamphlets, brochures). When
people go to atourist office, a bookstore, or a dentist's surgery, often they scan and
flick through parts of the information displayed, hoping to find something interest-
ing to read. CD-ROMSs, web pages, portals and e-commerce sites are applications
based on thiskind of conceptual model. Much thought needsto gointo structuring
the information in ways that will support effective navigation, allowing people to
search, browse, and find different kinds of information.

What conceptual modelsare thefollowing applications based on?

() a3D video game, say a car-racing game with a steering wheel and tactile, audio, and
visual feedback

(b) the Windows environment
(c) aweb browser

(a) A 3D video gameis based on a direct manipulation/virtual environment conceptual
model.

(b) The Windows environment is based on a hybrid form of conceptual model. 1t com-
bines a manipulating mode of interaction where usersinteract with menus, scrollbars,
documents, and icons, an instructing mode of interaction where users can issue com-
mands through selecting menu options and combining various function keys, and a
conversational model of interaction where agents (e.g. Clippy) are used to guide
usersin their actions.

(c) A web browser isalso based on a hybrid form of conceptual model, allowing usersto
explore and browse information via hyperlinks and also to instruct the network what
tosearch for and what resultsto present and save.
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Which conceptua mode or combination of moddsdo you think is mogt suited to supporting

thefollowing user activities?

(8) downloadingmusic of theweb
(b) programming

Comment () The ativity involves sdlecting, saving, cataoging and retrieving large files from an
external source. Users need to be able to browse and listen to samples o the music
and then ingtruct the machine to save and catalog the files in an order that they can
readily access at subsequent times. A conceptual modd based on instructing and
navigating would seem appropriate.

(b) Programming involves various activities induding checking, debugging, copying li-
braries, editing, testing, and annotating. An environment that supportsthis range d
tasks needsto beflexible. A conceptual modd that dlows visudizetion and essy me:
nipulation o code plus efficient ingtructing of the system on how to check, debug,
copy, etc., isessentid.

232 Conceptual models based on objects

The second category of conceptual models is based on an object or artifact, such as
atool, a book, or a vehicle. These tend to be more specific than conceptual models
based on activities, focusing on the way a particular object is used in a particular
context. They are often based on an analogy with something in the physical world.
An example of a highly successful conceptual model based on an object is the
spreadsheet (Winograd, 1996). The object thisis based on istheledger sheet.

Thefirst spreadsheet was designed by Dan Bricklin, and called VisiCalc. It en-
abled people to carry out arange of tasks that previously could only be done very
laboriously and with much difficulty using other software packages, a calculator, or
by hand (see Figure 2.7). The main reasons why the spreadsheet has become so
successful are first, that Bricklin understood what kind of tool would be useful to
peoplein thefinancial world (like accountants) and second, he knew how to design
it so that it could be used in the way that these people would find useful. Thus, at
the outset, he understood (i) the kinds of activitiesinvolved in the financial side of
business, and (ii) the problems people were having with existing tools when trying
to achieve these activities.

A core financid activity is forecasting. This requires projecting financial results
based on assumptionsabout a company, such as projected and actual sales, invest-
ments, infrastructure, and costs. The amount of profitor lossiscalculatedfor different
projections. For example, a company may want to determine how much lossit will
incur beforeit will start making a profit, based on different amounts of investment, for
different periodsof time. Financial analysts need to see aspread of projectionsfor dif-
ferent time periods. Doing thiskind of multiple projecting by hand requires much ef-
fort and is subject to errors. Using a cal culator can reduce the computational load of
doing numerous sums, but it still requires the person to do much key pressing and
writingdown of partial results—again making the processvulnerableto errors.

T o tackle these problems, Bricklinexploited the interactivity provided by micro-
computers and developed an application that was capable dof interactive financia
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modeling. Key aspectsof hisconceptual model were: (i) to create a spreadsheet that
was analogous to aledger sheet in the way it looked, with columns and rows, which
alowed people to capitalizeon their familiarity with how to use thiskind of repre-
sentation, (ii) to make the spreadsheet interactive, by alowing the user to input and
changedatain any of the cdlsin the columnsor rows, and (iii) to get the computer
to perform a range of different calculations and recalculationsin response to user
input. For example, thelast column can be programmed to display the sum of al the
cdlsin the columns preceding it. With the computer doing al the calculations, to-
gether with an easy-to-learn-and-useinterface, users were provided with an easy-to-
understand tool. Moreover, it gave them a new way of effortlessly working out any
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number of forecasts—greatly extending what they could do before with existing
tools.

Another popular accounting tool intended for the home market, based on acon-
ceptual model of an object, is Quicken. This used paper checks and registersfor its
basic structure. Other examples of conceptual models based on objectsinclude most
operating environments (e.g., Windows and the Mac desktop) and web portals. All
providethe user with afamiliar frame of referencewhen starting the application.
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2.3.3 A case of mix and match?

As we have pointed out, which kind of conceptual model isoptimal for a given ap-
plication obvioudy depends on the nature of the activity to be supported. Some are
clearly suited to supporting a given activity (e.g., using manipulation and naviga-
tion for aflightsimulator) while for others, it is lessclear what might be best (e.g.,
writing and planning activitiesmay be suited to both manipulation and giving in-
structions). In such situations, it is often the case that some form of hybrid concep-
tual model that combines different interaction stylesis appropriate. For example,
the tourist application in Activity 2.2 may end up being optimally designed based
on acombination of conversing and exploring models. The user could ask specific
questions by typing themin or alternatively browse through information. Shopping
on the Internet is also often supported by arange o interaction modes. Sometimes
the user may be browsing and navigating, other times communicating with an
agent, at yet other times parting with credit card details via an instruction-based
formfill-in. Hence, which mode o interaction is"active" depends on the stage of
the activity that isbeing carried out.
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The down side of mixing interaction modes is that the underlying conceptual
model can end up being more complex and ambiguous, making it more difficult
for the user to understand and learn. For example, some operating and word-pro-
cessing systems now make it possible for the user to carry out the same activity in
a number o different ways (e.g., to delete a file the user can issue a command
like CtrlD, speak to the computer by saying "delete file,” or drag an icon dof the
file to the recycle bin). Users will have to learn the different styles to decide
which they prefer. Inevitably, the learning curve will be steeper, but in the long
run the benefits are that it enables users to decide how they want to interact with
the system.

24 Interface metaphors

Another way of describing conceptual modelsisin terms of interface metaphors.
By this is meant a conceptual model that has been developed to be similar in
some way to aspects of a physical entity (or entities) but that also has its own be-
haviors and properties. Such models can be based on an activity or an object or
both. As well as being categorized as conceptual models based on objects, the
desktop and the spreadsheet are also examples of interface metaphors. Another
example of an interface metaphor is a "search engine." The tool has been de-
signed to invite comparison with a physical object—a mechanical engine with
several parts working—together with an everyday action—searching by looking
through numerous files in many different places to extract relevant information.
The functions supported by a search engine also include other features besides
those belonging to an engine that searches, such aslisting and prioritizing the re-
sults of asearch. It also does these actions in quite different waysfrom how a me-
chanical engine works or how a human being might search alibrary for books on
agiven topic. The similarities alluded to by the use of the term "search engine,"
therefore, are at a very general conceptual level. They are meant to conjure up
the essence of the process of finding relevant information, enabling the user to
leverage off this anchor" further understanding of other aspects of the function-
ality provided.

Interface metaphors are based on conceptual models that combine familiar
knowledge with new concepts. As mentioned in Box 2.2, the Star was based on a
conceptual model of the familiar knowledge of an office. Paper, folders, filing cabi-
nets, and mailboxeswere represented as icons on the screen and were designed to
possesssome of the propertiesof their physical counterparts. Dragging a document
icon across the desktop screen was seen as equivalent to picking up a piece of
paper in the physical world and moving it (but of courseisa very different action).
Similarly, dragging an electronic document onto an electronic folder was seen as
being analogousto placinga physical document into a physical cabinet. In addition,
new concepts that were incorporated as part of the desktop metaphor were opera-
tionsthat couldn't be performed in the physical world. For example, electronic files
could be placed onto an icon of a printer on the desktop, resulting in the computer
printing them out.
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Comment

Interface metaphors are often actually composites, i.e., they combine quite different pieces
of familiar knowledge with the system functionality. We already mentioned the " search en-
gine" asone such example. Can you think o any others?

Some other examplesinclude:

Scrollbar--combinesthe concept of ascroll with abar, asin bar chart
Toolbar--combinestheidead aset of toolswith a bar
Portal website—a gateway to a particular collection o pagesd networked information

Benefits of interface metaphors

Interface metaphors have proven to be highly successful, providing users with a
familiar orienting device and helping them understand and learn how to use a sys
tem. Peoplefind it easier to learn and talk about what they are doing at the com-
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puter interface in terms familiar to them—whether they are computer-phobic or
highly experienced programmers. Metaphorically based commands used in Unix,
like "lint" and "pipe," have very concrete meanings in everyday language that,
when used in the context of the Unix operating system, metaphorically represent
some aspect of the operations they refer to. Although their meaning may appear
obscure, especially to the novice, they make sense when understood in the context
o programming. For example, Unix alows the programmer to send the output of
one program to another by using the pipe (]) symbol. Once explained, it is easy to
imagine the output from one container going to another viaa pipe.

Can you think of any bizarre computing metaphors that have become common parlance
whose original source o referenceis (or dways was) obscure?

Comment A coupled intriguingonesare:

Java—The programing language Java originaly was called Oak, but that name had
aready been taken. It is not clear how the developersmoved from Oak to Java. Java
is a name commonly associated with coffee. Other Java-based metaphors that have
been spawned include Java beans (a reusabl e software component) and the steaming
coffee-cupicon that appearsin the top left-hand corner of Java applets.

Bluetooth— Bluetoothis used in a computing context to describe the wirel ess technol-
ogy that is able to unite technol ogy, communication, and consumer electronics. The
name is taken from King Harald Blue Tooth, who was a 10th century legendary
Viking king responsible for uniting Scandinaviaand thus getting people to talk to
each other.

Opposition to using interface metaphors

A mistake sometimes made by designersisto try to design an interface metaphor
to look and behave literally like the physical entity it is being compared with.
This misses the point about the benefit o developing interface metaphors. As
stressed earlier, they are meant to be used to map familiar to unfamiliar knowl-
edge, enabling users to understand and learn about the new domain. Designing
interface metaphors only as literal models of the thing being compared with has
understandably led to heavy criticism. One of the most outspoken criticsis Ted
Nelson (1990) who considers metaphorical interfaces as "using old half-ideas as
crutches” (p. 237). Other objectionsto the use of metaphorsin interaction design
include:

Breaks the rules. Severa commentators have criticized the use o interface
metaphors because o the cultural and logical contradictionsinvolved in accommo-
dating the metaphor wheninstantiated asa GUI. A pet hateisthe recyclebin (for-
merly trash can) that sits on the desktop. Logically and culturally (i.e., in the rea
world), it should be placed under the desk. If this same rule were followed in the
virtual desktop, users would not be able to see the bin because it would be oc-
cluded by the desktop surface. A counter-argument to this objectionisthat it does
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not matter whether rules are contravened. Once people understand why the bin is
on the desktop, they readily accept that the real-world rule had to be broken.
Moreover, the unexpected juxtaposition of the bin on the desktop can draw to the
user's attention the additional functionality that it provides.

Too constraining. Another argument against interface metaphorsis that they
are too constraining, restricting the kinds of computational tasks that would be
useful at the interface. An example istrying to open afile that is embedded in
several hundreds of filesin adirectory. Having to scan through hundreds of icons
on a desktop or scroll through a list of files seems a very inefficient way of doing
this. As discussed earlier, a better way is to allow the user to instruct the computer
to open the desired file by typing in its name (assuming they can remember the
name of thefile).

Conflicts with design principles. By trying to design the interface metaphor to
fit in with the constraints of the physical world, designers are forced into making
bad design solutions that conflict with basic design principles. Ted Nelson sets up
the trash can again as an example of such violation: "'a hideous failure of consis-
tency is the garbage can on the Macintosh, which means either "destroy this* or
"gectit for safekeeping™ (Nelson, 1990).

Not being able to understand the system functionality beyond the metaphor. It
has been argued that usersmay get fixed in their understanding of the system based
on the interface metaphor. In so doing, they may find it difficult to see what else
can be done with the system beyond the actions suggested by the interface
metaphor. Nelson (1990) also argues that the similarity of interface metaphors to
any real objectsin the world isso tenuousthat it getsin the way more thanit helps.
We would argue the opposite: because the link is tenuous and there are only a cer-
tain number of similarities, it enables the user to see both the dissimilaritiesand
how the metaphor has been extended.

Overly literal trandation of existing bad designs. Sometimes designersfall into
the trap of trying to create a virtual object to resemble afamiliar physical object
that is itself badly designed. A well-known example is the virtual calculator,
which is designed to look and behave like a physical calculator. The interface of
many physical calculators, however, has been poorly designed in the first place,
based on poor conceptual models, with excessive use of modes, poor labeling of
functions, and difficult-to-manipulate key sequences (Mullet and Sano, 1995).
The design of the calculator in Figure 2.10(a) has even gone asfar as replicating
functions needing shift keys (e.g., deg, oct, and hex), which could have been re-
designed as dedicated software buttons. Trying to useavirtual calculator that has
been designed to emulate a poorly designed physical calculator is much harder
than using the physical deviceitself. A better approach would have been for the
designers to think about how to use the computational power of the computer to
support the kinds of tasks people need to do when doing calculations (cf. the
spreadsheet design). The calculator in Figure 2.10(b) has tried to do thisto some
extent, by moving the buttons closer to each other (minimizing the amount of
mousing) and providing flexible display modes with one-to-one mappings with
different functions.
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Scientific Calculator

File Edit Calculator Help
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(b)
Figure 2.10 Two virtua caculatorswhere (a) has been designed too literaly and
(b) more appropriately for acomputer screen.

Limits the designer's imagination in conjuring up new paradigms and models.
Designers may fixate on "tired" ideas, based on well known technologies, that they
know people are very familiar with. Examples include travel and books for repre-
senting interaction with the web and hypermedia. One of the dangers of always
looking backwardsis that it restricts the designer in thinking of what new function-
dity to provide. For example, Gentner and Nielsen (1996) discuss how they used a
book metaphor for designing the user interfaceto Sun Microsystems' online docu-
mentation. In hindsight they realized how it had blinkered them in organizing the
online material, preventing them from introducing desirable functions such asthe
ability to reorder chapters according to their relevance scores after being searched.

Clearly, there are pitfallsin using interface metaphorsin interaction design. In-
deed, this approach has led to some badly designed conceptual models, that have
resulted in confusion and frustration. However, this does not have to be the case.
Provided designers are aware of the dangers and try to develop interface
metaphorsthat effectively combine familiar knowledge with new functionality in a
meaningful way, then many of the above problems can be avoided. Moreover, as
we have seen with the spreadsheet example, the use of analogy as a basisfor a con-
ceptual model can be very innovative and successful, opening up the realm of com-
puters and their applicationsto a greater diversity of people.
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Comment

interface metaphorsthat have been usad in its design. What familiar knowledge has been
combined with new functionaity?

Mary agpectsd aweb browser have been combined to create acompositei nterfacemetaphor:

e aranged toolbars,such as abutton bar, navigation bar, favorite bar, history bar

« tabs, menus, organizers

¢ search engines, guides

¢ bookmarks, favorites

« jconsfor familiar objectslikestop lights, home

These have been combined with other operations and functions,induding saving, search-
ing, downloading, liging, and navigating.

2.5 Interaction paradigms

At amore genera level, another source of inspiration for informingthe design of a
conceptual model isan interaction paradigm. By thisit ismeant a particular philos-
ophy or way of thinking about interaction design. It isintended to orient designers
to the kinds o questionsthey need to ask. For many yearsthe prevailing paradigm
in interaction desigh was to develop applicationsfor the desktop—intended to be
used by single users sitting in front of a CPU, monitor, keyboard and mouse. A
dominant part of thisapproach was to design software applicationsthat would run
using a GUI or WIMP interface (windows, icons, mouse and pull-down menus, al-
ternatively referred to aswindows, icons, menus and pointers).

As mentioned earlier, a recent trend has been to promote paradigms that move
"beyond the desktop." With the advent of wireless, mobile, and handheld technolo-
gies, developersstarted designing applicationsthat could be usedin adiversity o ways
besidesrunning only on an individual'sdesktop machine. For example,in September,
2000, the clothes company Levis, with the Dutch e ectronicscompany Philips, started
sdling the first commercial e-jacket —incorporating wiresinto the lining of the jacket
to create a body-area network (BAN) for hooking up various devices, e.g., mobile
phone, MP3, microphone, and headphone (see Figure 1.2(iii) in Color Plate 1).If the
phone rings, the MP3 player cuts out the music automatically to let the wearer listen
to the cdl. Another innovation was handheld interactivedevices, like the PalmPilot,
for which arangedf applicationswere programmed. One wasto program the PalmPi-
lot as a multipurposeidentity key, allowing guests to check in to certain hotels and
enter their room without havingtointer act with the receptionist at the front desk.

A number o alternative interaction paradigms have been proposed by re-
searchers intended to guide future interaction design and system devel opment (see
Figure 2.11). These include:

* ubiquitous computing (technology embedded in the environment)
¢ pervasivecomputing (seamlessintegration o technologies)
¢ wearable computing (or wearables)
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Figure 2.11 Examplesdof new interaction paradigms: (@) Some of the original devices devel-
oped as part of the ubiquitous computing paradigm. Tabs are small hand-sized wireless
computers which know where they are and who they are with. Pads are paper-sized devices
connected to thesystem viaradio. They know where they are and who they are with. Live-
boards are large wall sized devices. The' Dangling String" created by artist Natalie Jeremi-
jenko was attached directly to the ethernet that ran overhead in the ceiling. It spun around
dependingon the level of digital traffic.

(b) Ishii and Ulmer, MIT Lab (1997) Tangible bits: from GUls of desktop PCs to Tangible
User Interfaces. The paradigm isconcerned with establishing a new type of HCI called
"Tangible User Interfaces” (TUIs). TUIs augment thereal physical world by coupling digi-
tal information to everyday physical objects and environments.

(c) Affective Computing: The project, called “BlueEyes,” iscreating devices with embedded
technology that gather information about people. Thisface (with movable eyebrows, eyes
and mouth) tracks your movements and facial expressionsand responds accordingly.
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e tangible bits, augmented reality, and physical/virtual integration
e attentive environments (computers attend to user's needs)
¢ the Workaday World (social aspectsof technology use)

Ubiquitous computing (“ubicomp”). The late Mark Weiser (1991), an influen-
tial visionary, proposed the interaction paradigm of ubiquitous computing (Figure
2.11). His vison was for computers to disappear into the environment so that we
would be no longer aware of them and would use them without thinking about
them. As part of this process, they should "invishbly" enhance the world that al-
ready exists rather than create artificial ones. Existing computing technology, e.g.,
multimedia-based systems and virtual reality, currently do not allow us to do this.
Instead, we are forced to focus our attention on the multimediarepresentationson
the screen (e.g., buttons, menus, scrollbars) or to move around in a virtual simu-
lated world, manipulating virtual objects.

So, how can technologies be designed to disappear into the background?
Weiser did not mean ubiquity in the sense of simply making computers portable so
that they can be moved from the desk into our pocketsor used on trains or in bed.
He meant that technology be designed to be integrated seamlesdly into the physical
world in ways that extend human capabilities. One of his prototypes was a "'tabs,
pads, and boards" setup whereby hundreds of computer devices equivalent in size
to post-it notes, sheets of paper, and blackboards would be embedded in offices.
Likethe spreadsheet, such devicesare assumedto be easy to use, because they cap-
italize on existing knowledge about how to interact and use everyday objects. Also
like the spreadsheet, they provide much greater computational power. One o
Weiser's ideas was that the tabs be connected to one another, enabling them to be-
come multipurpose, includingacting asa calendar, diary, identification card, and an
interactive deviceto be used with a PC.

Ubiquitous computing will produce nothing fundamentally new, but by making
everything faster and easier to do, with lessstrain and fewer mental gymnastics, it will
transform what is apparently possible (Weiser, 1991, p. 940).

Pervasive computing. Pervasive computing isa direct follow-on of ideasarising
from ubiquitous computing. The ideaisthat people should be able to accessand in-
teract with information any place and any time, usng a seamless integration of
technologies. Such technologies are often referred to as smart devices or informa
tion appliances—designed to perform a particular activity. Commercia products
include cell phones and handheld devices, like PalmPilots. On the domestic front,
other examples currentiy being prototyped include intelligent fridges that signal
the user when stocks are low, interactive microwave ovens that allow usersto ac-
cess information from the web while cooking, and smart pans that beep when the
food iscooked.

Wearable computing. Many of the ideas behind ubiquitous computing have
since inspired other researchers to develop technologiesthat are part of the envi-
ronment. The MIT Media Lab has created several such innovations. One example
is wearable computing (Mann, 1996). The combination of multimedia and wireless
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communication presented many opportunities for thinking about how to embed
such technologieson people in the clothes they wear. Jewelry, head-mounted caps,
glasses, shoes, and jacketshave all been experimented with to provide the user with
ameans of interacting with digital information while on the move in the physical
world. Applications that have been developed include automatic diaries that keep
users up to date on what is happening and what they need to do throughout the
day, and tour guidesthat inform usersof relevant information asthey wak through
an exhibition and other public places(Rhodes et al., 1999).

Tangible bits, augmented reality, and physical/virtual integration. Another de-
velopment that has evolved from ubiquitous computing is tangible user interfaces
or tangible bits (Ishii and Ullmer, 1997). The focus of this paradigm isthe "integra-
tion of computational augmentations into the physica environment™, in other
words, finding ways to combine digital information with physical objects and sur-
faces (e.g., buildings) to allow people to carry out their everyday activities. Exam-
plesinclude physical books embedded with digital information, greeting cards that
play a digital animation when opened, and physical bricks attached to virtual ob-
jects that when grasped have a similar effect on the virtual objects. Another illus-
tration of this approach isthe one described in Chapter 1 of an enjoyable interface,
in which a person could use a physical hammer to hit a physica key with corre-
sponding virtual representations o the action being displayed on a screen.

Another part of this paradigm is augmented reality, where virtual representa-
tions are superimposed on physical devices and objects (as shownin Figure 2.1 on
Color Plate 2). Bridging the gulf between physical and virtual worlds is also cur-
rently undergoing much research. One of the earlier precursors o this work was
the Digital Desk (Wellner, 1993). Physical officetools, like books, documents and
paper, were integrated with virtua representations, using projectors and video
cameras. Both virtual and real documents were seamlessly combined.

Attentive environments and transparent computing. This interaction paradigm
proposes that the computer attend to user's needs through anticipating what the
user wantsto do. Instead o usersbeingin control, decidingwhat they want to do and
whereto go, the burden should be shifted onto the computer. In thissense the mode
of interaction is much more implicit: computer interfaces respond to the user's ex-
pressions and gestures. Sensor-rich environments are used to detect the user's cur-
rent state and needs. For exampl e, cameras can detect where people are looking on
ascreen and decide what to display accordingly. The system should be able to de-
termine when someone wants to make a call and which websites they want to visit
at particular times. IBM’s BlueEyes project is developing a range of computational
devices that use non-obtrusive sensing technology, including videos and micro-
phones, to track and identify users actions. Thisinformation is then analyzed with
respect to where users are looking, what they are doing, their gestures, and their fa
cial expressions. In turn, thisis coded in terms of the users physical, emotional or
informational state and is then used to determine what information they would
like. For example, a BlueEyes-enabled computer could become active when a user
first walksinto a room, firing up any new email messages that have arrived. If the
user shakes his or her head, it would be interpreted by the computer as "'l don't
want to read them," and instead show alisting of their appointmentsfor that day.
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TheWorkaday World. In the new paradigms mentioned above, the emphasisis
on exploring how technological devicescan be linked with each other and digitd
informationin novel waysthat alow peopleto do thingsthey could not do before.
In contrast, the Workaday World paradigm is driven primarily by conceptual and
mundane concerns. It was proposed by Tom Moran and Bob Anderson (1990),
when working at Xerox PARC. They were particularly concerned with the need to
understand the social aspects of technology use in a way that could be useful for
designers. The Workaday World paradigmfocuseson the essential character of the
workplace in terms o peopl€e's everyday activities, relationships, knowledge, and
resources. It seeksto unravel the "set of patterns that convey the richnessd the
settings in which technologies live—the complex, unpredictable, multiform rela-
tionshipsthat hold among the various aspects of workinglife" (p. 384).

2.6 From conceptual models to physical design

Aswe emphasi ze throughout this book, interaction design is an iterative process. It
involves cyding through various design processes at different levels of detail. Pri-
marily it involves. thinking through a design problem, understanding the user's
needs, coming up with possible conceptual models, prototyping them, evaluating
them with respect to usability and user experience gods, thinking about the design
implications of the evaluation studies, making changes to the prototypes with re-
spect to these, evaluating the changed prototypes, thinking through whether the
changes have improved the interface and interaction, and so on. Interaction design
may also require going back to the origina data to gather and check the require-
ments. Throughout the iterations, it isimportant to think through and understand
whether the conceptual model being devel opedisworking in the way intended and
to ensure that it issupporting the user's tasks.

Throughout this book we describe the way you should go about doing interac-
tion design. Each iteration should involve progressing through the design in more
depth. A first pass through an iteration should involve essentialy thinking about
the problem space and identifying some initial user requirements. A second pass
should involve more extensive information gathering about users needs and the
problems they experience with the way they currently carry out their activities
(see Chapter 7). A third pass should continue explicating the requirements, lead-
ing to thinking through possible conceptual modelsthat would be appropriate (see
Chapter 8). A fourth pass should begin "fleshing out” some of these using a vari-
ety of user-centered methods. A number of user-centered methods can be used to
create prototypes of the potential candidates. These include using storyboarding
to show how the interaction between the users and the system will take place and
thelayingout of cardsand post-it notes to show the possible structure of and navi-
gation through a website. Throughout the process, the various prototypes of the
conceptual models should be evaluated to seeif they meet users needs. Informally
asking users what they think is aways a good starting point (see Chapter 12). A
number o other techniques can also be used at different stages o the develop-
ment of the prototypes, depending on the particular information required (see
Chapters 13 and 14).



2.6 From conceptual models to physical design 65

Many issues will need to be addressed when devel oping and testinginitial pro-
totypesaf conceptual models. Theseinclude:

¢ the way informationisto be presented and interacted with at theinterface

e what combinations of media to use (e.g., whether to use sound and
animations)

¢ thekind of feedback that will be provided

¢ what combinations o input and output devicesto use (e.g., whether to use
speech, keyboard plus mouse, handwriting recognition)

¢ whether to provide agentsand in what format

¢ whether to design operationsto be hardwired and activated through physica
buttons or to represent them on the screen as part of the software

e what kindsd helpto provideand in what format

While working through these design decisionsabout the nature o the interac-
tion to be supported, issues concerning the actual physical design will need to be
addressed. These will often fall out of the conceptual decisionsabout the way infor-
mation isto be represented, the kind of mediato be used, and so on. For example,
these would typically include:

¢ information presentation
-which dialogs and interaction stylesto use (e.g., form fill-ins, speech input,
menus)
—-how to structure itemsin graphical objects, like windows, dialog boxes and
menus (e.g., how many items, where to place them in relation to each
other)

o feedback
-what navigation mechanisms to provide (e.g., forward and backward
buttons)

¢ media combination
-which kinds of iconsto use

Many of these physical design decisionswill be specificto the interactive prod-
uct being built. For example, designing a calendar application intended to be used
by business people to run on a handheld computer will have quite different con-
straints and concernsfrom designing atool for scheduling trainsto run over alarge
network, intended to be used by a team of operators via multiple large displays.
The way the information will be structured, the kinds o graphica representations
that will be appropriate, and the layout of the graphics on the screenswill be quite
different.

These kinds of design decisionsare very practical, needing user testing to en-
sure that they meet with the usability goals. It islikely that numeroustrade-offswill
surface, soit isimportant to recognizethat there is no right or wrong way to resolve
these. Each decision has to be weighed with respect to the others. For example, if
you decide that a good way o providing vishility for the calendar application on
the handheld device is to have a set o "soft" navigation buttons permanently as
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Assignment

Summary

Understanding and conceptualizing interaction

part of the visud display, you then need to consider the consequences of doing this
for the rest o the information that needsto beinteracted with. Will it still be poss-
ble to structure the display to show the calendar as days in a week or a month, all
on one screen?

This part of the design process is highly dependent on the context and essen-
tialy involveslots o juggling between design decisions. If you visit our website you
can try out some of theinteractivities provided, where you have to make such deci-
sionswhen designing the physical layout for variousinterfaces. Here, we providethe
background and rationale that can help you make appropriate choices when faced
with aseriesdf design decisions (primarily Chapters3-5 and 8). For example, weex-
plain why you shouldn't cram a screen full of information; why certain techniques
are better than othersfor helping users remember how to carry out their tasksat the
interface; and why certain kindsd agentsappear more believablethan others.

The aim of thisassignment is for you to think about the appropriateness of different kinds of
conceptual model that have been designed for similar kinds of physical and electronic artifacts.

(a) Describethe conceptual model that underlie the design of:
e apersona pocket-sized calendar/diary (one week to a page)
¢ awall calendar (one month to a page, usualy with a picture/photo)
* awall planner (displayingthe wholeyear)
What isthe main kind of activity and object they are based on? How do they differ
for each of the three artifacts? What metaphors have been used in the design of
their physical interface (think about the way time is conceptualized for each of
them)? Do users understand the conceptual models these are based on in the ways
intended (ask a few people to explain how they use them)? Do they match the dif-
ferent user needs?

(b) Now describe the conceptual modelsthat underlie the design of:

¢ an eectronic personal calendar found on a personal organizer or handheld
computer

¢ ashared calendar found on the web

How do they differ from the equivalent physical artifacts? What new functionality
has been provided? What interface metaphors have been used? Are the functions
and interface metaphor well integrated? What problems do users have with these
interactive kinds of calendars? Why do you think thisis?

This chapter has explained the importance of conceptualizinginteraction design before try-
ing to build anything. It has stressed throughout the need aways to be clear and explicit
about the rationale and assumptions behind any design decision made. It described a taxon-
omy of conceptual models and the different properties of each. It also discussed interface
metaphors and interaction paradigms as other ways of informing the design of conceptual
models.
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Key points

It isimportant to have a good understanding of the problem space, specifying what it is
you are doing, why and how it will support usersin the way intended.

A fundamental aspect of interaction design isto develop aconceptual model.

There are variouskinds of conceptual modelsthat are categorized according to the activ-
ity or object they are based on.

Interaction modes (e.g., conversing, instructing) provide a structure for thinking about
which conceptual model to develop.

Interaction styles (e.g., menus, form fill-ins) are specifickinds of interfaces that should be
decided upon after the conceptual model has been chosen.

Decisions about conceptual design also should be made before commencing any physical
design (e.g., designing anicon).

Interface metaphors are commonly used as part of a conceptual model.

Many interactive systems are based on a hybrid conceptual model. Such modelscan pro-
vide moreflexibility, but this can make them harder tolearn.

3D realism is not necessarily better than 2D or other forms of representation when in-

stantiating a conceptual model: what is most effective depends on the users activities
when interacting with a system.

General interaction paradigms, like WIMP and ubiquitous computing, provide a particu-

lar way of thinking about how to design a conceptual model.

Further reading

LAUREL, B. (1990) (ed.) The Art of Human Computer De-
sign hasa number of paperson conceptual modelsand inter-
face metaphors. Two that are definitely worth reading are:
Tom Erickson, "Working with interface metaphors" (pp.
65-74), which is a practical hands-on guide to designing in-
terface metaphors (covered later in thisbook), and Ted Nel-
son's polemic, "The right way to think about software
design” (pp. 229-234), which is a scathing attack on the use
o interface metaphors.

JOHNSON, M. AND LakoFF, G. (1980) Metaphors We Live
By. The University of Chicago Press. Those wanting to find
out more about how metaphors are used in everyday con-
versationsshould take alook at thistext.

There are many good articles on the topic o interface
agents. A classicis

LANIER, J. (1995) Agents of alienation, ACM Interactions,
2(3), 66-72. The Art of Human Computer Design aso pro-
vides several thought-provoking articles, including one
caled "Interface agents: metaphors with character” by
Brenda Laurel (pp. 355-366) and another called " Guides:
characterizing the interface” by Tim Oren et d. (pp.
367-382).

BANNON, L. (1977) "Problemsin human-machine interac-
tion and communication." Proc HCI’97, San Francisco.
Bannon presents a critical review of the agent approach to
interfacedesign.

MIT’s Media Lab (www.media.mit.edu) is a good starting
place to find out what is currently happeningin the world of
agents, wearables,and other new interaction paradigms.
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with Terry Winograd

Terry Winograd is a profes-
sor of computer science at
Stanford University. He has
done extensive research and
writing on the design of
human-computer interaction.
His early research on nat-
ural language understand-
ing by computers was a
milestone in artificial intelli-
gence, and he has written

) two books and numerous ar-
ticles on hat topic. His book, Bringing Design fo Software,
brings fogether the perspectives of a number of |eoding re-
searchers and designers. See Color Plate 2 for an example of
his latest research.

YR: Tell me about your background and how you
moved intointeractiondesign.

TW: | gotintointeraction design through a couple of
intermediate steps. | started out doing research into
artificial intelligence. | became interested in how peo-
pleinteract with computers, in particular, when using
ordinary language. It became clear after years of
working on that, however, that the computer was a
long way off from matching human abilities. More-
over, using natural language with a computer when it
doesn't really understand you can be very frustrating
and in fact a very bad way to interact with it. So,
rather than trying to get the computer to imitate the
person, | became interested in other ways of taking
advantage of what the computer can do well and what
the person can do well. That led me into the general
field of HCI. Asl began tolook at what wasgoing on
in that field and to studly it, it became clear that it was
not the same as other areas of computer science. The
key issues were about how the technology fits with
what people could do and what they wanted to do. In
contrast, most of computer science is realy domi-
nated by how the mechanisms operate.

| was very attracted to thinking more in the style
of design disciplines, like product design, urban de-
sign, architecture, and so on. | realized that there was
an approach that you might cal a design way, that
puts the technical asspects into the background with
respect to understanding the interaction. Through
looking at these design disciplines, | realized that
there was something unique about interaction design,
which is that it has a dialogic temporal element. By

this | mean a human dialog not in the sense of using
ordinary language, but in the sense of thinking about
the sequence and the flow of interaction. So | think
interaction design isabout designing a space for peo-
ple, where that space has to have a temporal flow. It
hasto have adialog with the person.

YR: Could you tell me a bit more about what you
think isinvolved in interaction design?

TW: One of the biggest influencesis product design.
| think that interaction design overlaps with it, be-
cause they both take a very strong user-oriented view.
Both are concerned with finding a user group, under-
standing their needs, then using that understanding to
come up with new ideas. They may be ones that the
users don't even realize they need. It is then a matter
of trying to translate who it is, what they are doing,
and why they are doing it into possible innovations.
Inthe case of product designit is products. In the case
of interaction design it is the way that the computer
system interacts with the person.

YR. What do you think areimportantinputsinto the
design process?

TW: One of the characteristics of design fieldsas op-
posed to traditional engineering fieldsis that thereis
much more dependence on case studies and examples
than on formulas. Whereas an engineer knows how to
calculate something, an architect or a designer is
working in a tradition where there is a history over
time of other things people have done. People have
said that the secret of great designisto know what to
steal and to know when some element or some way of
doing things that worked before will be appropriate
to your setting and then adapt it. Of course you can't
apply it directly, so | think a big part of doing good
design is experience and exposure. You have to have
seen alot of thingsin practice and understood what is
good and bad about them, to then use these toinform
your design.

YR: How do you see thereéationship between study-
inginteractiondesign and the practice of it? | stherea
good dialog between resear ch and practice?

TW: Academicstudy of interaction designisatricky
area because so much of it depends on a kind of
tacit knowledge that comes through experience and



exposure. It is not the kind of thing you can set
down easily as, say, you can scientific formulas. A
lot of design tends to be methodological. It is not
about the design per se but is more about how you
go about doing design, in particular, knowing what
are the appropriate steps to take and how you put
them together.

YR: How do you see the fied of interaction design
taking on board the current explosion in new tech-
nologies—for example mobile, ubiquitous, infrared,
and so on?Isit different, say, from 20 year sago when
it wasjust about designing softwar e applicationsto st
onthedesktop?

TW: | think a real change in people's thinking has
been to move from interface design to interaction de-
sign. Thishas been pushed by thefact that we do have
al kinds of devices nowadays. Interface design used
to mean graphical interfaces, which meant designing
menus and other widgets. But now when you're talk-
ing about handheld devices, gesture interfaces, tele-
phone interfaces and so on, it is clear that you can't
focus just on the widgets. The widgets may be part of
any one of these devices but the design thinking as a
whole hasto focuson theinteraction.

YR: What advicewould you giveto a student coming
into the field on what they should be learning and
looking for?

TW: | think a student who wants to learn this field
should think of it asa kind of dual process, that is
what Donald Schon calls "reflection in action,”
needing both the action and the reflection. It isim-
portant to have experience with trying to build
things. That experience can be from outside work,
projects, and courses where you are actually en-
gaged in making something work. At the same time
you need to be able to step back and look at it not as
"What do | need to do next?"* but from the perspec-
tive of what you are doing and how that fitsinto the
larger picture.
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YR: Arethere any classic case studiesthat stand out
asgood exemplarsof interactiondesign?

TW: You need to understand what has been impor-
tant in the past. | ill use the Xerox Star as an exem-
plar because so much of what we use today was there.
When you go back to look at the Star you seeit in the
context of when it wasfirst created. | also think some
exemplars that are very interesting are ones that never
actually succeeded commercially. For example, | use
the PenPoint system that was developed for pen com-
puters by Go. Again, they were thinking fresh. They
set out to do something different and they were much
more conscious of the design issues than somebody
who wassimply adapting the next version of something
that already existed. PalmPilot is another good exam-
ple, because they looked at the problem in a different
way to make something work. Another interesting ex-
emplar, which other people may not agree with, isMi-
crosoft Bob--not because it was a successful program,
because it wasn't, but because it wasa first exploration
of acertain style of interaction, using animated agents.
You can see very clearly from these exemplars what
design trade-offs the designers were making and why
and then you can look at the consequences.

YR: Finally, what are the biggest challenges facing
people working in thisarea?

TW: | think one of the biggest challenges is what
Pelle Ehn calls the diaectic between tradition and
transcendence. That is, people work and live in cer-
tain ways already, and they understand how to adapt
that within a small range, but they don't have an un-
derstanding or afeel for what it would mean to make
aradical change, for example, to change their way of
doing business on the Internet before it was around,
or to change their way of writing from pen and paper
when word processors weren't around. | think what
the designer istrying to do isenvision thingsfor users
that the users can't yet envision. The hard part is not
fixing little problems, but designing things that are
both innovative and that work.






Chapter 3

3.1

Understanding users

3.1 Introduction
3.2 What is cognition?
3.3 Applying knowledge from the physical world to the digital world
3.4 Conceptual frameworks for cognition
3.4.1 Mental models
3.4.2 lnformation processing
3.4.3 External cognition
3.5 Informing design: from theory to practice

Introduction

Imagine trying to drive a car by using just a computer keyboard. The four arrow
keysare used for steering, the space bar for braking, and the return key for acceler-
ating. Toindicate left you need to pressthe F1 key and to indicate right the F2 key.
To sound your horn you need to press the F3 key. To switch the headlights on you
need to use the F4 key and, to switch the windscreen wipers on, the F5 key. Now
imagine as you are driving along a road a ball is suddenly kicked in front of you.
What would you do? Bash the arrow keys and the space bar madly while pressing
the F4 key? How would you rate your chancesof missing the ball?

Most of us would balk at the very idea of driving a car this way. Many early
video games, however, were designed along these lines: the user had to press an ar-
bitrary combination of function keysto drive or navigate through the game. There
waslittle, if any, consideration of the user's capabilities. While some usersregarded
mastering an arbitrary set of keyboard controls as a challenge, many users found
them very limiting, frustrating, and difficultto use. More recently, computer con-
soles have been designed with the user's capabilities and the demands of the activ-
ity in mind. Much better ways of controlling and interacting, such as through using
joysticksand steering wheels, are provided that map much better onto the physical
and cognitiveaspects of drivingand navigating.

I n thischapter we examinesome of the core cognitive aspectsd interaction de-
sign. Specifically, we consider what humans are good and bad at and show how this
knowledgecan be used to inform the design of technologiesthat both extend human
capabilitiesand compensatefor their weaknesses. We aso look at some of theinflu-
ential cognitively based conceptual frameworks that have been developed for ex-
plaining the way humans interact with computers. (Other ways of conceptualizing
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human behavior that focus on the social and affective aspects of interaction design
are presented in the following two chapters.)
Themain aimsaf thischapter are to:

e Explainwhat cognitionisand why it isimportant for interaction design.
¢ Describe the main ways cognition has been applied to interaction design.

¢ Provide a number of examplesin which cognitive research hasled to the de-
sign of more effectiveinteractive products.

e Explain what mental modelsare.
e Giveexamplesd conceptual frameworksthat are useful for interactiondesign.

¢ Enable you to try to elicit a mental model and be able to understand what it
means.

3.2 What is cognition?

Cognition is what goes on in our heads when we carry out our everyday activities.
It involves cognitive processes, like thinking, remembering, learning, daydreaming,
decision making, seeing, reading, writing and talking. AsFigure 3.1 indicates, there
are many different kinds of cognition. Norman (1993) distinguishes between two
general modes. experiential and reflective cognition. The former is a state of mind
in which we perceive, act, and react to events around us effectively and effortlessly.
It requires reaching a certain level of expertise and engagement. Examples include
driving a car, reading a book, having a conversation, and playing a video game. In
contrast, reflective cognition involves thinking, comparing, and decision-making.
This kind of cognitioniswhat leads to new ideas and creativity. Examples include
designing, learning, and writing a book. Norman points out that both modes are
essential for everyday life but that each requires different kinds of technological
support.

What goes on in the mind?

perceiving
thinking

remembering
learning

understanding others
talking with others
manipulating others

planning a meal
imagining a trip
painting
writing
composing

making decisions
solving problems
daydreaming

Figure 3.1 What goes on
in the mind?
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Cognition has also been described in terms of specifickinds of processes. These
include;

e attention

¢ perception and recognition

e memory

e |earning

¢ reading, speaking, and listening

e problem solving, planning, reasoning, decision making

It isimportant to note that many of these cognitive processes are interdepen-
dent: several may be involved for a given activity. For example, when you try to
learn material for an exam, you need to attend to the material, perceive, and recog-
nizeit, read it, think about it, and try to remember it. Thus, cognition typically in-
volves a range of processes. It is rare for one to occur in isolation. Below we
describe the various kindsin more detail, followed by a summary box highlighting
core designimplicationsfor each. Most relevant (and most thoroughly researched)
for interaction designis memory, which we describe in greatest detail.

Attentionisthe processof selecting thingsto concentrate on, at a point in time,
from the range of possibilitiesavailable. Attention involvesour auditory and/or vi-
sual senses. An example of auditory attention is waiting in the dentist's waiting
room for our name to be called out to know whenit isour time to go in. An exam-
pleof attention involving the visua sensesisscanning thefootball resultsin a news
paper to attend to information about how our team has done. Attention alows us
to focus on information that is relevant to what we are doing. The extent to which
this processis easy or difficult depends on (i) whether we have clear goalsand (ii)
whether the information we need is salient in the environment:

(i) Our goals If we know exactly what we want to find out, we try to match this
with the information that is available. For example, if we have just landed at an air-
port after along flight and want to find out who had won the World Cup, we might
scan the headlines at the newspaper stand, check the web, call a friend, or ask
someone in the street.

When we are not sure exactly what we are looking for we may browse through
information, alowing it to guide our attention to interesting or salient items. For
example, when we go to a restaurant we may have the general goal of eating a meal
but only a vague idea of what we want to eat. We peruse the menu to find things
that whet our appetite, letting our attention be drawn to the imaginative descrip-
tionsof variousdishes. After scanning through the possibilitiesand imagining what
each dish might belike (plus taking into account other factors, such as cost, who we
are with, what the specials are, what the waiter recommends, whether we want a
two- or three-course meal, and so on), we may then make a decision.

(ii) Information presentation The way information is displayed can aso greatly in-
fluence how easy or difficult it is to attend to appropriate pieces df information.
Look at Figure 3.2 and try the activity. Here, the information-searching tasks are
very precise, requiring specificanswers. The information density isidentical in both
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iday Inn kind of accommodation, phone number,

320: 540 and rates) that have columns of space be-
tween them. I n the bottom screen thein-
formation is bunched up together,

making it much harder to search through.

displays. However, it is much harder to find the information in the bottom screen
than in the top screen. The reason for thisis that the information is very poorly
structured in the bottom, making it difficult to find the information. In the top the
information has been ordered into meaningful categories with blank spacing be-
tween them, making it easier to select the necessary information.

Perception refers to how information is acquired from the environment, via the
different sense organs (e.g., eyes, ears, fingers) and transformed into experiences of
objects, events, sounds, and tastes (Roth, 1986). It is a complex process, involving
other cognitive processes such as memory, attention, and language. Vision is the
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most dominant sense for sighted individuals, followed by hearing and touch. With
respect to interaction design, it is important to present information in a way that
can be readily perceived in the manner intended. For example, there are many
ways to design icons. The key is to make them easily distinguishable from one an-
other and to make it simple to recognize what they are intended to represent (not
liketheonesin Figure 3.4).

Combinationsof different media need also to be designed to alow usersto rec-
ognize the composite information represented in them in the way intended. The
use of sound and animation together needs to be coordinated so they happenin a
logical sequence. An example of thisisthe design of lip-synch applications, where
the animation of an avatar's or agent's faceto makeit appear to be talking, must be
carefully synchronized with the speech that is emitted. A dight delay between the
two can make it difficult and disturbing to perceive what is happening—as some-
times happens when film dubbing gets out of synch. A general design principle is
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Figure 3.4 Poor icon set. What
do you think theicons mean
and why are they s0 bad?

that information needs to be represented in an appropriate form to facilitate the
perception and recognition of its underlying meaning.

Memory involves recalling various kinds of knowledge that alow us to act ap-
propriately. It is very versatile, enabling us to do many things. For example, it al-
lows us to recognize someone's face, remember someone's name, recall when we
last met them and know what we said to them last. Simply, without memory we
would not be able to function.

It isnot possiblefor usto remember everything that we see, hear, taste, smdll,
or touch, nor would we want to, as our brains would get completely overloaded. A
filtering process is used to decide what information gets further processed and
memorized. This filtering process, however, is not without its problems. Often we

DESIGN IMPLICATIONS
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forget things we would dearly love to remember and conversely remember things
we would love to forget. For example, we may find it difficult to remember every-
day things like people's names and phone numbers or academic knowledge like
mathematical formulae. On the other hand, we may effortlessly remember triviaor
tunesthat cycle endlessly through our heads.

How does thisfiltering processwork? Initially, encoding takes place, determin-
ing which information is attended to in the environment and how it isinterpreted.
The extent to which it takes place affectsour ability to recall that information later.
The more attention that is paid to something and the more it is processed in terms
of thinking about it and comparing it with other knowledge, the more likely it isto
be remembered. For example, when learning about atopic it is much better to re-
flect upon it, carry out exercises, have discussions with others about it, and write
notes than just passively read a book or watch a video about it. Thus, how informa
tion is interpreted when it is encountered greatly affects how it is represented in
memory and how it isused later.

Another factor that affects the extent to which information can be subse-
quently retrieved is the context in which it is encoded. One outcome is that some-
times it can be difficult for people to recall information that was encoded in a
different context from the one they currently are in. Consider the following sce-
nario:

You areon atrain and someonecomes up to you and sayshello. You don't recognize
him for a fev momentsbut then realizeit is one of your neighbors. You are only usd to
seeing your neighbor in the hallway of your apartment block and seeing him out of
context makes him difficult to recognizeinitially.

Another well-known memory phenomenon is that people are much better at rec-
ognizing thingsthan recalling things. Furthermore, certain kindsof information are
easier to recognize than others. In particular, people are very good at recognizing
thousandsdf pictures, evenif they have only seen them briefly before.

Try to remember the dates of all the members of your family's and your closest friends
birthdays. How many can you remember? Then try to describe what is on the cover of the
last DVD/CD or record you bought. Which iseasiest and why?

Itislikely that you remembered much better what was on the CD/DVD/record cover (the
image, the colors, the title) than the birthdays of your family and friends. People are very
good at remembering visual cues about things, for example the color of items, the location
of objects (a book being on the top shelf), and marks on an object (e.g., a scratch on a
watch, a chip on a cup). In contrast, people find other kinds of information persistently
difficult to learn and remember, especially arbitrary material like birthdays and phone
numbers.

Instead of requiring usersto recall from memory a command name from a pos-
sible set d hundreds or even thousands, GUIs provide visually based options that
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users can browse through until they recognize the operation they want to perform
(see Figure3.5(a) and (b)). Likewise, web browsers provide afacility of bookmark-
ing or saving favorite URLSs that have been visited, providing a visua list. This
means that users need only recognize a name of a site when scanning through the
saved list of URLSs.

Microsoft Windows 2000 [Version 5.00.21951]
<c> Copyright 1985-1999 Microsoft Corp.

C:\>dir /w
Volume in drive C has no Llabel
Volume Serial Number is 07D1-0109

Directory of C:\

[BACKUP] CDELLI] [DISCOVER]
[1I386] CWINNT] [DRIVERS1]
[Documents and settings] [Program Files] Ltempl
[bellUutil] [DMIZ [My Musicl
[Downloads] [Palml] [Inetpubl
TxE8 - Backup
File(s) 1.367 bytes
15 Dir(s) 30.522.605.568 bytes free

C:\>cd Documents and settings

C:\Documents and settings>>dir
Volume in drive C has no label.
Volume Serial Number is 07D1-0109

Directory of C:\Documents and settings

09/01/2001 1: <DIR>

09/01/2001 1: <DIR> ..

09/01/2001 1: <DIR> ALl Users

09/01/2001 2: <DIR> Administrator
0 File<s> 0 bytes
4Dir<s> 30,522,605,568 bytes free

C:\Documents and settings>cd Administrator
C:\Documents and Settings\Administrator>dir

Volume in drive C has no label..
Volume Serial Number is 07D1-0109

Directory of C:\Documents and settings\Administrator

09/01/2001 : <DIR>
09/01/2001 : <pIR> .
09/01/2001 H <DIR> Start Menu
09/01/2001 : <DIR> My Documents
09/01/2001 : <DIR> Favorites
09/01/2001 : <DIR> Desktop
24/01/2001 : <DIR> Abisuite
0 File<s> 0 bytes
7Dir<s> 30.522-.605-568 bytes free

C:\Documents and settings\Administrator>cd My Documents

C:\Documents and settings\Administrator\My Documents?>

Figure 3.5{a) A DOS-based interface, requiring the user to typein commands.
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Figure 3.5(b) A Windows-based interface, with menus, icons, and buttons.

What strategiesdo you use to help you remember things?

People often write down what they need to remember on a piece d paper. They aso ask
othersto remind them. Another approachis to use various mental strategies, like mnemon-
ics A mnemonicinvolves taking thefirg letters of a set of wordsin a phrase or set d con-
cepts and usng them to make a more memorable phrase, often usng bizarre and
idiosyncratic connections. For example, some people have problems working out where east
isin relation to west and vice versa(i.e., isit to the left or right). A mnemonic to help figure
thisout isto takethefirst letters of thefour main pointsd the compass and then use themin
the phrase"' Never Eat Shredded Whest" mentally recited in aclockwisesequence.

A growing problem for computer users is file management. The number of
documents created, images and videoclips downloaded, emails and attachments
saved, URLs bookmarked, and so on increases every day. A major problem isfind-
ing them again. Naming is the most common means of encoding them, but trying to
remember a name of afile you created some time back can be very difficult, espe-
cialy if there aretensof thousands of named files. How might such a process be fa-
cilitated, bearing in mind people's memory abilities? Mark Lansdale, a British
psychologist, has been researching this problem of information retrieval for many
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years. He suggeststhat it is profitable to view this process asinvolving two memory
processes: recall-directed, followed by recognition-based scanning. Thefirst refers
to using memorized information about the required fileto get asclosetoit as possi-
ble. The more exact thisis, the more successthe user will havein tracking down the
desired file. The second happens when recall has failed to produce what a user
wantsand so requires reading through directories of files.

Toillustrate the difference between these two processes, consider the following
scenario: a user is trying to access a couple of websites visited the day before that
compared the sdlling price o carsoffered by different dealers. The user isable to re-
cal the name of one website: “alwaysthecheapest.com”. She types thisin and the
website appears. Thisis an example of successful recall-directed memory. However,
the user is unable to remember the name of the second one. She vaguely remembers
it was something like ‘autobargains.com’; but typing thisin proves unsuccessful. In-
stead, she switchesto scanning her bookmarks/favorites, going to the list of most re-
cent onessaved. She noticestwo or three URLSs that could be the onedesired, and on
the second attempt she findsthe website sheislooking for. I n thissituation, the user
initially tries recall-directed memory and when thisfails, adopts the second strategy
of recognition-basedscanning—which takes longer but eventually resultsin success.

Lansdale proposes that file management systems should be designed to opti-
mize both kinds of memory processes. In particular, systems should be devel-
oped that let users use whatever memory they have to limit the area being
searched and then represent the information in this area of the interface so asto
maximally assist them in finding what they need. Based on this theory, he has
developed a prototype system called MEMOIRS that aims at improving users
recall of information they had encoded so as to make it easier to recall later
(Lansdale and Edmunds, 1992). The system was designed to be flexible, provid-
ing the user with arange of ways of encoding documents mnemonically, includ-
ing time stamping (see Figure 3.6), flagging, and attribution (e.g., color, text,
icon, sound or image).

More flexibleways of helping userstrack down the filesthey want are now be-
ginning to be introduced as part of commercial applications. For example, various
search and find tools, like Appl€e's Sherlock, have been designed to enable the user
totype afull or partial name or phrase that the system then tries to match by listing
al the filesit identifies containing the requested name/phrase. This method, how-
ever, is gtill quite limited, in that it allows users to encode and retrieve files using
only alphanumericals.

DESIGN IMPLICATIONS
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How else might banks solve the problem of providing a secure system while making the

memory load relatively easy for people wanting to use phone banking? How does phone
banking compare with online banking?

An alternative approach is to provide the customers with a PIN number (it could be the
same asthat of their ATM card) and ask them to key thisin on their phone keypad, followed
by asking one or two questions like their zip or post code, as a backup. Online banking has
similar security risks to phone banking and hence this requires a number of security mea-
sures to be enforced. These include that the user sets up a nickname and a password. For ex-
ample, some banks require typing in three randomly selected letters from a password each
time the user logson. Thisis harder to do online than when asked over the phone, mainly
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because it interferes with the normally highly automated process o typing in a password.
You redly have to think about what lettersand numbersarein your password; for example,
hasit got two | etter f's after the number 6, or just one?

Learning can be considered in terms of (i) how to use a computer-based appli-
cation or (ii) using a computer-based application to understand a given topic. Jack
Carroll (1990) and his colleagues have written extensively about how to design inter-
facesto help learners devel op computer-based skills. A main observation isthat peo-
plefind it very hard to learn by following sets of instructionsin a manual. Instead,
they much prefer to "'learn through doing." GUTs and direct manipulation interfaces
are good environments for supporting thiskind of learning by supporting exploratory
interaction and importantly allowing usersto "undo" their actions, i.e., returnto a
previous state if they make a mistake by clicking on the wrong option. Carroll has
also suggested that another way of helping learnersis by using a *'training-wheels"”
approach. Thisinvolvesrestricting the possible functionsthat can be carried out by a
novice to the basics and then extending these as the novice becomes more experi-
enced. The underlying rationale is to make initia learning more tractable, helping
thelearner focuson simple operations before moving on to more complex ones.

There have also been numerous attempts to harness the capabilities of differ-
ent technologies to help learners understand topics. One of the main benefits of in-
teractive technologies, such as web-based, multimedia, and virtual reality, is that
they provide alternative ways of representing and interacting with information that
are not possible with traditional technologies (e.g., books, video). In so doing, they
have the potential of offering learnersthe ability to explore ideas and conceptsin
different ways.

AsK agrandparent, child, or other person who has not used acell phone before to make and
answer acal usngit. What isstriking about their behavior?

Firgt-timeusersoften try to goply their understanding o aland-line phone to operatingacell
phone. However, there are marked differencesin the way the two phones operate, even for
thesmplest o tasks, like making a cdl. First, the power has to be switched on when usng a
cdl phone, by pressng abutton (but not so with land-line phones), then the number hasto be
keyedin,including at dl timestheareacode (inthe UK), even if thecaleeisinthesame area
(but not so with land-lines), and findly the "*make a call™ button must be pressed (but not so
with land-line phones). Firgt-time users may intuitively know how to switch the phone on but
not know which key to hit, or that it hasto be held down for a couple d seconds. They may
alsoforgetto key in the areacodeif they arein the same area as the person they are cdling,
and to pressthe"makeacdl" key. They may alsoforget to pressthe™end acdl” button (this
is achieved through putting the receiver down with a land-line phone). Likewise, when an-
swering a cal, the first-time user may forget to press the "accept acal” button or not know
which oneto press. These additional actionsare quick tolearn, once the user understandsthe
need to explicitly instruct the cell phone when they want to make, accept, or end acall.

Reading, speaking and listening: these three forms of language processing
have both similar and different properties. One similarity is that the meaning of
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sentences or phrasesisthe same regardless of the mode in which it isconveyed. For
example, the sentence " Computers are a wonderful invention™ essentially has the
same meaning whether one reads it, speaks it, or hears it. However, the ease with
which people can read, listen, or speak differsdepending on the person, task, and
context. For example, many peoplefind listening much easier than reading. Specific
differences between the three modesinclude:

o Written language is permanent while listening is transient. It is possibleto
reread information if not understood the first time round. This is not possi-
ble with spoken information that isbheing broadcast.

DESIGN IMPLICATIONS
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Reading can be quicker than speaking or listening, as written text can be
rapidly scanned in ways not possiblewhen listeningto serially presented spo-
ken words.

Listening requires less cognitive effort than reading or speaking. Children,
especially, often prefer tolisten to narratives provided in multimediaor web-
based learning material than to read the equivalent text online.

Written language tends to be grammatical while spoken language is often
ungrammatical. For example, people often start a sentence and stop in mid-
sentence, letting someone el se start speaking.

There are marked differences between people in their ability to use lan-
guage. Some people prefer reading to listening, while others prefer listening.
Likewise, some people prefer speaking to writing and vice versa.

Dydexics have difficulties understanding and recognizing written words,
makingit hard for them to write grammatical sentences and spell correctly.

People who are hard of hearing or hard of seeing are aso restricted in the
way they can processlanguage.

Many applications have been developed either to capitalize on people's reading,
writing and listening skills, or to support or replace them where they lack or have
difficulty with them. Theseinclude:

interactive books and web-based material that help people to read or learn
foreign languages

speech-recognition systems that allow users to provide instructions via spo-
ken commands (e.g., word-processing dictation, home control devices that
respond to vocalized requests)

speech-output systems that use artificially generated speech (e.g., written-
text-to-speech systemsfor the blind)

natural-language systems that enable users to type in questions and give
text-based responses (e.g., Ask Jeeves search engine)

cognitive aids that help people who find it difficult to read, write, and speak.
A number of special interfaces have been developed for people who have
problems with reading, writing, and speaking (e.g., see Edwards, 1992).

various input and output devices that allow people with various disabili-
ties to have accessto the web and use word processors and other software
packages

Helen Petrie and her team at the Sensory DisabilitiesResearch Lab in the UK
have been developing various interaction technigues to alow blind people to ac-
cess the web and other graphical representations, through the use of auditory navi-
gation and tactile diagrams.

Problem-solving, planning, reasoning and decision-making are all cognitive
processes involving reflective cognition. They include thinking about what to do,
what the options are, and what the consequences might be of carrying out a given
action. They often involve consciousprocesses (being aware of what oneisthinking
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DESIGN IMPLICATIONS

about), discussion with others (or oneself), and the use of variouskindsof artifacts,
(e.g., maps, books, and pen and paper). For example, when planning the best route
to get somewhere, say aforeign city, we may ask others, use amap, get instructions
from the web, or a combination of these. Reasoning al so involvesworking through
different scenarios and deciding which is the best option or solution to a given
problem. In the route-planning activity we may be aware of alternative routes and
reason through the advantagesand disadvantages of each route before deciding on
the best one. Many afamily argument has come about because one member thinks
he or she knows the best route while another thinksotherwise.

Comparing different sources of information is also common practice when
seeking information on the web. For example, just as people will phone around for
arange d quotes, so too, will they use different search enginesto find sites that
give the best deal or best information. If people have knowledge o the pros and
cons of different search engines, they may also select different ones for different
kindsdf queries. For example, astudent may use a more academically oriented one
when looking for information for writing an essay, and a more commercially based
one when trying to find out what's happeningin town.

The extent to which people engage in the variousforms of reflectivecognition
depends on their level of experience with a domain, application, or skill. Novices
tend to have limited knowledge and will often make assumptions about what to do
using other knowledge about similar situations. They tend to act by trial and error,
exploring and experimenting with ways of doing things. As a result they may start
off being dow, making errors and generally being inefficient. They may also act ir-
rationally,following their superstitionsand not thinking ahead to the consequences
o their actions. In contrast, experts have much more knowledge and experience
and are able to select optimal strategiesfor carrying out their tasks. They are likely
to be able to think ahead more, considering what the consequences might be of
optingfor a particular moveor solution (asdo expert chessplayers).

ESIGN IMPLICATION
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33 Applying knowledge from the physical world
to the digital world

Aswidl as understanding the various cognitive processesthat users engagein when
interacting with systems, it is also useful to understand the way people cope with
the demands of everyday life. A well known approach to applying knowledge
about everyday psychology to interaction designisto emulate, in the digital world,
the strategies and methods people commonly use in the physical world. An as-
sumptionisthat if these work well in the physical world, why shouldn't they also
work wdl in the digital world? In certain situations, this approach seems like a
good idea. Examples of applicationsthat have been built following this approach
include electronic post-it notes in the form o "stickies,” electronic "to-do" lists,
and email remindersof meetings and other events about to take place. The stickies
applicationdisplays different colored notes on the desktop in which text can bein-
serted, deleted, annotated, and shuffled around, enabling peopleto use them to re-
mind themselves of what they need to do—andogous to the kinds of externalizing
they do when using paper stickies. Moreover, abenefitisthat electronicstickiesare
more durable than paper ones—they don't get lost or fall off the objectsthey are
stuck to, but stay on the desktop until explicitly deleted.

In other situations, however, the simple emulation approach can turn out to be
counter-productive, forcing users to do thingsin bizarre, inefficient, or inappropri-
ate ways. This can happen when the activity being emulated is more complex than
is assumed, resulting in much o it being oversmplified and not supported effec-
tively. Designersmay notice somethingsalient that peopledo in the physica world
and then fall into the trap of trying to copy it in the electronic world without think-
ing through how and whether it will work in the new context (remember the poor
design o the virtual calculator based on the physical calculator described in the
previous chapter).

Consider the following classic study of real-world behavior. Ask yourself, first,
whether it is useful to emulate at the interface, and second, how it could be ex-
tended as an interactive application.

Tom Malone (1983) carried out astudy of the "natural history" of physical of-
fices. He interviewed people and studied their offices, paying particul ar attention to
their filing methods and how they organized their papers. One of his findings was
that whether people have messy offices or tidy offices may be more significant than
peoplerealize. Messy officeswere seen as being chaotic with pilesdf papers every-
where and little organization. Tidy offices, on the other hand, were seen as being
well organized with good use of afiling system. In analyzing these two typesd of-
fices, Malone suggested what they reveal in terms o the underlying cognitive be-
haviors o the occupants. One o his observations was that messy offices may
appear chaotic but in redity often reflect a coping strategy by the person: docu-
mentsareleft lying around in obvious placesto act asremindersthat somethinghas
to be done with them. This observation suggeststhat using pilesis a fundamental
strategy, regardlessof whether you are achaotic or orderly person.

Such observations about peopl€e's coping strategiesin the physical world bring
to mind an immediate design implication about how to support electronic file
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management: to capitalize on the "pile” phenomenon by trying to emulate it in
the electronic world. Why not let people arrange their electronicfilesinto pilesas
they do with paper files? The danger of doing thisisthat it could heavily constrain
the way people manage their files, when in fact there may be far more effective
and flexible ways of filing in the electronic world. Mark Lansdale (1988) points
out how introducing unstructured piles of electronic documents on a desktop
would be counterproductive, in the same way as building planes to flap their
wingsin the way birds do (someone seriously thought of doing this).

But there may be benefits of emulating the pile phenomenon by using it as a
kind of interface metaphor that is extended to offer other functionality. How might
this be achieved? A group of interface designersat Apple Computer (Mandler et
al., 1992) tackled this problem by adopting the philosophy that they were going to
build an application that went beyond physical-world capabilities, providing new
functionality that only the computer could provide and that enhanced theinterface.
To begin their design, they carried out adetailed study of office behavior and ana-
lyzed the many ways piles are created and used. They also examined how people
use the default hierarchical file-management systems that computer operating sys
tems provide. Having a detailed understanding of both enabled them to create a
conceptual model for the new functionality —whichwasto provide variousinterac-
tive organizational elements based around the notion of using piles. Theseincluded
providing the user with the means o creating, ordering, and visuaizing piles of
files. Files could also be encoded using various external cues, including date and
color. New functionality that could not be achieved with physical filesincluded the
provision of a scripting facility, enabling filesin piles to be ordered in relation to
these cues (see Figure 3.8).

Emulating real-world activity at the interface can be a powerful design strat-
egy, provided that new functionality is incorporated that extends or supports the
usersin their tasksin ways not possiblein the physical world. The key isreally to
understand the nature of the problem being addressed in the electronic world in re-
lation to the various coping and externalizing strategies people have developed to
deal with the physical world.

Order by: E:l

Color by: [w]

pileby: [¥]
I

(@

(b)

Figure 3.8 The pile metaphor asit appearsat theinterface.
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34 Conceptual frameworks for cognition

In the previous section we described the pros and cons of applying knowledge of
peopl€e's coping strategies in the physical world to the digital world. Another ap-
proach isto apply theories and conceptual frameworks to interaction design. In this
section we examine three o these approaches, which each have adifferent perspec-
tive on cognition:

¢ mental models
¢ information processing
e external cognition

3.4.1 Mental models

In Chapter 2 we pointed out that a successful system is one based on a conceptual
model that enables users to readily learn asystem and useit effectively. What hap-
pens when people are learning and using a system is that they develop knowledge
of how to use the system and, to a lesser extent, how the system works. These two
kinds of knowledge are often referred to as a user's mental model.

Having developed a mental model of an interactive product, it is assumed that
people will useit to make inferences about how to carry out tasks when using the
interactive product. Mental models are also used to fathom what to do when some-
thing unexpected happens with a system and when encountering unfamiliar sys-
tems. The more someone learns about a system and how it functions, the more
their mental model develops. For example, TV engineers have a "deep” mental
model of how TVs work that allowsthem to work out how to fix them. In contrast.

Search for| car keys

Results: 1 match—
look behind the sofa
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an average citizen islikely to have a reasonably good mental model of how to oper-
ateaTV but a"shallow™ mental model of how it works.

Within cognitive psychology, mental models have been postulated as internal
constructions of some aspect of the external world that are manipulated enabling
predictions and inferences to be made (Craik, 1943). This process is thought to in-
volve the "fleshing out" and the "running" of a mental model (Johnson-Laird,
1983). This can involve both unconscious and conscious mental processes, where
images and analogies are activated.

To illustrate how we use mental modelsin our everyday reasoning, imagine the following
{WO scenarios:

(8 You arrive homefrom a holiday on acold winter's night to acold house. You have a
amdl baby and you need to get the house warm as quickly as possible. Y our houseis
centrally heated. Do you set the thermostat as high as possible or turn it to the de-
sired temperature(e.g. 70°F)?

(b) You arrivehomefrom beingout dl night, starvinghungry. Y ou look in thefridge and
find all that isleft is an uncooked pizza The instructions on the packet sy heat the
oven to 375°Fand then place the pizzain the oven for 20 minutes. Y our oven iselec-
tric. How do you heat it up? Do you turn it to the specified temper ature or higher ?

Most people when asked thefirgt question imagine the scenarioin termsd what they would
do in their own house and choose the first option. When asked why, a typical explanation
that is given is that setting the temperature to be as high as possible increases the rate at
which the room warms up. While many people may believethis, it isincorrect. Thermostats
work by switching on the-heat and keeping it going at aconstant speed until the desired tem-
perature set is reached, at which point they cut out. They cannot control the rate at which
heat is given out from a heating system. L eft at a given setting, thermostatswill turn the heat
on and off as necessary to maintain the desired temperature.

When asked the second question, most people say they would turn the oven to the speci-
fied temperatureand put the pizzain when they think it is a the desired temperature. Some
people answer that they would turn the oven to a higher temperature in order to warm it up
more quickly. Electric ovenswork on the same principle as central heating and so turning
the heat up higher will not warm it up any quicker. There is aso the problem d the pizza
burningif the oven istoo hot!

Why do people use erroneous mental models? It seems that in the above sce-
narios, they are running a mental model based on a general valve theory of the way
something works (Kempton, 1986). This assumes the underlying principle of " more
is more": the more you turn or push something, the more it causes the desired ef-
fect. This principle holds for a range of physical devices, such astapsand radio con-
trols, where the more you turn them, the more water or volume is given. However,
it does not hold for thermostats, which instead function based on the principle of
an on-off switch. What seems to happen is that in everyday life people develop a
core set of abstractions about how things work, and apply these to a range of de-
vices, irrespective of whether they are appropriate.
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Using incorrect mental models to guide behavior is surprisingly common. Just
watch people at a pedestrian crossing or waiting for an elevator (lift). How many
times do they pressthe button? A lot of people will pressit at least twice. When
asked why, acommon reason given isthat they think it will make the lights change
faster or ensure the elevator arrives. Thisseemsto be another example of following
the " moreismore” philosophy: it is believed that the more timesyou pressthe but-
ton, the morelikely it isto result in the desired effect.

Another common example of an erroneous mental model is what people do
when the cursor freezes on their computer screen. Most people will bash away at
al manner of keysin the vain hope that this will make it work again. However, ask
them how this will help and their explanations are rather vague. The sameistrue
when the TV starts acting up: atypical responseisto hit the top of the box repeat-
edly with a bare hand or a rolled-up newspaper. Again, ask people why and their
reasoningabout how this behavior will hel p solvethe problemisrather lacking.

The more one observes the way peopleinteract with and behave towardsinter-
active devices, the more one redlizes just how strange their behavior can get—
especidly when the device doesn't work properly and they don't know what to do.
Indeed, research has shown that people's mental models of the way interactive de-
viceswork is poor, often beingincomplete, easily confusabl e, based on inappropriate
analogies, and superstition (Norman, 1983). Not having appropriate mental models
availableto guide their behavior iswhat causes people to become very frustrated—
often resultingin stereotypical "venting' behavior like those described above.

On the other hand, if people could develop better mental models of interactive
systems, they would bein a better position to know how to carry out their tasks ef-
ficiently and what to do if the system started acting up. Ideally, they should be able
to develop a mental model that matches the conceptual model developed by the
designer. But how can you help usersto accomplish this? One suggestionisto edu-
cate them better. However, many people are resistant to spending much time
learning about how thingswork, especidly if it involvesreading manualsand other
documentation. An aternative proposal is to design systemsto be more transpar-
ent, so that they are easier to understand. This doesn't mean literally revealing the
guts of the system (cf. the way some phone handsets—see Figure 3.9 on Color
Plate 4—and iMacs are made of transparent plasticto reveal the colorful electronic
circuitry inside), but requires developing an easy-to-understand system image (see
Chapter 2 for explanation o this term in relation to conceptual models). Specifi-
caly, thisinvolvesproviding:

¢ useful feedback in responseto user input
¢ easy-to-understandand intuitivewaysof interacting with the system

In addition, it requires providing the right kind and level of information, in the
form of:

e clear and easy-to-follow instructions
* appropriate online help and tutorials

¢ context-sensitiveguidancefor users, set at their level of experience,explaining
how to proceed when they are not sure what to do at a given stage of a task.
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3.4.2 Information processing

Another approach to conceptualizing how the mind works has been to use
metaphors and analogies (see also Chapter 2). A number of comparisons have
been made, including conceptualizing the mind as a reservoir, a telephone net-
work, and adigital computer. One prevalent metaphor from cognitive psychology
is the idea that the mind is an information processor. Information is thought to
enter and exit the mind through a series of ordered processing stages (see Figure
3.11). Within these stages, various processes are assumed to act upon mental rep-
resentations. Processes include comparing and matching. Mental representations
are assumed to comprise images, mental models, rules, and other forms of knowl-
edge.

Theinformation processingmodel provides abasisfrom which to make predic-
tions about human performance. Hypotheses can be made about how long some-
one will take to perceive and respond to a stimulus (also known as reaction time)
and what bottlenecks occur if a person is overloaded with too much information.
The best known approach is the human processor model, which models the cogni-
tive processes of a user interacting with a computer (Card et al., 1983). Based on
the information processing model, cognition is conceptualized as a series of pro-
cessing stages, where perceptual, cognitive, and motor processors are organized in
relation to one another (see Figure 3.12). The model predicts which cognitive
processesareinvolved when a user interacts with a computer, enabling calculations
to be made of how long a user will take to carry out varioustasks. Thiscan be very
useful when comparing different interfaces. For example, it has been used to com-
pare how well different word processorssupport arange of editing tasks.

The information processing approach is based on modeling mental activities
that happen excl usi vel y inside the head. However, most cognitive activitiesinvolve
people interacting with external kinds of representations, like books, documents,
and computers— not to mention one another. For example, when we go home from
wherever we have been we do not need to remember the details of the route be-
cause we rely on cues in the environment (e.g., we know to turn left at the red
house, right when the road comes to a T-junction, and so on). Similarly, when we
are at home we do not have to remember where everything is becauseinformation
is"out there." We decide what to eat and drink by scanning theitemsin the fridge,
find out whether any messageshave been left by glancing at the answering machine
to seeif thereis aflashinglight, and so on. To what extent, therefore, can we say
that information processing models are truly representative of everyday cognitive
activities? Do they adequately account for cognition asit happensin the real world
and, specifically, how peopleinteract with computers and other interactive devices?

Input output
or or
stimuli response

Stage 1 Stage 2 Stage 3 Stage 4

Figure 3.11 Human information processingmodd.
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Several resesarchers have argued that existing information processing ap-
proachesare too impoverished:

The traditional approach to the study of cognitionistolook a the pureintellect, isolated
fromdistractionsand fromartificial aids. Experimentsare performed in closed, isolated
rooms, withaminimum of distracting lightsor sounds, no other peopleto assist with the
task, and no aidsto memory or thought. Thetasksare arbitrary ones, invented by the
researcher. Modd buildersbuild simulations and descriptionsof theseisolated situations.
The theoretical analysesare sdf-contained little structures,isolated fromthe world,
isolated fromany other knowledge or abilities of the person. (Norman, 1990, p. 5)

Instead, there has been an increasing trend to study cognitive activitiesin the
context in which they occur, analyzing cognition as it happens "in the wild"
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(Hutchins, 1995). A central goal has been to look at how structuresin the environ-
ment can both aid human cognition and reduce cognitiveload. A number of alter-
native frameworks have been proposed, including external cognition and
distributed cognition. In this chapter, we look at the ideas behind external cogni-
tion—which has focused most on how to inform interaction design (distributed
cognition is described in the next chapter).

3.4.3 External cognition

People interact with or create information through using a variety of external rep-
resentations, e.g., books, multimedia, newspapers, web pages, maps, diagrams,
notes, drawings, and so on. Furthermore, an impressiverange o tools has been de-
veloped throughout history to aid cognition, including pens, calculators, and com-
puter-based technol ogies. The combination of external representationsand physical
toolshave greatly extended and supported peopl€'s ability to carry out cognitiveac-
tivities (Norman, 1993). Indeed, they are such an integral part that it is difficult to
imagine how we would go about much o our everyday life without them.

Exter nal cognitionisconcerned with explainingthe cognitive processesinvolved
when we interact with different external representations (Scaife and Rogers, 1996).
A main goal isto explicate the cognitive benefitsdf using different representations
for different cognitive activities and the processesinvol ved. The main onesinclude:

1. externalizing to reduce memory load
2. computational offloading
3. annotating and cognitivetracing

1. Externalizing to reduce memory load

A number of strategies have been developed for transforming knowledge
into external representations to reduce memory load. One such strategy is exter-
nalizing things we find difficult to remember, such as birthdays, appointments, and
addresses. Diaries, persona remindersand calendars are examples of cognitivear-
tifacts that are commonly used for this purpose, acting as external reminders of
what we need to do at agiven time(e.g., buy acard for arelative's birthday).

Other kinds of external representations that people frequently employ are
notes, like “stickies,” shoppinglists, and to-do lists. Where these are placed in the
environment can also be crucia. For example, people often place post-it notesin
prominent positions, such as on walls, on the side o computer monitors, by the
front door and sometimeseven on their hands, in a deliberate attempt to ensure
they do remind them of what needs to be done or remembered. People aso place
thingsin pilesin their offices and by the front door, indicating what needs to be
done urgently and what can wait for awhile.

Externalizing,therefore, can help reduce people's memory burden by:

¢ reminding them to do something (e.g., to get somethingfor their mother's
birthday)
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¢ remindingthem of whet to do (e.g., to buy acard)
e remindingthem of when to do something (send it by acertain date)

2. Computational offloading

Computational offloading occurs when we use a tool or device in conjunction with
an external representation to help uscarry out a computation. An exampleis using
pen and paper to solve a math problem.

(&) Multiply 2 by 3 in your head. Easy. Now try multiplying 234 by 456 in your head.
Not aseasy. Try doing thesum using a pen and paper. Then try again with a calcula-
tor. Why isit easier to do the calculation with pen and paper and even easier witha
calculator?

(b) Try doing the same two sums using Roman numerals.

(@) Carryingout the sum using pen and the paper iseasier than doing it in your head be-
cause you "offload” some of the computation by writing down partia results and
using them to continue with the calculation. Doing the same sum with a calculator is
even easier, becauseit requiresonly eight ssmple key presses. Even more of the com-
putation has been offloaded onto the tool. Y ou need only follow a simple internal-
ized procedure (key in first number, then the multiplier sign, then next number and
finally the equalssign) and then read of the result from the external display.

(b) Using roman numerals to do the same sum is much harder. 2 by 3 becomes1l x 111,
and 234 by 456 becomes CCXXXlll X CCCCXXXXXVL The first calculation may
be possibleto do in your head or on a bit of paper, but the second isincredibly diffi-
cult todo in your head or even on a piece of paper (unlessyou are an expert in using
Roman numerals or you " cheat" and transform it into Arabic numerals). Calculators
do not have Roman numerals so it would beimpossibleto do on acalculator.

Hence, it is much harder to perform the calculations using Roman numerals than alge-
braic numerals— even though the problem is equivalent in both conditions. The reason for
thisisthe two kinds of representation transform the task into onethat is easy and more diffi-
cult, respectively. The kind of tool used also can change the nature of the task to being more

or lesseasy.

3. Annotating and cogpnitive tracing

Another way in which we externalizeour cognitionis by modifying representations
to reflect changesthat are taking place that we wish to mark. For example, people
often cross things off in a to-do list to show that they have been completed. They
may aso reorder objectsin the environment, say by creating different piles as the
nature o the work to be done changes. Thesetwo kindsdf modification are caled
annotating and cognitive tracing:

¢ Annotating involves modifying external representations, such as crossing off
or underliningitems.
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e Cognitivetracing involves externally manipulating itemsinto different orders
or structures.

Annotating is often used when people go shopping. People usually begin their
shopping by planning what they are going to buy. This often involves looking in
their cupboards and fridge to see what needs stocking up. However, many people
are aware that they won’t remember all thisin their heads and so often externalize
it asawritten shopping list. The act of writingmay also remind them of other items
that they need to buy that they may not have noticed when looking through the
cupboards. When they actually go shopping at the store, they may cross off items
on the shopping list asthey are placed in the shopping basket or cart. This provides
them with an annotated externalization, alowing them to see at a glance what
items are still left on the list that need to be bought.

Cognitive tracing is useful in situations where the current state o play isin a
state of flux and the person is trying to optimize their current position. This typi-
cally happens when playinggames, such as.

¢ in acard game, the continued rearrangement of a hand of cardsinto suits, as-
cending order, or same numbers to help determine what cards to keep and
which to play, as the game progresses and tacticschange

¢ in Scrabble, where shuffling around letters in the tray helps a person work
out the best word given the set of letters (Maglioet al., 1999)

It isalso a useful strategy for letting usersknow what they have studied in an online
learning package. An interactive diagram can be used to highlight all the nodes vis
ited, exercisescompleted, and unitsstill to study.

A general cognitive principlefor interaction design based on the external cog-
nition approach isto provide external representations at the interface that reduce
memory load and facilitate computational offloading. Different kinds of informa-
tion visualizationscan be developed that reduce the amount o effort required to
make inferences about a given topic (e.g., financia forecasting, identifying pro-
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Figure 3.13 Information
visualization. Visual In-
sights' site map showing
web page use. Each page
appears asa 3D color rod
and is positioned radialy,
with the position showing
thelocation of the pagein
thesite.

gramming bugs). In so doing, they can extend or amplify cognition, allowing people
to perceive and do activitiesthat they couldn't do otherwise. For example, a num-
ber of information visualizationshave been developed that present masses of data
in aform that makes it possible to make cross comparisons between dimensions at
a glance (see Figure 3.13). GUIs can aso be designed to reduce memory load sg-
nificantly, enabling users to rely more on external representations to guide them
through their interactions.

3.5 Informing design: from theory to practice

Theories, models, and conceptual frameworks provide abstractions for thinking
about phenomena. I n particular, they enable generalizations to be made about cog-
nition across different situations. For example, the concept of mental models pro-
videsameans of explainingwhy and how people interact with interactive products
in the way they do across a range of situations. The information processing model
has been used to predict the usability of arange of different interfaces.

Theory in itspure form, however, can be difficult to digest. The arcane terminol-
ogy and jargon used can be quite off-putting to those not familiar with it. It also re-
quiresmuch time to become familiar with it—something that designers and engineers
cant afford when working to meet deadlines. Researchers have tried to help out by
making theory more accessibleand practical. This hasincluded trandatingit into:

¢ design principlesand concepts
designrules

analytic methods

design and evaluation methods
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A main emphasis has been on transforming theoretical knowledge into tools
that can be used by designers. For example, Card et a's (1983) psychological model
o the human processor, mentioned earlier, was simplified into another model
caled GOMS (an acronym standing for goals, operators, methods, and selection
rules). The four componentsaof the GOMS model describe how a user performsa
computer-based task in terms of goals (e.g., save afile) and the selection of meth-
ods and operationsfrom memory that are needed to achieve them. Thismodel has
also been transformed into the keystroke level method that essentially provides a
formulafor determining the amount o time each of the methods and operations
takes. Oneof the main attractionsof the GOM S approachisthat it alowsquantita-
tive predictionsto be made (see Chapter 14 for more on this).

Another approach has been to produce variouskinds d design principles, such
as the ones we discussed in Chapter 1. More specific ones have also been proposed
for designing multimediaand virtual reality applications (Rogersand Scaife, 1998).
Thomas Green (1990) has aso proposed a framework o cognitive dimensions. His
overarchinggoal isto develop aset of high-level conceptsthat are both valuableand
easy to usefor evaluating the designs of informational artifacts, such assoftware ap-
plications. An example dimension from the framework is *'viscosity,"” which smply
refersto resistance to local change. The andlogy o stirring a spoon in syrup (high
viscosity) versus milk (low viscosity) quickly gives the idea. Having understood the
concept in afamiliar context, Green then shows how the dimension can be further
explored to describethe variousaspects of interactingwith the information structure
o asoftware application. In a nutshell, the concept is used to examine ""how much
extrawork you haveto doif you changeyour mind." Different kindsof viscosty are
described, such as knock-on viscodty, where performing one goal-related action
makes necessary the performance d awholetrain of extraneousactions. The reason
for thisis constraint density: the new structure that resultsfrom performing the first
action violatessome constraint that must be rectified by the second action, whichin
turnleadsto adifferent violation, and so on. An exampleisediting a document using
aword processor without widow control. The action of inserting a sentence at the
beginning of the document meansthat the user must then go through the rest of the
document to check that all the headersand bodiesd text ill lie on the same page.
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The aim of this assignmentis for you to elicit mental models from people. In particular, the
goal is for you to understand the nature of people's knowledge about an interactive product in
terms of how to useit and how it works.

(a) First, dicit your own mental model. Write down how you think a cash machine
(ATM) works. Then answer thefollowing questions (abbreviated from Payne, 1991):
How much money are you allowed to take out?
If you took this out and then went to another machine and tried to withdraw the
same amount, what would happen?
What ison your card?
How istheinformation used?
What happensif you enter the wrong number?
Why are there pauses between the steps of a transaction?
How long are they? What happensif you type ahead during the pauses?
What happensto the card in the machine?
Why doesit stay inside the machine?
Do you count the money? Why?
Next, ask two other people the sameset of questions.

(b) Now analyze your answers. Do you get the same or different explanations? What
do the findings indicate? How accurate are people's mental models of the way
ATMswork? How transparent arethe ATM systems they are talking about?

(c) Next,try tointerpret your findingswith respect to the design of the system. Areany
interface features revealed as being particularly problematic? What design recom-
mendations do these suggest?

(d) Finally, how might you design a better conceptual model that would allow users to
develop a better mental model of ATMs (assuming thisisa desirable goal)?

This exercise is based on an extensive study carried out by Steve Payne on peopl€'s mental
models of ATMs. He found that people do have mental models of ATMs, frequently resorting
to analogies to explain how they work. Moreover, he found that people's explanations were
highly variable and based on ad Aoc reasoning.

This chapter has explained the importance of understanding users, especially their cognitive
aspects. It has described relevant findings and theories about how people carry out their
everyday activities and how to learn from these when designing interactive products. It has
provided illustrations of what happens when you design systems with the user in mind and
what happens when you don't. It has also presented a number of conceptual frameworks
that allow ideas about cognitionto be generalized acrossdifferent situations.

Key points

e Cognition comprises many processes, including thinking, attention, learning, memory,
perception, decision-making, planning, reading, speaking, and listening.
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e Theway aninterface isdesigned can greatly affect how well people can perceive, attend,
learn, and remember how to carry out their tasks.

e Themain benefits of conceptual frameworks and cognitive theoriesare that they can ex-
plain user interaction and predict user performance.

e The conceptual framework of mental models provides a way of conceptualizing the
user's understanding of the system.

e Research findings and theories from cognitive psychology need to be carefully reinter-
preted inthecontext of interaction design to avoid oversimplification and misapplication.

Further reading

MuLLET, K., AND Sano, D. (1995) Designing Visual Inter-
faces. New Jersey: SunSoft Press. Thisis an excellent book
on the do's and don'ts of interactive graphical design. It in-
cludes many concrete examplesthat have followed (or not)
design principles based on cognitiveissues.

CARROLL, J. (1991) (ed.) Designing Interaction. Cambridge:
Cambridge University Press. This edited volume providesa
good collectionof papers on cognitive aspectsof interaction
design.

NormaAN, D. (1988) The Psychology of Everyday Things.
New Y ork: Basic Books.

NormMAN, D. (1993) Things that Make Us Smart. Reading,
MA: Addison-Wedley. These two early books by Don Nor-

man provide many key findingsand observationsabout peo-
ple's behavior and their use of artifacts. They are writtenin
astimulatingand thought-provokingway, using many exam-
ples from everyday life to illustrate conceptual issues. He
also presents a number of psychologica theories, including
external cognition,inan easily digestibleform.

ROGERS, Y., RUTHERFORD, A., AND BiBBY, P. (1992) (eds.)
Models in the Mind. Orlando: Academic Press. Thisvolume
provides a good collection of papers on eliciting, interpret-
ing, and theorizing about mental models in HCI and other
domains.

For more on dyndinking and
www.cogs.susx.ac.uk/ECOi

interactivity see
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Introduction

Imagine going into school or work each day and sitting in a room all by yoursef
with no distractions. At first, it might seem blissful. You'd be able to get on with
your work. But what if you discovered you had no access to email, phones, the In-
ternet and other people? On top o that there is nowhereto get coffee. How long
would you last? Probably not very long. Humans are inherently socid: they live to-
gether, work together, learn together, play together, interact and talk with each
other, and socidize. It seemsonly natural, therefore, to devel opinteractivesystems
that support and extend these different kinds of socidlity.

There are many kinds of sociality and many ways o studyingit. In thischapter
our focus is on how people communicate and collaborate in their working and
everyday lives. We examine how collaborative technologies (also called group-
ware) have been designed to support and extend communication and collabora-
tion. We also look at the social factors that influencethe success or failure of user
adoption of such technologies. Finally, weexaminetherole played by ethnographic
studiesand theoretical frameworksfor informing system design.

105
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Themainaimsdf thischapter are to:

Explain what is meant by communication and collaboration.

Describe the main kinds o social mechanisms that are used by people to
communicate and collaborate.

Outline the range of collaborative systems that have been developed to sup-
port thiskind of social behavior.

Consider how field studies and socially-based theories can inform the design
of collaborative systems.

4.2 Social mechanisms in communication and collaboration

A fundamental aspect of everyday life is talking, during which we pass on knowl-
edge to each other. We continuously update each other about news, changes, and
developments on a given project, activity, person, or event. For example, friends
and families keep each other posted on what's happening at work, school, at the
pub, at the club, next door, in soap operas, and in the news. Similarly, people who
work together keep each other informed about their social lives and everyday hap-
penings—as well aswhat is happening at work, for instance when a project is about
to be completed, plansfor a new project, problems with meeting deadlines, rumors
about closures, and so on.

The kinds of knowledge that are circulated in different socia circles are di-
verse, varying among socia groups and across cultures. The frequency with which
knowledge is disseminated is also highly variable. It can happen continuously
throughout the day, once a day, weekly or infrequently. The means by which com-
munication happens is adso flexible—it can take place via face to face conversa
tions, telephone, videophone, messaging, email, fax, and letters. Non-verba
communication also plays an important role in augmenting face to face conversa-
tion, involving the use of facial expressions, back channeling (the "ahas" and
“amms”), voiceintonation, gesturing, and other kindsaof body language.

All this may appear self-evident, especialy when one reflects on how we inter-
act with one another. Lessobviousisthe range of social mechanismsand practices
that have evolved in society to enable us to be social and maintain social order.
Various rules, procedures, and etiquette have been established whosefunctionisto
let people know how they should behave in social groups. Below we describe three
main categories of social mechanismsand explore how technological systemshave
been and can be designed to facilitate these:

¢ the use of conversational mechanismsto facilitate the flow of talk and help
overcome breakdowns during it

e the use o coordination mechanisms to adlow people to work and interact
together

¢ the use of awareness mechanismsto find out what is happening, what others
are doing and, conversely, to let others know what is happening
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4.2.1 Conversational mechanisms

Talking is something that is effortless and comes naturally to most people. And yet
holding a conversation is a highly skilled collaborative achievement, having many
of the qualitiesdof amusical ensemble. Below we examine what makes up a conver-
sation. We begin by examiningwhat happens at the beginning:

A: Hi there.

B: Hi!

C: Hi.

A: All right?

C. Good. How's it going?

A: Fine, how are you?

C. Good.

B: OK. How's lifetreating you?

Such mutual greetingsare typica. A dialog may then ensuein which the partic-
ipants take turns asking questions, giving replies, and making statements. Then
when one or more o the participants wants to draw the conversation to a close,
they do so by using either implicit or explicit cues. An example of an implicit cueis
when a participant looks at hiswatch, signaling indirectly to the other participants
that he wants the conversation to draw to a close. The other participants may
choose to acknowledgethis cue or carry on and ignore it. Either way, thefirst par-
ticipant may then offer an explicit signal, by saying, "Well, | must be off now. Got
work to do,” or, "Oh dear, look at the time. Must dash. Have to meet someone."
Following the acknowledgment by the other participants of such implicit and ex-
plicit signals, the conversation drawsto a close, with afarewell ritual. The different
participants take turns saying, "' Bye," "'Bye then," " See you," repeating themselves
several times, until they finally separate.

Such conversational mechanismsenabl e people to coordinate their *'talk™ with
one another, alowing them to know how to start and stop. Throughout a conversa-
tion further "turn-taking” rules are followed, enabling people to know when to lis-
ten, whenitistheir cue to speak, and when it istimefor them to stop again to alow
the others to speak. Sacks, Schegloff and Jefferson (1978) —who are famous for
their work on conversation analysis—describe these in terms of three basic rules:

¢ rule 1—the current speaker chooses the next speaker by asking an opinion,
question, or request
¢ rule 2—another person decidesto start speaking
¢ rule 3—the current speaker continues talking
Therulesare assumed to be applied in the above order, so that whenever there
is an opportunity for a change of speaker to occur (e.g., someone comesto the end

of asentence), rule Lis applied. If the listener to whom the question or opinion is
addressed does not accept the offer to take thefloor, the second ruleisapplied and
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someone else taking part in the conversation may take up the opportunity and
offer aview on the matter. If thisdoes not happen then the third rule is applied and
the current speaker continues talking. The rules are cycled through recursively
until someone speaks again.

To facilitate rule following, people use various ways of indicating how long
they are going to talk and on what topic. For example, a speaker might say right at
the beginning of their turn in the conversation that he has three things to say. A
speaker may also explicitly request a change in speaker by saying, " OK, that's dl |
want to say on that matter. So, what do you think?" to alistener. More subtle cues
to let others know that their turn in the conversation is coming to an end include
the lowering or raising of the voice to indicate the end of a question or the use of
phrases like, "You know what | mean?' or simply, " OK?" Back channeling (ub-
huh, mmm), body orientation (e.g., moving away from or closer to someone), gaze
(staring straight at someone or glancing away), and gesture (e.g. raising of arms)
are also used in different combinations when talking, to signal to others when
someone wants to hand over or take up a turn in the conversation.

Another way in which conversations are coordinated and given coherence is
through the use of adjacency pairs (Shegloff and Sacks, 1973). Utterances are as-
sumed to come in pairs in which the first part sets up an expectation of what is to
come next and directs the way in which what does come next is heard. For exam-
ple, A may ask a question to which B responds appropriately:

A So shall we meet at 8:00?
B: Um, can we make it a bit |ater, say 8:30?

Sometimes adjacency pairs get embedded in each other, so it may take some time
for aperson to get areply to their initial request or statement:

A: So shall wemeet at 8:00?

B: Wow, look at him.

A: Yes, what afunny hairdo!

B: Um, can we make it a bit later, say 8:30?

For the most part people are not aware of following conversational mechanisms,
and would be hard pressed to articulate how they can carry on aconversation. Fur-
thermore, people don't necessarily abide by the rules all the time. They may inter-
rupt each other or talk over each other, even when the current speaker has clearly
indicated a desire to hold the floor for the next two minutes to finish an argument.
Alternatively, alistener may not take up a cuefrom aspeaker to answer a question
or take over the conversation, but instead continue to say nothing even though the
speaker may be making it glaringly obvious it is the listener's turn to say some-
thing. Many atime ateacher will try to hand over the conversation to astudent in a
seminar, by staring at her and asking a specific question, only to see the student
look at the floor, and say nothing. The outcome is an embarrassing silence, fol-
lowed by either the teacher or another student picking up the conversation again.
Other kindsof breakdowns in conversation arise when someone sayssomething
that is ambiguous and the other person misinterprets it to mean something else. In
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such situations the participants will collaborate to overcome the misunderstanding
by using repair mechanisms. Consider the following snippet o conversation be-
tween two people;

A: Can you tell me theway to get to the Multiplex Ranger cinema?

B: Yes, you go down herefor two blocks and then take a right (pointing to the
right), go on till you get to thelightsand then it ison the left.

A: Oh, so | go aong herefor a couple of blocksand then take aright and the
cinemais at the lights (pointing ahead of him)?

A: No, you go on this street for a couple of blocks (gesturing more vigoroudy
than beforeto the street to theright of him while emphasizing the word *'this™).

B: Ahhhh! I thought you meant that one: so it's this one (pointing in same di-
rection as the other person).

A: Uh-hum, yesthat's right, thisone.

Detecting breakdowns in conversation requires the speaker and listener to be at-
tending to what the other says (or does not say). Once they have understood the na-
ture of the failure, they can then go about repairing it. As shown in the above
example, when the listener misunderstands what has been communicated, the
speaker repeatswhat she said earlier, using astronger voiceintonation and more ex-
aggerated gestures. This allows the speaker to repair the mistake and be more ex-
plicit to the listener, alowing her to understand and follow better what they are
saying. Listeners may also signal when they don't understand something or want fur-
ther clarificationby using various tokens, like "Huh?", " Quoi?" or "What?" (Sche-
gloff,1982) together with giving a puzzled look (usually frowning). Thisis especialy
the case when the speaker sayssomething that isvague. For example, they might say
"l want it" to their partner, without saying what it is they want. The partner may
reply using atoken or, alternatively, explicitly ask, "What do you mean by it?"

Taking turns also provides opportunitiesfor the listener to initiate repair or re-
quest clarification, or for the speaker to detect that there is a problem and to initi-
ate repair. Thelistener will usually wait for the next turn in the conversation before
interrupting the speaker, to give the speaker the chance to clarify what isbeing said
by completing the utterance (Suchman, 1987).

How do people repair breskdownsin conversationswhen usng the phone or email?

In these settings people cannot see each other and o haveto rey on other meansd repair-
ing their conversations. Furthermore, there are more opportunitiesfor breskdownsto occur
and fewer mechanismsavailablefor repair. WWhen a breskdown occurs over the phone, peo-
ple will often shout louder, repeating what they said severd times, and use stronger intona-
tion. When a breskdown occurs via email, people mey literdly spell out what they meant,
meking things much more explicit in a subsequent email. If the message is beyond repair
they may resort to another mode d communication that dlows grester flexibility d expres-
sion, either telephoning or speaking to the recipient face to face.
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Kinds of conversations

Conversations can take a variety of forms, such as an argument, a discussion, a
heated debate, a chat, a téte-a-téte, or giving someone a "telling off." A well-
known distinction in conversation typesis between formal and informal communi-
cation. Formal communication involves assigning certain roles to people and
prescribing a priori the typesdf turnsthat people are alowed to take in aconversa-
tion. For example, at a board meeting, it is decided who is alowed to speak, who
speaks when, who manages the turn-taking, and what the participants are allowed
totalk about.

In contrast, informal communication is the chat that goes on when people so-
cidize. It aso commonly happens when people bump into each other and talk
briefly. Thiscan occur in corridors, at the coffee machine, when waitingin line, and
walking down the street. Informal conversations include talking about impersonal
thingslike the weather (afavorite) and the price of living, or more personal things,
like how someone is getting on with a new roommate. It also provides an opportu-
nity to passon gossip, such as who is going out to dinner with whom. In office set-
tings, such chance conversations have been found to serve a number of functions,
including coor dinating group work, transmitting knowledge about office culture,
establishing trust, and general team building (Kraut et al, 1990). It is also the case
that people who are in physical proximity, such as those whose offices or desks are
closeto one another, engage much morefrequently in these kindsof informal chats
than those who are in different corridors or buildings. M ost companies and organi-
zations are well aware o thisand often try to design their office space so that peo-
ple who need to work closely together are placed close to one another in the same
physical space.

4.2.2 Designing collaborative technologies to support conversation

Aswe have seen, "talk™ and the way it is managed isintegral to coordinating social
activities. One df the challengesconfronting designersisto consider how the differ-
ent kinds of communication can be facilitated and supported in settings where
there may be obstacles preventing it from happening " naturally.” A central con-
cern has been to develop systems that alow people to communicate with each
other when they are in physically different locations and thus not able to communi-
cate in the usual face to face manner. In particular, a key issue has been to deter-
mine how to dlow people to carry on communicating as if they were in the same
place, even though they are geographically separated — sometimes many thousands
of milesapart.

Email, videoconferencing, videophones, computer conferencing, chatrooms
and messaging are well-known examples of some of the collaborative technologies
that have been developed to enable thisto happen. Other lessfamiliar systemsare
collaborative virtual environments (CVES) and media spaces. CVEs are virtual
worldswhere people meet and chat. These can be 3D graphical worlds where users
explore rooms and other spaces by teleporting themselves around in the guise of
avatars (See Figure 4.1 on Color Plate 5), or text and graphical "spaces” (often
called MUDs and MOOs) where users communicate with each other via some
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form of messaging. Media spaces are distributed systems comprising audio, video,
and computer systems that "extend the world of desks, chairs, walls and ceilings”
(Harrison et d., 1997), enabling people distributed over space and time to commu-
nicate and interact with one another asif they were physically present. The various
collaborative technologies have been designed to support different kinds of
communication, from informal to formal and from one-to-one to many-to-many
conversations. Collectively, such technologies are often referred to as computer-
mediated communication (CMC).

Do you think it is better to develop technologies that will allow people to talk at a dis
tance as if they were face to face, or to develop technologies that will support new ways of
conversing?

Comment On the one hand, it seems a good idea to devel op technol ogies supporting people communi-
cating at a distance that emulate the way they hold conversations in face to face situations.
After al, this means of communicating is so well established and second nature to people.
Phones and videoconferencing have been developed to essentially support face to face con-
versations. It isimportant to note, however, that conversations held in this way are not the
same as when face to face. People have adapted the way they hold conversations to fit in
with the constraints of the respective technologies. Asnoted earlier, they tend to shout more
when misunderstood over the phone. They also tend to speak more loudly when talking on
the phone, since they can't monitor how well the person can hear them at the other end of
the phone. Likewise, people tend to project themselves more when videoconferencing.
Turn-taking appears to be much more explicit, and greetings and farewells more ritualized.

On the other hand, it isinteresting to look at how the new communication technologies
have been extending the way people talk and socialize. For example, SMS text messaging
has provided people with quite different waysof having a conversation at a distance. People
(especially teenagers) have evolved a new form of fragmentary conversation (called “tex-
ting") that they continue over long periods. The conversation comprises short phrases that
are typed in, using the key pad, commenting on what each is doing or thinking, allowing the
other to keep posted on current developments. These kinds of " streamlined" conversations
are coordinated simply by taking turns sending and receiving messages. Online chatting has
aso enabled effectively hundreds and even thousands of people to take part in the same
conversations, whichis not possiblein face to face settings.

The range of systemsthat support computer-mediated communication isquite
diverse. A summary table of the different typesisshown in Table 4.1, highlighting
how they support, extend and differ from face to face communication. A conven-
tionally accepted classificationsystem of CMC isto categorize them in termsdf ei-
ther synchronous or asynchronous communication. We have aso included a third
category: systems that support CMC in combination with other collaborative ac-
tivities, such as meetings, decision-making, learning, and collaborative authoring
of documents. Although some communication technologies are not strictly speak-
ing computer-based (e.g., phones, video-conferencing) we have included these in
the classification of CMC, as most now are display-based and interacted with or
controlled via an interface. (For more detailed overviewsof CMC, see Dix et a.
(Chapter 13,1998) and Baecker et al. (Part 11T and 1V, 1993).



Table 4.1 Classification of computer-mediated communication (CMC) into three types: (1) Synchronous
communication, (ii) Asynchronous communication and (iii) CMC combined with other activity

i. Synchronouscommunication

Where conversationsin real time are supported by |etting people talk with each other either using their voices

or through typing. Both modes seek to support non-verbal communication to varying degrees.

Examples:

e Talking with voice: video phones, video conferencing (desktop or wall), media spaces.

e Talking viatyping: text messaging (typing in messages using cell phones), instant messaging (real-time
interaction viaPCs) chatrooms, collaborative virtual environments (CVES).

New kinds of functionality:

e CVEsalow communication to take place viaacombination of graphical representations of self (in theform
of avatars) with aseparate chatbox or overlaying speech bubbles.

e CVEsallow peopleto represent themselvesas virtual characters, taking on new personas (e.g., opposite
gender), and expressing themselves in ways not possible in face-to-face settings.

* CVEs,MUDs and chatrooms have enabled new formsof conversation mechanisms, such as multi-turn-taking,
where a number of people can contribute and keep track of a multi-streaming text-based conversation.

* |nstant messaging allows usersto multitask by holding numerous conversations at once.

Benefits:

¢ Not having to physically face people may increase shy people's confidence and self-esteem to converse more
in"virtual" public.

|t alowspeopleto keep abreast of the goings-onin an organization without having to move from their office.

¢ |t enables usersto send text and images instantly between people using instant messaging.

¢ |n offices,instant messaging allows usersto fireoff quick questions and answerswithout the timelag of
email or phone-tag.

Problems:

* |Lack of adequate bandwidth has plagued video communication, resulting in poor-quality images that
frequently break up, judder, have shadows, and appear as unnatural images.

¢ |tisdifficultto establish eye contact (normally an integral and subconscious part of face-to-face
conversations) in CVEs, video conferencing, and videophones.

* Having the possibility of hiding behind a persona, a name, or an avatar in a chatroom gives peoplethe
opportunity to behave differently. Sometimes this can result in people becoming aggressive or intrusive.

ii. Asynchronouscommunication

Where communication between participants takes place remotely and at different times. It relies not on time-

dependent turn-taking but on participants initiating communication and responding to others when they want

or areableto do so.

Examples:
e email, bulletin boards, newsgroups, computer conferencing
New kinds offunctionality:

e Attachmentsof different sorts(including annotations, images, music) for email and computer conferencing
can be sent.

e Messages can be archived and accessed using various search facilities.

Benefits:

¢ Ubiquity: Can read any place, any time.

¢ Hexibility: Greater autonomy and control of when and how to respond, so can attend toitin own time
rather than having totake aturn in a conversation at a particular cue.

e Powerful: Can send the same message to many people.

* Makessome thingseasier tosay: Do not haveto interact with person so can be easier to say things than when
face to face (e.g., announcing sudden death of colleague, providing feedback on someone's performance).

(Continued)
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Table 4.1 (Confinued)

Problems:

¢ FHaming: When a user writesincensed angry email expressed in uninhibited language that is much stronger
than normally used when interactingwith the same person face to face. Thisincludesthe use o impolite
statements, exclamation marks, capitalized sentencesor words, swearing, and superlatives. Such " charged”
communicationcan lead to misunderstandingsand bad feelingsamong the recipients.

¢ QOverload: Many peopl e experiencemessage overload, receiving over 30 emails or other messagesa day.
They find it difficult to cope and may overlook an important message whileworkingthrough their ever
increasing pile of email—especially if they have not read it for afew days. Variousinterface mechanisms
have been designed to hel p people manage their email better, includingfiltering, threading, and the use of
signalingtoindicatethelevel of importanced a message (via the sender or recipient), through color coding,
bold font, or exclamation marks placed beside a message.

e Falseexpectations. An assumption has evolved that peoplewill read their messagesseveral timesaday and
reply to them there and then. However, many people have now reverted to treating email morelike postal
mail, replyingwhen they have the time to do so.

iii. CMC combined with other activity

People often talk with each other whilecarrying out other activities. For example, designing requirespeopleto

brainstormtogether in meetings, drawing on whiteboards, making notes, and using existingdesigns. Teaching

involvestalking with students aswell as writing on the board and getting studentsto solve problems
collaboratively. Various meeting- and decision- support systems have been devel opedto help peoplework or
learn whiletalking together.

Examples:

¢ Customized el ectronicmeeting rooms have been built that support peoplein face-to-face meetings, via the
usedf networked workstations, large publicdisplays, and shared software tools, together with various
techniquesto help decision-making.One d the earliest systemswasthe University o Arizonas
GroupSystem (see Figure 4.2).

Whiteboard  Wall mounted projection screen  White board

Facilitator console
and network
file server

projector Workstations

Figure 4.2 Schematicdiagram o a group meeting room, showing rel ationshipd work-
station, whiteboardsand video projector.

(Continued)
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Table 4.1 (Continued)

Figure 4.3 An ACTIVBoard whiteboard developed by
Promethean (U.K. company) that allowschildren to take
control of the front-of-class display. Thisalowsthem to
add comments and typein queries, rather than having to
raise their hands and hope the teacher sees them.

e Networked classrooms: Recently schools and universities have realized the potential of using combinations
of technologies to support learning. For example, wireless communication, portable devices and interactive
whiteboards are being integrated in classroom settingsto alow the teacher and studentsto learn and
communicate with one another in novel interactive ways (see Figure 4.3).

¢ Argumentation toolswhich record the design rationale and other arguments used in a discussion that lead to
decisionsin adesign (e.g. gIBIS, Conklin and Begeman, 1989). These are mainly designed for people
working in the same physical location.

¢ Shared authoring and drawing toolsthat allow peopletowork on the same document at the sametime. This
can be remotely over the web (e.g., shared authoring toolslike Shredit) or on the same drawing surfacein
the same room using multiple mouse cursors (e.g., KidPad, Benford et a., 2000).

New kinds of functionality:

¢ Allows new waysof collaboratively creating and editing documents.

e Supportsnew formsof collaborativelearning.

¢ Integratesdifferent kindsof tools.

Benefits:

e Supportstalking while carrying out other activities at the same time, allowing multi-tasking—which iswhat
happens in face-to-face settings.

Speed and efficiency: allows multiple people to be working an same document at same time.

e Greater awareness. alows usersto see how one another are progressingin real time.

Problems:

e WYSIWIS (what you seeiswhat | see): It can be difficult to see what other people are referring towhen in
remote locations, especialy if the documentislarge and different users have different parts of the document
ontheir screens.

e Floor control: Usersmay want to work on the same piece of text or design, potentially resultinginfile
conflicts. These can be overcome by developing varioussocial and technological floor-control policies.
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One o the earliest technological innovations (besides the telephone and telegraph) devel-
oped for supporting conversations at a distance was the videophone. Despite numerousat-
tempts by the various phone companiesto introduce them over thelast 50 years (see Figure
4.4), they havefailed each time. Why do you think thisis so?

One o the biggest problemswith commercial videophonesis that the bandwidth istoo low,
resulting in poor resolution and dow refresh rate. The net effect is the display of unaccept-
ableimages: the person in the picture appears to move in sudden jerks,; shadows are left be-
hind when a speaker moves, and it is difficult to read lips or establish eye contact. There is
aso the socid acceptability issue of whether people want to look at pocket-sized images of
each other when talking. Sometimes you don't want people to see what state you are in or
whereyou are.

Another innovation has been to develop systems that allow people to com-
municate and interact with each other in ways not possible in the physical world.
Rather than try to imitate or facilitate face to face communication (like the
above systems), designers have tried to develop new kinds of interactions. For ex-
ample, ClearBoard was developed to enable facial expressions of participants to
be made visibleto others by using a transparent board that showed their face to
the others (Ishii et al., 1993). HyperMirror was designed to provide an environ-
ment in which the participants could feel they were in the same virtual place even

Fgure 4.4 (a) One d British Telecom's early videophonesand (b) a recent mobile"visud-
phone™ developed in Japan.
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(@) () ()

Faure 4.7 Hypermirror in action, showing perceptiondf virtual personal space. (a) A
woman isin one room (indicated by arrow on screen), (b) while aman and another woman
in the other room chat to each other. They move apart when they noticethey are " overlap-
ping" her and (c) virtual personal spaceisestablished.

though they were physically in different places (Morikawa and Maesako, 1998).
Mirror reflections of people in different places were synthesized and projected
onto asingle screen, so that they appeared side by side in the same virtual space.
In this way, the participants could see both themselves and others in the same
seamless virtual space. Observations of people using the system showed how
quickly they adapted to perceiving themselves and othersin this way. For exam-
ple, participants quickly became sensitized to the importance of virtual personal
space, moving out of the way if they perceived they were overlapping someone
else on the screen (see Figure 4.7).

4.2.3 Coordination mechanisms

Coordination takes place when a group of people act or interact together to
achieve something. For example, consider what is involved in playing a game of
basketball. Teams have to work out how to play with each other and to plan a set
of tacticsthat they think will outwit the other team. For the game to proceed both
teams need to follow (and sometimes contravene) the rules of the game. An in-
credible amount of coordination is required within a team and between the com-
peting teamsin order to play.

In general, collaborative activities require us to coordinate with each other,
whether playing a team game, moving a piano, navigating a ship, working on a
large software project, taking orders and serving mealsin arestaurant, constructing
a bridge or playing tennis. In particular, we need to figure out how to interact with
one another to progress with our various activities. To help uswe use a number of
coordinating mechanisms. Primarily, theseinclude:

¢ verbal and non-verbal communication
¢ schedules, rules and conventions
¢ shared external representations
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Verbal and non-verbal communication

When people are working closely together they talk to each other, issuing com-
mands and letting others know how they are progressing with their part. For exam-
ple, when two or more people are collaborating together, as in moving a piano,
they shout to each other commands like "Down a bit, left a bit, now straight for-
ward" to coordinate their actions with each other. As in a conversation, nods,
shakes, winks, glances, and hand-raising are al'so used in combination with such co-
ordination “talk” to emphasize and sometimes replaceit.

Informal settings, like meetings, explicit structures such as agendas, memos,
and minutes are employed to coordinate the activity. Meetings are chaired, with
secretaries taking minutes to record what is said and plans of actions agreed
upon. Such minutes are subsequently distributed to members to remind them of
what was agreed in the meeting and for those responsible to act upon what was
agreed.

For time-critical and routinized collaborative activities, especially whereit is
difficult to hear others because of the physical conditions, gestures are fre-
quently used (radio-controlled communication systems may also be used). Vari-
ouskinds o hand signals have evolved, with their own set of standardized syntax
and semantics. For example, the arm and baton movements of a conductor coor-
dinate the different playersin an orchestra, while the arm and baton movements
of aground marshal at an airport signal to a pilot how to bring the plane into its
alocated gate.

How much communication is non-verbal ? Watch a soap opera on the TV and turn down the
volume and look at the kinds and frequency of gestures that are used. Are you able to un-
derstand what is going on? How do radio soaps compensate for not being able to use non-
verbal gestures? How do people compensate when chatting online?

Comment Soaps are good to watch for observing non-verbal behavior asthey tend to be overcharged,
with actors exaggerating their gestures and facial expressionsto convey their emotions. It is
often easy to work out what kind of scene is happening from their posture, body move-
ment, gestures, and facial expressions. In contrast, actors on the radio use their voice alot
more, relying on intonation and surrounding sound effects to help convey emotions. When
chatting online, people use emoticons and other specially evolved verbal codes.

Schedules, rules, and conventions

A common practice in organizations is to use various kinds o schedules to orga-
nize the people who are part of it. For example, consider how a university manages
to coordinate the people within it with its available resources. A core task is allo-
cating the thousands of lectures and seminars that need to be run each week with
the substantially smaller number of rooms available. A schedule has to be devised
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that allowsstudentsto attend the lectures and seminarsfor their given courses, tak-
ing into account numerous rules and constraints. Theseinclude:

e A student cannot attend more than one lecture at a given time.

e A professor cannot give more than onelecture or seminar at a giventime.

¢ A room cannot be allocated to more than one seminar or lecture at a given
time.

Only acertain number of studentscan be placedin aroom, depending on its
size.
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Other coordinating mechanismsthat are employed by groups working together
are rules and conventions. These can be formal or informal. Formal rules, like the
compulsory attendance of seminars, writing monthly reports, and filling in of
timesheets, enabl e organizationsto maintain order and keep track o what its mem-
bers are doing. Conventions, like keeping quiet in alibrary or removing meal trays
after finishingeatingin a cafeteria, are aformaf courtesy to others.

Shared external representations

Shared external representations are commonly used to coordinate people. We
have already mentioned one example, that of shared calendars that appear on
user's monitors as graphical charts, email reminders, and dialog boxes. Other
kinds that are commonly used include forms, checklists, and tables. These are pre-
sented on public noticeboards or as part of other shared spaces. They can also be
attached to documents and folders. They function by providing external informa-
tion of who is working on what, when, where, when a piece of work is supposed to
be finished, and who it goesto next. For example, a shared table of who has com-
pleted the checking of filesfor a design project (see Figure 4.8), provides the nec-
essary information from which other members of the group can at a glance update
their model o the current progress of that project. Importantly, such external rep-
resentations can be readily updated by annotating. If a project is going to take
longer than planned, this can be indicated on a chart or table by extending theline
representing it, allowing othersto see the change when they pass by and glance up
at the whiteboard.

Shared externalizations allow people to make various inferences about the
changesor delayswith respect to their effect on their current activities. Accordingly,

| | |
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Figure 4.8 An externa representationussd to coordinate collaborativework in the form o
aprint-out table showing who has completed the checking d filesand whois down to do
what.
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they may need to reschedule their work and annotate the shared workplan. In so
doing, these kinds of coordination mechanisms are considered to be tangible, pro-
viding important representations of work and responsibility that can be changed
and updated as and when needed.

4.2.4 Designing collaborative technologies to support coordination

Shared calendars, electronic schedulers, project management tools, and workflow
tools that provide interactive forms o scheduling and planning are some o the
main kinds of collaborative technologies that have been developed to support
coordination. A specific mechanism that has been implemented is the use of con-
ventions. For example, a shared workspace system (called POLITeam) that sup-
ported email and document sharing to alow politicians to work together at
different sitesintroduced arange o conventions. Theseincluded how folders and
filesshould be organized in the shared workspace. I nterestingly, when the system
was used in practice, it wasfound that the conventions were often violated (Mark,
et a., 1997). For example, one convention that was set up was that users should
dwaystypein the code of afile when they were usingit. In practice, very few peo-
ple did this, as pointed out by an administrator: "They don't type in the right
code. | must correct them. | must sort the documentsinto the right archive. And
that's annoying™.

The tendency o people not to follow conventions can be due to a number of
reasons. If followingconventionsrequires additional work that is extraneous to the
users ongoing work, they may find it getsin the way. They may also perceive the
convention as an unnecessary burden and "forget” to follow it al the time. Such
"productive laziness" (Rogers, 1993) is quite common. A ssimple analogy to every-
day lifeisforgetting to put the top back on the toothpaste tube: it isa very simple
convention to follow and yet we are al guilty sometimes (or even al the time) of
not doing this. While such actionsmay only take a tiny bit of effort, people often
don't do them because they perceive them as tedious and unnecessary. However,
the consequenced not doing them can cause grief to others.

When designing coordination mechanismsit is important to consider how so-
cidly acceptable they are to people. Failure to do so can result in the users not
using the system in the way intended or smply abandoningit. A key part is getting
the right bal ance between human coordination and system coordination. Too much
system control and the users will rebel. Too little control and the system breaks
down. Consider the example of filelocking, which isaform of concurrency control.
Thisis used by most shared applications(e.g., shared authoring tools, file-sharing
systems) to prevent usersfrom clashing when trying to work on the same part of a
shared document or fileat the same time. With file locking, whenever someoneis
workingon afileor part of it, it becomesinaccessibleto others. Information about
who is usng the file and for how long may be made available to the other users, to
show why they can't work on a particular file. When file-locking mechanisms are
used in thisway, however, they are often considered too rigid as aform o coordi-
nation, primarily because they don't let other users negotiate with the first user
about when they can have accessto the locked file.
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A more flexibleform of coordination is to include a social policy of floor con-
trol. Whenever a user wantsto work on a shared document or file, he must initially
request "the floor.” If no one elseis using the specified section or file at that time,
then heis given the floor. That part of the document or file then becomes locked,
preventing others from having access to it. If other users want access to the file,
they likewise make a request for the floor. The current user isthen notified and can
then let the requester know how long the file will be in use. If not acceptable, the
requester can try to negotiate a timefor accessto thefile. Thiskind of coordination
mechanism, therefore, provides more scope for negotiation between users on how
to collaborate, rather than simply receiving a point-blank " permission denied" re-
sponse from the system when afileis being used by someone el se.
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Why are whiteboardsso useful for coordinating projects? How might electronicwhiteboards
be designed to extend this practice?

Physicd whiteboards are very good as coordinating tools as they display information that is
external and public, making it highly visblefor everyoneto see. Furthermore, the informa
tion can be easily annotated to show up-to-date modificationsto a schedule. Whiteboards
aso have a gravitational force, drawing people to them. They provide a meeting place for
peopleto discussand catch up with latest developments.

Electroni c whiteboards have the added advantagethat important information can be ani-
mated to make it stand out. Important information can aso be displayed on multiple dis-
plays throughout a building and can be extracted from exidting databases and software,
thereby making the project coordinator's work much easier. The boards could also be used
to support on-the-fly meetingsin which individuascould use el ectronic pens to sketch out
ideas-that could then be stored eectronicaly. In such settings they could also be interacted
with via wirdess handheld computers, dlowing information to be "scrgped” of or
"squirted onto the whiteboard.

4.2.5 Awareness mechanisms

Awareness involves knowing who is around, what is happening, and who is talk-
ing with whom (Dourish and Bly, 1992). For example, when we are at a party, we
move around the physical space, observing what is going on and who istalking to
whom, eavesdropping on others' conversations and passing on gossip to others. A
specific kind of awareness is peripheral awareness. Thisrefersto a person's abil-
ity to maintain and constantly update a sense of what is going on in the physical
and social context, through keeping an eye on what is happening in the periphery
of their vision. This might include noting whether people are in a good or bad
mood by the way they aretalking, how fast the drink and food is being consumed,
who has entered or left the room, how long someone has been absent, and
whether the lonely guy in the corner isfinally talking to someone—all while we
are having a conversation with someone else. The combination of direct observa-
tions and peripheral monitoring keeps people informed and updated of what is
happening in the world.

Similar ways of becoming aware and keeping aware take place in other con-
texts, such as a place of study or work. Importantly, this requires fathoming
when is an appropriate time to interact with others to get and pass information
on. Seeing a professor slam the office door signals to students that this is defi-
nitely not a good time to ask for an extension on an assignment deadline. Con-
versely, seeing teachers with beaming faces, chatting openly to other students
suggests they arein a good mood and therefore this would be a good time to ask
them if it would be all right to miss next week's seminar because of an important
family engagement. The knowledge that someone is amenable or not rapidly
spreadsthrough a company, school, or other institution. People are very eager to
pass on both good and bad news to others and will go out of their way to gossip,
loitering in corridors, hanging around at the photocopier and coffee machine
"gspreading the word."
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Figure 4.9 Anexternd representation usad to
sgnd to othersa person's availability.

In addition to monitoring the behaviors of others, people will organize their
work and physica environment to enableit to be successfully monitored by others.
Thisrangesfrom the use of subtle cuesto more blatant ones. An example of asub-
tle cue is when someone leaves their dorm or office door dightly gjar to indicate
that they can be approached. A more blatant one is the complete closing of their
door together with a"do not disturb™ notice prominently on it, signaling to every-
one that under no circumstancesshould they be disturbed (see Figure 4.9).

Overhearing and overseeing

People who work closely together also develop various strategies for coordinating
their work, based on an up-to-date awareness of what the others are doing. Thisis
especidly so for interdependent tasks, where the outcome of one person's activity
is needed for others to be able to carry out their tasks. For example, when putting
on a show, the performers will constantly monitor what one another is doing in
order to coordinate their performance efficiently.

The metaphorical expression " closely-knit teams™ exemplifies this way of col-
laborating. People become highly skilled in reading and tracking what others are
doing and the information they are attending to. A well-known study of this phe-
nomenon isdescribed by Christian Heath and Paul Luff (1992), who looked at how
two controllers worked together in a control room in the London Underground.
An overriding observation was that the actions of one controller were tied very
closely to what the other was doing. One of the controllers was responsiblefor the
movement o trains on the line (controller A), while the other was responsible for
providing information to passengers about the current service (controller B). In
many instances, it was found that controller B overheard what controller A was
doing and saying, and acted accordingly —even though controller A had not said
anything explicitly to him. For example, on overhearing controller A discussing a
problem with a train driver over the in-cab intercom system, controller B inferred
from the ensuing conversation that there was going to be adisruption to the service
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and so started announcing this to the passengerson the platform before controller
A had even finished talking with the train driver. At other times, the two con-
trollers keep alookout for each other, monitoring the environment for actions and
eventswhich they might have not noticed but may be important for them to know
about so that they can act appropriately.

What do you think happens when one person of a closely knit team does not see or hear
something or misunderstands what has been said, while the othersin the group assume they
have seen, heard, or understood what has been said?

In such circumstances, the person islikely to carry on as normal. In some cases this will re-
sult in inappropriate behavior. Repair mechanisms will then need to be set in motion. The
knowledgeabl e participants may notice that the other person has not acted in the manner
expected. They may then use one of a number of subtle repair mechanisms, say coughing
or glancing at something that needs attending to. If this doesn't work, they may then re-
sort to explicitly stating aloud what had previously been signaled implicitly. Conversely,
the unaware participant may wonder why the event hasn't happened and, likewise, ook
over at the other people, cough to get their attention or explicitly ask them a question.
The kind of repair mechanism employed at a given moment will depend on a number of
factors, including the relationship among the participants (e.g., whether one is more se-
nior than the others— this determines who can ask what), perceived fault or responsibility
for the breakdown and the severity of the outcome of not acting there and then on the
new information.

4.2.6 Designing collaborative technologies to support awareness

The various observations about awareness have led system developers to con-
sider how best to provide awarenessinformation for people who need to work to-
gether but who are not in the same physical space. Various technologies have
been employed along with the design of specific applications to convey informa-
tion about what people are doing and the progress  their ongoing work. As
mentioned previoudly, audio-video links have been developed to enable remote
colleagues to keep in touch with one another. Some of these systems have also
been developed to provide awareness information about remote partners, allow-
ing them to find out what one another is doing. One o the earliest systems was
Portholes, developed at Xerox PARC research labs (Dourish and Bly, 1992). The
system presented regularly-updated digitized video images of people in their of-
ficesfrom a number of different locations(in the US and UK). These were shown
in a matrix display on people's workstations. Clicking on one o the images had
the effect o bringing up adialog box providingfurther information about that in-
dividual (e.g., name, phone number) together with a set of lightweight action but-
tons (e.g., email the person, listen to a pre-recorded audio snippet). The system
provided changing images of people throughout the day and night in their offices,
letting others see at a glance whether they were in their offices, what they were
working on, and who was around (see Figure 4.10). Informal evaluation o the
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Figure 4.10 A screen dump of Portholes, showing low resolution monochrome imagesfrom
officesin the USand UK PARC sites. (Permission from Xerox Research Centre, Europe)

set-up suggested that having access to such information led to a shared sense of
community.

The emphasis in the design of these early awareness systems was largely on
supporting periphera monitoring, alowing people to see each other and their
progress. Dourish and Bellotti (1992) refer to this as shared feedback. More recent
distributed awareness systems provide a different kind of awareness information.
Rather than place the onus on participants to find out about each other, they have
been designed to alow users to notify each other about specific kinds of events.
Thus, there isless emphasis on monitoring and being monitored and more on ex-
plicitly letting others know about things. Notification mechanismsare also used to
provide information about the status of shared objects and the progress o collabo-
rative tasks.

Hence, there has been a shift towards supporting a collective " stream of con-
sciousness” that people can attend to when they want to, and likewise provide in-
formation for when they want to. An example of a distributed awarenesssystemis
Elvin, developed at the University of Queensland (Segall and Arnold, 1997), which
providesarange d client services. A highly successful client is Tickertape, which is
a lightweight instant messaging system, showing small color-coded messages that
scroll from right to left across the screen (Fitzpatrick et al., 1999). It has been most
useful as a " chat" and local organizing tool, alowing people in different locations
to effortlessly send brief messagesand requests to the public tickertape display (see
Figure 4.11). It has been used for arange of functions, including organizing shared
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hat simon >> OK I've put in sections on implementation and on Tim’s w
hat simon >> Do you want to merge now or perhaps just trade copies
hat ger >> do you want to wait until you finish editing Tim’s stuff?

hat simon >> OK. I'm a bit less sure of the edit’s to tim’s stuff but I'm
hat simon >> yes but the difference is that when youre done youre don

hat simon >> ok I've shrunk my word window now so can see messag

hat phelps >> Hi Simon, Ger’s stepped out for a second...

hat simon >> tell Ger about the connect.com network management ap

hat phelps >> | don’t know an ghin wabout it. You'il have to tell her.

hat simen >> They (connect.com) did. When anything happens in their
0K ... sounds interesfing

Figure 4.11 TheTickertgpe and Tickerchat interfacefor ELVIN awarenessservice.

events(e.g. lunch dates), making announcements, and as an "'aways-on" communi-
cation tool for people working together on projects but who are not physicaly co-
located. It is also often used as a means d mediating help between people. For
example, when | was visiting the University of Queensland, | asked for help over
Tickertape. Within minutes, | wasinundated with repliesfrom people logged onto
the system who did not even know me. At the time, | was having problemsworking
out the key mappingsbetween the PC that | wasusingin Australiaand a Unix edi-
tor | couldn't find away of quitting from on a remote machinein the UK. The sug-
gestions that appeared on Tickertape quickly led to a discusson among the
participants, and within five minutes someone had come over to my desk and
sorted the problem out for mel

In addition to presenting awarenessinformation as streaming text messages,
more abstract forms of representation have been used. For example, acommunica
tion tool called Babble, developed at IBM (Erickson et al., 1999), provides a dy-
namic visualization of the participants in an ongoing chat-like conversation. A
large 2D circle is depicted with colored marbles on each user's monitor. Marbles
inside the circle convey those individuals active in the current conversation. Mar-
bles outside the circle convey usersinvolved in other conversations. The more ac-
tive a participant is in the conversation, the more the corresponding marble is
moved towards the center of the circle. Conversely, the less engaged a personisin
the ongoing conversation, the more the marble movestowards the periphery of the
circle (seeFigure 4.12).

Figure 4.12 TheBabble interface, with
dynamicvisudization d participantsin
ongoing conversaion.
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4.3 Ethnographic studies of collaboration
and communication

One of the main approaches to informing the design of collaborative technolo-
giesthat takesinto account social concernsis carrying out an ethnographic study
(atyped field study). Observations of the setting, be it home, work, school, pub-
lic place, or other setting, are made, examining the current work and other col-
laborative practices people engage in. The way existing technologies and
everyday artifacts are used is also analyzed. The outcome of such studies can be
very illuminating, revealing how people currently manage in their work and
everyday environments. They also provide a basis from which to consider how
such existing settings might be improved or enhanced through the introduction
of new technologies, and can aso expose problematic assumptions about how
collaborative technologies will or should be used in a setting (for more on how to
use ethnography to inform design, see Chapter 9; how to do ethnography is cov-
ered in Chapter 12).

Many studies have analyzed in detail how people carry out their work in differ-
ent settings (Plowman et al., 1995). The findingsof these studies are used both to
inform the design of a specific system, intended for a particular workplace, and
more generally, to provideinput into the design of new technologies. They can also
highlight problems with existing system design methods. For example, an early
study by Lucy Suchman (1983) looked at the way existing officetechnol ogieswere
being designed in relation to how people actually worked. She observed what really
happened in a number of officesand found that there was a big mismatch between
the way work was actually accomplished and the way people were supposed to
work using the office technology provided. She argued that designers would be
much better positioned to develop systems that could match the way people be-
have and use technology, if they began by considering the actual details of work
practice.

In her later, much-citedstudy of how pairs of usersinteracted with an interac-
tive help system—intended as a facility for using with a photocopier — Suchman
(1987) again stressed the point that the design of interactive systemswould greatly
benefit from analysesthat focused on the unique details of the user's particular sit-
uation— rather than being based on preconceived models of how people ought to
(and will) follow instructions and procedures. Her detailed analysis of how the
help system was unable to help users in many situations, highlighted the inade-
quacy o basing the design of an interactive system purely on an abstract user
model.

Since Suchman's semina work, a large number of ethnographic studies have
examined how work gets donein arange of companies (e.g., fashion, design, multi-
media, newspapers) and local government. Other settings have also recently come
under scrutiny to see how technologies are used and what people do at home, in
public places, in schools, and even cyberspace. Here, the objective has been to un-
derstand better the social aspects of each setting and then to come up with implica
tionsfor the design of future technologiesthat will support and extend these. For
more on the way user studies can inform future technologies, see the interview at
the end of thischapter with Abigail Sellen.
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44 Conceptual frameworks

A number of conceptual frameworks of the " socid™ have been adapted from other
disciplines, like sociology and anthropology. As with the conceptual frameworks
derived from cognitive approaches, the aim has been to provide anaytic frame-
works and concepts that are more amenable to design concerns. Below, we briefly
describe two well known approaches, that have quite distinct origins and ways of
informing interaction design. These are:

* Language/action framework
e Distributed cognition

The first describes how a model of the way people communicate was used to in-
form the design of a collaborative technology. The second describes a theory that
is used primarily to analyze how people carry out their work, using a variety of
technologies.

44.1 The language/action framework

The basic premise of the language/action framework is that people act through lan-
guage (Winograd and Flores, 1986). It was developed to inform the design of sys
tems to help people work more effectively through improving the way they
communicate with one another. It is based on various theories of how people use
languagein their everyday activities, most notably speech act theory.

Speech act theory is concerned with the functions utterances have in conversa-
tions (Austin, 1962; Searle, 1969). A common functionisarequest that isasked indi-
rectly (known as an indirect speech act). For example, when someone says, " It's hot
in here" they may really be asking if it would be OK to open the window because
they need some fresh air. Speech acts range from formalized statements (e.g., |
hereby declare you man and wife) to everyday utterances (e.g., how about dinner?).

There arefive categories of speech acts:

¢ Assertives—commit the speaker to something being the case

¢ Commissives--committhe speaker to some future action

¢ Declarations— pronouncesomething has happened

¢ Directives—get the listener to do something

e Expressives-expressastateof affairs,such asapologizingor praisingsomeone

Each utterance can vary in itsforce. For example, a command to do something has
quite adifferent force from a polite comment about the state of affairs.

The language/action approach was developed further into aframework called
conversations for action (CfA). Essentially, this framework describes the se-
quence of actions that can follow from a speaker making a request of someone
else. It depicts a conversation asakind of "'dance" (see Figure 4.13) involvinga se-
ries of steps that are seen as following the various speech acts. Different dance
steps ensue depending on the speech acts followed. The most straightforward kind
of dance involvesprogressing from state 1 through to state 5 of the conversation,
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A: Declare

B: Assert

B: Promise

A: Accept
B: Counter

B: Renege

B: Reject
A:Withdraw | A. counter

A: Withdraw
A: Reject A: Withdraw /

7/
B: Withdraw

Figure 4.13 Conversationfor action (CfA) diagram (from Winograd and FHores, 1986, p. 65).

in alinear order. For example, A (state 1) may request B to do homework (state
2), B may promiseto do it after she haswatched a TV program (state 3), B may
then report back to A that the homework is done (state 4) and A, having looked
at it, declaresthat thisisthe case (state 5). In reality, conversation dances tend to
be more complex. For example, A may look at the homework and see that it is
very shoddy and request that B complete it properly. The conversation is thus
moved back a step. B may promise to do the homework but may in fact not do it
at al, thereby canceling their promise (state 7), or A may say that B doesn't need
todoit any more (state 9). B may also suggest an alternative, like cooking dinner
(moving to state 6).

The CfA framework was used as the basis of a conceptual model for a com-
mercia software product called the Coordinator. The goa wasto develop asystem
to facilitatecommunication in a variety of work settings, like sal es, finance, general
management, and planning. The Coordinator was designed to enable electronic
messages to be sent between peoplein theform of explicit speech acts. When send-
ing someone a request, say "'Could you get the report to me", the sender was al'so
required to select the menu option "request.” Thiswas placed in the subject header
of the message, thereby explicitly specifying the nature o the speech act. Other
speech-act options included offer, promise, inform, and question (see Figure 4.14).
The system aso asked the user to fill in the dates by which the request should be
completed. Another user receiving such a message had the option of responding
with another label ed speech act. These included:

¢ acknowledge
e promise
counter-offer
decline
freeform
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Table A:  Menu items for initiating a new conversation.

Request Sender wants receiver to do something.

Offer Sender offers to do something, pending acceptance.
Promise Sender promises to do something (requestis implicit).
What if Opens a joint exploration of a space of possibilities.
Inform Sender provides information.

Question A request for information.

Note A simple exchange of messages (asin ordinary E-mail).

Figure 414 Menuitemsfor initiating aconversation.

Thus, the Coordinator was designed to provide a straightforward conversa-
tional structure, allowing users to make clear the status o their work and, like-
wise, to be clear about the statusof others' work in termsd various commitments.
To reiterate, a core rationale for developing this system was to try to improve
people's ability to communicate more effectively. Earlier research had shown
how communication could be improved if participants were able to distinguish
among the kinds of commitments people make in conversation and also the time
scalesfor achieving them. These findings suggested to Winograd and Flores that
they might achieve their goal by designing a communication system that enabled
users to develop a better awareness of the value of using "speech acts.” Users
would do this by being explicit about their intentions in their email messages to
one another.

Normally, the application of atheory backed up with empirical research is re-
garded as afairly innocuous and systematic way of informing system design. How-
ever, in thisinstance it opened up a very large can of worms. Much of the research
community at the time was incensed by the assumptions made by Winograd and
Flores in applying speech act theory to the design of the Coordinator System.
Many heated debates ensued, often politically charged. A major concern was the
extent to which the system prescribed how people should communicate. It was
pointed out that asking usersto specify explicitly the nature of their implicit speech
acts was contrary to what they normally do in conversations. Forcing people to
communicate in such an artificial way was regarded as highly undesirable. While
some people may be very blatant about what they want doing, when they want it
done by, and what they are prepared to do, most people tend to use more subtle
and indirect forms of communication to advance their collaborations with others.
The problem that Winograd and Flores came up against was peopl€'s resistance to
radically change their way of communicating.

Indeed, many of the people who tried using the Coordinator System in their
work organizations either abandoned it or resorted to using only the free-form
message facility, which had no explicit demands associated with it. In these con-



4.4 Conceptual frameworks 133

texts, the system failed because it was asking too much of the users to change the
way they communicated and worked. However, it should be noted that the Coordi-
nator was successful in other kinds of organizations, namely those that are highly
structured and need a highly structured system to support them. In particular, the
most successful use of the Coordinator and its successors has been in organizations,
like large manufacturing divisions of companies, where there is a great need for
considerable management of orders and where previous support has been mainly
in the form of a hodgepodge of paper forms and inflexible task-specific data pro-
cessing applications (Winograd, 1994).

4.4.2 Distributed cognition

In the previous chapter we described how traditional approaches to modeling cog-
nition have focussed on what goes on inside one person’'s head. We also mentioned
that there has been considerable dissatisfaction with this approach, as it ignores
how people interact with one another and their use of artifacts and external repre-
sentations in their everyday and working activities. To redress this situation, Ed
Hutchins and hiscolleagues devel oped the distributed cognition approach as a new
paradigm for conceptualizing human work activities(e.g., Hutchins, 1995) (see Fig-
ure4.15).

The)distri buted cognition approach describes what happens in a cognitive sys-
tem. Typically, thisinvolvesexplaining the interactions among people, the artifacts
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Figure 4.15 Compaisond traditional and distributed cognition approaches.
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Air traffic controller
(ATC)

)

Air traffic
control center

Propagation of representational states:

1 ATC gives clearancetopilot tofly to higher altitude (verbal)
2 Pilot changesaltitudemeter (mental and physical)

3 Captain observespilot (visual)

4 Captain flies to higher altitude (mental and physical)

Figure 4.16 A cognitivesystemin which informationis propagated through different media

they use, and the environment they are workingin. An example d a cognitive sys-
temisan airline cockpit, where atop-level goal isto fly the plane. Thisinvolves:

¢ the pilot, co-pilot and air traffic controller interacting with one another
¢ the pilot and co-pilot interacting with the instrumentsin the cockpit

¢ the pilot and co-pilot interacting with the environment in which the plane is
flying (e.g., Sky, runway).

A primary objective d the distributed cognition approach is to describe these
interactions in termsof how information is propagated through different media. By
thisis meant how information is represented and re-represented asit moves across
individuals and through the array of artifacts that are used (e.g., maps, instrument
readings, scribbles, spoken word) during activities. These transformations of infor-
mation are referred to as changesin representational state.

Thisway o describing and analyzing a cognitive activity contrasts with other
cognitiveapproaches (e.g., the information processingmode!) in that it focuses not
on what is happening inside the heads o each individual but on what is happening
acrossindividualsand artifacts. For example, in the cognitivesystem of the cockpit,
a number of people and artifacts are involved in the activity of "flying to a higher
dtitude.” The air trafficcontroller initially tells the co-pilot when it issafe tofly to
a higher altitude. The co-pilot then alerts the pilot, who isflying the plane, by mov-
ing aknob on theinstrument panel in front of them, indicating that it is now safeto
fly (see Figure 4.16). Hence, the information concerning this activity is transformed
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through different media (over the radio, through the co-pilot, and via a changein
the position of an instrument).
A distributed cognition analysistypically involves examining:

e the distributed problem solving that takes place (including the way people
work together to solve a problem)

¢ the role o verbal and non-verbal behavior (including what is said, what is
implied by glances, winks, etc., and what is not said)

e the variouscoordinating mechanismsthat are used (e.g., rules, procedures)

¢ the various communicative pathwaysthat take place as a collaborativeactiv-
ity progresses
¢ how knowledgeis shared and accessed

In addition, an important part of a distributed cognition analysisisto identify
the problems, breakdowns, and concomitant problem-solving processes that
emerge to deal with them. The analysis can be used to predict what would happen
to the way information is propagated through a cognitive system, using a different
arrangement of technologiesand artifactsand what the consequencesd thiswould
befor the current work setting. Thisisespecialy useful when designing and evalu-
ating new collaborativetechnol ogies.
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DaNIT THINK THATS

There are several other wdl known conceptual frameworksthat are used to
analyze how people collaborate and communicate, including activity theory, eth-
nomethodology,situated action and common ground theory.

Theaim of this design activityis for you to analyze the design of a collaborative virtual envi-
ronment (CVE} with respect to how it isdesignedto support collaboration and communication.

Visit an existing CVE (many are freely downloadable) such asV-Chat (vchat.microsoft.
com), one of the many Worlds Away environments (www.worlds.net), or the Paace
{(www.communities.com). Try to work out how they have been designed to takeinto account
the following:

(@)

(b)

(©

General social issues

What isthe purpose of the CVE?

What kinds of conversation mechanisms are supported?

What kinds of coordination mechanisms are provided?

What kinds of socia protocolsand conventions are used?

What kinds of awarenessinformation is provided?

Doesthe mode of communication and interaction seem natural or awkward?

Specificinteraction design issues
What form of interaction and communication issupported (e.g., textlaudiolvideo)?

What other visualizations are included? What information do they convey?

How do users switch between different modes of interaction (e.g., exploring and
chatting)? Is the switch seaml ess?

Arethere any social phenomena that occur specific to the context of the CVE that
wouldn't happen in face to face settings (e.g., flaming)?

Design issues

What other features might you include in the CVE to improve communication
and collaboration?
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In thischapter we have looked at some core aspects of sociaity, namely communication and
collaboration. We examined the main social mechanisms that people usein different settings
in order to collaborate. A number of collaborative technologies have been designed to sup-
port and extend these mechanisms. We looked at representative examples of these, high-
lighting core interaction design concerns. A particular concern is social acceptability that is
critical for the success or failure of technologies intended to be used by groups of people
working or communicating together. We also discussed how ethnographic studies and theo-
retical frameworks can play a valuable role when designing new technologies for work and

other settings.

Key points

e Social aspects are the actions and interactions that people engage in at home, work,

school, and in public.

e Thethree main kinds of social mechanism used to coordinate and facilitate social aspects
are conversation, coordination, and awareness.

e Talk and theway it ismanaged isintegral to coordinating socia activities.

e Many kinds of computer-mediated communication systems have been developed to en-
able peopleto communicate with one another when in physicaly different locations.

o External representations, rules, conventions, verbal and non-verbal communication are
al used to coordinate activities among people.

e Itisimportant to takeinto account the social protocols people usein face to face collabo-
ration when designing collaborative technol ogies.

o Keeping aware of what others are doing and letting others know what you are doing are
important aspectsof collaborative working and socializing.

o Ethnographic studies and conceptual frameworks play an important role in understand-
ing thesocial issuesto betaken into account in designing collaborative systems.
e Getting theright level of control between users and system iscritical when designing col-

laborative systems.
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with Abigail Sellen

Abigail Sellen is a senior re-
searcher at Hewlett Packard
Labs in Bristol, UK. Her
work involves carrying out
user studies to inform the
development of future prod-
ucts, including appliances
and web-based services.
She has a backgroundin
coanitive science and
human factors engineering,
having obtained her doctor-
ate at the University of Cali-
: fornia, San Diego. Prior to

this Abiaail worked at
Xerox Research Labs in Cambridge, UK, and Apple Computer
Inc. She has also worked as an academic researcher at the
Computer Systems Research Institute at the University of
Toronto, Canada and the Applied Psychology Unit in Cam-
bridge, UK. She has written widely on the social and cognitive
aspects of paper use, video conferencing, input devices,
human memory, and human error, ail with an eye to the de-
sign of new technologies.

YR: Could you tell me what you do at Hewlett
Packard Resear ch Labs?

AS Sure, I've been at HP Labs for a number of
yearsnow as amember of its User Studies and Design
Group. Thisis a smallish group consisting of five so-
cial scientists and three designers. Our work can best
be described as doing three things: we do projegts that
are group-led around particular themes, likg for ex-
ample, how people use digital music or how people
capture documents using scanning technology. We do
consulting work for development teams at HP, and
thirdly, we do alittle bit of our own individual work,
like writing papers and books, and giving talks.

YR: Right. Could you tell me about user studies,
what they are and why you consider them important?

AS:. OK. User studies essentialy involve looking at
how people behave either in their natural habitats or
in thelaboratory, both with old technologies and with
new ones. | think there are many different questions
that these kinds of studies can help you answer. Let
me name a few. One question is: who is going to be
the potential user for a particular device or service
that you are thinking of developing? A second ques-
tion—which | think is key—is, what is the potential

value of a particular product for a user? Once we
know this, we can then ask, for a particular situation
or task, what features do we want to deliver and how
best should we deliver those features? This includes,
for example, what would the interface look like? Fi-
naly, I think user studiesareimportant to understand
how users' lives may change and how they will be af-
fected by introducing a new technology. This has to
take into account the social, physical, and technologi-
cal context into whichit will beintroduced.

YR: So it sounds like you have a set of general
guestions you have in mind when you do a user
study. Could you now describe how you would do a
user study and what kinds of things you would be
looking for?

AS Widll, | think there are two different classes of
user studies and both are quite different in the ways
you go about them. There are evaluation studies,
where we take a concept, a prototype or even a devel-
oped technology and look at how it is used and then
try to modify or improve it based on what we find.
Thesecond classdf user studiesis more about discov-
ering what people's unmet needs may be. This means
trying to develop new concepts and ideas for things
that people may never have thought of before. Thisis
difficult because you can't necessarily just ask people
what they would like or what they would use. Instead,
you have to make inferences from studying people in
different situations and try to understand from this
what they might need or value.

YR: Inthe book we mention the importance of tak-
ing into account social aspects, such as awar eness of
others, how people communicate with each other and
so on. Do you think these issuesare important when
you aredoingthese two kindsof user studies?

AS. Wéll, yes, and in particular | think social aspects
realy are playing to that second class of user study |
mentioned where you are trying to discover what
people's unmet needs or requirements may be. Here
you are trying to get rich descriptions about what
people do in the context of their everyday lives—
whether thisisin their working lives, their home lives,
or liveson the move. I'd say getting the socia aspects
understood is often very important in trying to under-
stand what value new products and services might




bring to people's day-to-day activities, and also how
they would fit into those existing activities.

YR: And what about cognitive aspects, such as how
people carry out their tasks, what they remember,
what they are bad at remembering? I's that also im-
portant to look into when you are doing these kinds
of studies?

AS. Yes, if you think about evaluation studies, then
cognitive aspects are extremely important. Looking at
cognitive aspects can help you understand the nature
of the user interaction, in particular what processes
are going on in their heads. Thisincludes issues like
learning how users perceive a device and how they
form a mental model of how something works. Cogni-
tive issues are especially important to consider when
we want to contrast one device with another or think
about new and better waysin which we might design
an interface.

YR: | wonder if you could describeto me briefly one
of your recent studieswhere you have looked at cog-
nitiveand social aspects.

AS. How about a recent study we did to do with
building devicesfor reading digital documents? When
wefirst set out on this study, before we could begin to
think about how to build such devices, we had to
begin by asking, "What do we mean by reading?" It
turned out there was not alot written about the dif-
ferent ways people read in their day-to-day lives. So
the first thing we did was a very broad study looking
at how people read in work situations. The technique
we used here was a combination of asking people to
fill out adiary about their reading activities during the
course of a day and interviewing them at the end of
each day. Theinterviews were based around what was
written in the diaries, which turned out to be a good
way of unpacking moredetails about what people had
been doing.

That initial study allowed usto categorize al the
different ways people were reading. What we found
out isthat actually you can't talk about reading in a
generic sense but that it fallsinto at least 10 different
categories. For example, sometimes people skim
read, sometimes they read for the purpose of writing
something, and sometimes they read very reflectively
and deeply, marking up their documents as they go.
What quickly emerged from thisfirst study wasthat if
you're designing a device for reading it might look
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very different depending on the kind of reading the
users are doing. So, for example, if they're reading by
themselves, the screen size and viewing angle may not
be as important as if they're reading with others. If
they're skim reading, the ability to quickly flick
through pages is important. And if they're reading
and writing, then this points to the need for a pen-
based interface. All of these issues become important
design considerations.

This study then led to the development of some
design concepts and ideas for new kinds of reading
devices. At this stage we involved designers to de-
velop different " props” to get feedback and reactions
from potential users. A prop could be anything from
a quick sketch to an animation to a styrofoam 3D
mockup. Once you have this initial design work, you
can then begin to develop working prototypes and
test them with redlistic tasks in both laboratory and
natural settings. Some of this work we have already
completed, but the project has had an impact on sev-
eral different research and development efforts.

YR: Would you say that user studiesare goingto be-
comean increasinglyimportant part of theinteraction
design process, especially as new technologies like
ubiquitous computing and handheld devices come
into being—and where no one really knows what ap-
plicationsto develop?

AS: Yes. | think the main contribution of user stud-
ies, say, 15 yearsagowasin thearead evaluation and
usability testing. | think that role is changing now in
that user studies researchers are not only those who
evaluate devices and interfaces but a so those who de-
velop new concepts. Also, another important devel-
opment is a change in the way the research is carried
out. More and more | am finding that teamsare draw-
ing together peoplefrom other disciplines, such asso-
ciologists, marketing people, designers, and people
from business and technology development.

YR: Sothey are essentially working as a multidisci-
plinary team. Finally, what is it like to work in a
large organization like HP, with so many different
departments?

AS One thing about working for a large organiza-
tion is that you get a lot of variety in what you can
do. You can pick and chooseto some extent and, de-
pending on the organization, don't haveto betied to
a particular product. If, on the other hand, you work
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for a smaller organization such as a start-up com-
pany, inevitably there islots of pressure to get things
out the door quickly. Things are often very focused.
Whether large or small, however, | think one of the
hardest things | have found in working for corporate
research is learning to work with the development

teams. They put huge pressures on you because they
have huge pressures on them. You really have to
work at effectively incorporating user studies find-
ings into the development process. This can be in-
credibly challenging, but it's also satisfying to have
an impact on real products.
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Understanding how interfaces
affect users

5.1 Introduction
5.2 What are affective aspects?
5.3 Expressive interfaces
5.4 User frustration
5.5 A debate: the application of anthropomorphism to interaction design
5.6 Virtual characters: agents
5.6.1 Kinds of agents
5.6.2 General design concerns: believability of virtual characters

Introduction

An overarching goal of interaction design is to develop interactive systems that
elicit positive responsesfrom users, such asfeeling at ease, being comfortable, and
enjoying the experienced using them. More recently, designers have become in-
terested in how to design interactive productsthat elicit specifickinds of emotional
responsesin users, motivating them to learn, play, be creative, and be socia. There
is also a growing concern with how to design websites that people can trust, that
make them fed comfortable about divulging personal information or making a
purchase.

We refer to this newly emerging area of interaction design as affective aspects.
In this chapter we look at how and why the design of computer systems cause cer-
tain kinds of emotional responsesin users. We begin by lookingin general at ex-
pressive interfaces, examining the role of an interface's appearance on users and
how it affects usability. We then examine how computer systemselicit negative re-
Sponses, e.g., user frustration. Following this, we present a debate on the controver-
sid topic of anthropomorphism and its implications for designing applicationsto
have human-like qualities. Finaly, we examine the range of virtual characters de-
signed to motivate people to learn, buy, listen, etc., and consider how useful and
appropriate they are.

141
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The main aimsof thischapter are to:

¢ Explain what expressive interfaces are and the affects they can have on
people.
¢ Outlinethe problems of user frustration and how to reduce them.

* Debate the pros and cons of applying anthropomorphism in interaction
design.
¢ Assessthe believability of different kinds of agentsand virtual characters.

¢ Enable you to critique the persuasive impact of e-commerce agents on
customers.

5.2 What are affective aspects?

In general, the term " affective’ refers to producing an emotional response. For ex-
ample, when people are happy they smile. Affective behavior can aso cause an
emotional response in others. So, for example, when someone smiles it can cause
others to feel good and smile back. Emotional skills, especialy the ability to ex-
press and recognize emotions, are central to human communication. Most of usare
highly skilled at detecting when someone is angry, happy, sad, or bored by recog-
nizingtheir facial expressions, way o speaking, and other body signals. We are also
very good at knowing what emotions to expressin given situations. For example,
when someone has just heard they have failed an exam we know it is not a good
time to smile and be happy. I nstead we try to empathize.

It has been suggested that computers be designed to recognize and express
emotions in the same way humans do (Picard, 1998). The term coined for this ap-
proach is" affective computing”. A long-standing area of research in artificial intel-
ligence and artificial life has been to create intelligent robots and other
computer-based systems that behave like humans and other creatures. One well-
known project is MIT’s COG, in which a number of researchers are attempting to
build an artificia two-year-old. One of the offspringsof COG is Kismet (Breazeal,
1999), which has been designed to engage in meaningful social interactions with hu-
mans (see Figure 5.1). Our concern in thischapter takes a different approach: how
can interactive systems be designed (both deliberately and inadvertently) to make
people respond in certain ways?

Figure 5.1 Kismet the robot expressing surprise, anger, and happiness.
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5.3 Expressiveinterfaces

A well-known approach to designing affective interfaces is to use expressiveicons
and other graphical elements to convey emotional states. These are typically used
toindicate the current state of a computer. For example, a hallmark of the Apple
computer istheicon of asmiling Mac that appears on the screen when the machine
isfirst started (see Figure 5.2(a)). The smiling icon conveys a sense of friendliness,
invitingthe user tofeel at ease and even smile back. The appearance of the icon on
the screen can also be very reassuring to users, indicating that their computer is
working fine. This is especially useful when they have just rebooted the computer
after it has crashed and where previous attempts to reboot have failed (usually in-
dicated by asad icon face—see Figure 5.2(b)). Other ways of conveying the status
of asystem are through the use of:

e dynamicicons,e.g., arecycle bin expanding when afileisplaced into it

e animations, e.g., a beeflying acrossthe screen indicating that the computer is
doing something, like checkingfiles

¢ spoken messages, using various kinds of voices, telling the user what needs
to bedone

¢ varioussounds indicating actions and events (e.g. window closing, files being
dragged, new email arriving)

One d the benefitsdf these kindsof expressiveembellishmentsisthat they provide
reassuring feedback to the user that can be both informative and fun.

The styleof an interface, in terms of the shapes, fonts, colors, and graphical el-
ementsthat are used and the way they are combined, influences how pleasurable it
isto interact with. The more effectivethe use of imagery at the interface, the more
engaging and enjoyable it can be (Mullet and Sano, 1995). Conversely, if little
thought is given to the appearance of an interface, it can turn out looking like a
dog's dinner. Until recently, HCI has focused primarily on getting the usability
right, with little attention being paid to how to design aesthetically pleasing inter-
faces. Interestingly, recent research suggests that the aesthetics of an interface can

Figure 5.2 (@) Smilingand (b) sad Apple Macs.
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Comment

have a positive effect on people's perception of the system's usability (Tractin-
sky, 1997). Moreover, when the "look and feel" of an interface is pleasing (e.g.,
beautiful graphics, nicefeel to the way the elements have been put together, well-
designed fonts, elegant use of imagesand color) usersarelikely to be more tolerant
o itsusability (e.g., they may be prepared to wait afew more secondsfor a website
to download). As we have argued before, interaction design should not just be
about usability per se, but should also include aesthetic design, such as how pleasur-
able an interface isto look at (or listen to). The key isto get the right balance be-
tween usability and other design concerns, like aesthetics (See Figure 5.3 on Color
Plate 6).

A question of style or stereotype? Figure 5.4 shows two differently designed dialog boxes.
Describe how they differ in terms of style. Of the two, which one do you prefer? Why?
Which one do you think (i) Europeans would like the most and (ii) Americans would like
the most?

Aaron Marcus, agraphic designer, created the two designsin an attempt to provide appealing
interfaces. Dialog box A was designed for white American females while dialog box B was
designed for European adult male intellectuals. Therationale behind Marcus's ideas wasthat
European adult male intellectuals like " suave prose, a restrained treatment of information
density, and aclassical approach tofont selection (e.g., the use of serif typein axial symmetric
layoutssimilar to those found in elegant bronze European building identification signs).” In
contrast, white American females " prefer a more detailed presentation, curvilinear shapes
and the absence of some of the more-brutal terms. . . favored by male software engineers.”
When the different interfaces were empirically tested by Teasley et al. (1994), their re-
sults did not concur with Marcus's assumptions. In particular, they found that the European
dialog box was liked the best by all people and was considered most appropriate for al
users. Moreover, the round dialog box designed for women was strongly disliked by every-
one. The assumption that women like curvilinear features clearly was not true in this con-
text. At the very least, displaying the font labels in a circular plane makes them more
difficult to read than when presented in the conventionally accepted horizontal plane.

Another popular kind of expressiveinterface isthe friendly interface agent. A
general assumptionis that novices will feel more at ease with thiskind of " compan-
ion™ and will be encouraged to try thingsout, after listening, watching, following,
and interacting with them. For example, Microsoft pioneered a new classof agent-
based software, called Bob, aimed at new computer users (many of whom were
seen as computer-phobic). The agents were presented as friendly characters, in-
cludingafriendly dog and a cute bunny. An underlying assumption wasthat having
these kinds of agents on the screen would make the users feel more comfortable
and at ease with using the software. An interface metaphor of a warm, cozy living
room, replete with fire, furnishings, and furniture was provided (see Figure 5.5)—
againintended to convey acomfortable feeling.

Since the creation of Bob, Microsoft has developed other kinds of agents, in-
cluding the infamous " Clippy" (a paper clip that has human-like qualities), as part
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Figure 5.5 " At home with Bob" software.

of their Windows '98 operating environment." The agents typically appear at the
bottom of the screen whenever the system *thinks" the user needs help carrying
out a particular task. They, too, are depicted as cartoon characters, with friendly
warm personalities. As mentioned in Chapter 2, one o the problems of using
agentsin thismore general context isthat some usersdo not like them. More expe-
rienced users who have developed a reasonably good mental model of the system
often find such agent hel pers very trying and quickly find them annoyingintrusions,
especially when they distract them from their work. (We return to anthropomor-
phism and the design of interface agents|ater in Section 5.5).

Users themselveshave also been inventive in expressing their emotions at the
computer interface. One well-known method is the use of emoticons. These are
keyboard symboals that are combined in various waysto convey feelings and emo-
tions by simulating facial expressions like smiling, winking, and frowning on the
screen. The meaning of an emoticon depends on the content of the message and
where it is placed in the message. For example, a smiley face placed at the end of a
message can mean that the sender is happy about a piece d newsshe has just writ-
ten about. Alternatively, if it is placed at the end of a comment in the body of the
message, it usualy indicates that this comment is not intended to be taken seri-
oudly. Most emoticons are designed to be interpreted with the viewer's head tilted
over to the left (a result of the way the symbols are represented on the screen).
Some of the best known ones are presented in Table5.1. A recently created short-
hand language, used primarily by teenagers when online chatting or texting is the
use of abbreviated words. These are formed by keying in various numbers and let-

'On the Mac version of Microsoft's Office 2001, Clippy wasr eplaced by an anthropomor phized Mac
computer with big feet and a hand that conveysvariousgestur esand moods.
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Emotion Expresson Emaoticon  Possble meanings
Happy Smile J)or:D (i) Happiness, or (ii) previous
comment not to be taken serioudy
S Mouth down (or:-< Disappointed, unhappy
Checky Wink ) orss) Previouscomment meant astongue |
in-cheek \
Mad Browsraised > Mad about something ,
Veay angry Angry face >:-( Vey angry, cross
Embarrassed Mouth open Embarrassed, shocked
Sck Looking Sck X Fedingill
Naive Schoolboyishlook <) Smiley wearing adunces cgp to

convey that the sender is about to ask
astupid question.

tersin place of words, e.g., "l 12 CU 2nite".
hand can convey emotional connotations.

As wdll as being creative, the short-

Expressiveforms like emoticons, sounds, icons, and interface agents have been
primarily used to (i) convey emotional states and/or (ii) dlicit certain kinds of emo-
tional responsesin users, such asfeeling at ease, comfort, and happiness. However,in
many situationscomputer interfacesinadvertently elicit negativeemotional responses.
By far the most common s user frustration, to which we now turn our attention.

5.4 User frustration

Everyone at some time or other gets frustrated when using a computer. The effect
ranges from feeling mildly amused to extremely angry. There are myriads of rea-

sonswhy such emotional responses occur:

¢ when an application doesn't work properly or crashes
¢ when asystem doesn't do what the user wantsit to do

e when a user's expectations are not met

¢ when a system does not provide sufficient information to let the user know

what to do

¢ when error messagespop up that are vague, obtuse, or condemning
e when the appearance of an interface is too noisy, garish, gimmicky, or

patronizing

e when a system requires usersto carry out many stepsto perform atask, only
to discover a mistake was made somewhere along the line and they need to

start all over again
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Provide specificexamplesfor each o the above categoriesfrom your own experience, when
you have become frustrated with an interactivedevice (e.g., telephone, VCR, vending ma-
chine, PDA, computer). In doing this, write down any further typesd frustration that come
to mind. Then prioritize themin termsof how annoying they are. What are the worst types?

In the text below we provide examples o common frustrations experienced when usng
computer systems. The worgt include unhelpful error messages and excessive housekeeping
tasks. Y ou no doubt came up with many more.

Often user frustration is caused by bad design, no design, inadvertent design, or
ill-thought-out design. It is rarely caused deliberately. However, itsimpact on users
can be quite drastic and make them abandon the application or tool. Here, we pre-
sent some examples of classic user-frustration provokersthat could be avoided or
reduced by putting more thought into the design o the conceptual mode!.

1. Gimmicks

Cause: When a users' expectationsare not met and they are instead presented with
agimmicky display.

Level of frugtration: Mild

This can happen when clicking on alink to a website only to discover that it isstill
"under congtruction.” It can be still more annoying when the website displays a
road-signicon of ""men at work" (see Figure 5.6). Although the website owner may
think such signsamusing, it serves to underscorethe viewer's frustration at having
made the effort to go to the website only to be told that it is incomplete (or not
even started in some cases). Clicking on linksthat don't work isalsofrustrating.
How to avoid or help reduce the frustration:

By far the best strategy is to avoid using gimmicks to cover up the real crime. In
this exampleit is much better to put material live on the web only when it is com-
plete and working properly. People very rarely return to sites when they see icons
like theonein Figure5.6.

2. Error Messages

Cause: When a system or application crashes and provides an " unexpected" error
message.

Level of frustration: High

Error messages have along history in computer interface design, and are notorious
for their incomprehensbility. For example, Nielsen (1993) describesan early system
that was devel oped that dlowed only for one line o error messages. Whenever the

Figure 5.6 Men at work iconsignindicating “website under congtruction."” Ac-
cording to AltaVista, there were over 12 million websites containing the phrase
""under construction" in January 2001.
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error message was too long, the system truncated it to fit on the line, which the users
would spend ages trying to decipher. The full message was available only by pressing
the PF1 (help key) function key. While this may have seemed like a natural design
solutionto the developers,it wasnot at al obviousto the users. A much better design
solution would have been to use the one line of the screen to indicate how to find
moreinformation about the current error ("' pressthe PF1 key for explanation™).

The used crypticlanguage and developer's jargonin error messagesisa major
contributing factor in user frustration. It is one thing to have to cope when some-
thing goes wrong but it is another to have to try to understand an obscure message
that pops up by way of explanation. One of my favorites, which sometimes appears
on the screen when I'm trying to do something perfectly reasonable like paste some
text into a document, using a word processor, is. " The application Word Wonder
has unexpectedly quit dueto a Type 2 error."

It isvery clear from what the system has just done (closed the application very
rapidly) that it has just crashed, so such feedback is not very helpful. Letting the
user know that the error isof aType 2 kindisalso not very useful. How isthe aver-
age user meant to understand this? Isthere alist of error typesready at hand to tell
the user how to solvethe problem for each error? Moreover, such a reference in-
vites the user to worry about how many more error typesthere might be. The tone
of the message is also annoying. The adjective "unexpectedly" seems condescend-
ing, implying almost that it isthe fault of the user rather than the computer. Why
includesuch aword at al? After al, how else could the application have quit? One
could never imagine the opposite situation: an error message pops up saying, " The
application has expectedly quit, due to poor coding in the operating system."

How to avoid or help reduce the frustration:

Ideally, error messages should be treated as how-to-fix-it messages. Instead of
explicating what has happened, they should state the cause o the problem and
what the user needs to do tofix it. Shneiderman (1998) has devel oped a detailed set
of guidelineson how to develop hel pful messages that are easy to read and under-
stand. Box 5.1 summarizesthe main recommendations.
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Bdow are some common error messages expressed in harsh computer jargon that can be
quite threatening and offensive.Rewrite them in more usable, useful, and friendly language
that would help users to understand the cause o the problem and how tofix it. For each
message, imagine a specificcontext where such a problem might occur.

SYNTAX ERROR

INVALID FILENAME

INVALID DATA

APPLICATION ZETA HASUNEXPECTEDLY QUITDUETOA TYPE4ERROR
DRIVE ERROR: ABORT, RETRY OR FAIL?

Comment How specificthe given advicecan bewill depend on thekind of systemitis Here aresugges-
tionsfor hypothetical sysems.

SYNTAX ERROR—There is a problem with the way you have typed the command.
Check for typos.

INVALID FILENAME—Choose another file name that uses only 20 charactersor less
and islower case without any spaces.

INVALID DATA—There is a problem with the data you have entered. Try again,
checking that no decimal pointsare used.

APPLICATION ZETA HAS UNEXPECTEDLY QUIT DUE TO A TYPFE 4
ERROR —The gpplication you wereworkingon crashed because d an internal mem-
ory problem. Try rebooting and increasing the amount of alocated memory to the
application.

DRIVE ERROR: ABORT, RETRY OR FAIL?—Thereisa problem with reading your
disk. Try insertingit again.

3. Overburdening the user

Cause: Upgrading software so that usersare required to carry out excessive house-
keeping tasks

Level of frustration: Medium to high

Another pervasivefrustrating user experienceis upgrading a piece of software. Itis
now common for users to'have to go through this housekeeping task on a regular
basis, especialy if they run a number of applications. More often than not it tends
to be areal chore, being very time-consuming and requiring the user to do a whole
range of things, like resetting preferences, sorting out extensions, checking other
configurations, and learning new ways of doing things. Often, problems can de-
velop that are not detected till some timelater, when a user tries an operation that
worked fine before but mysteriously now fails. A common problem isthat settings
get lost or do not copy over properly during the upgrade. Asthe number of options
for customizing an application or operating system increases for each new upgrade,
so, too, does the headache of having to reset all the relevant preferences. Wading
through myriads of dialog boxes and menus and figuring out which checkbox to
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"You do not have the plug-in needed to view the audio/x-pn-real-audio plug-
in-type information on this page. To get plug-in now, view plug-in directory"

Figure 5.7a Typical message indialog box that appears when trying to run an applet on a
website that needs a plug-in the user does not have.

click on, can be a very arduous task. To add to the frustration, users may also dis-
cover that several of their well-learned proceduresfor carrying out tasks have been
substantially changed in the upgrade.

A pet frustration of mine over the years has been trying to run various websites
that require me to install a new plug-in. Achieving thisis never straightforward. |
have spent huge amounts of time trying to install what |1 assume to be the correct
plug-in—only to discover that it is not yet available or incompatible with the oper-
ating system or machine | am using.

What typically happens is I'll visit a tempting new website, only to discover
that my browser is not suitably equipped to view it. When my browser failsto run
the applet, a helpful dialog box will pop up saying that a plug-in of X type s re-
quired. It also usualy directs me to another website from where the plug-in can be
downloaded (see Figure 5.7a). Websites that offer such plug-ins, however, are not
organized around my specific needs but are designed more like hardware stores
(a bad conceptual model), offering hundreds (maybe even thousands) of plug-ins
covering al manner of applications and systems. Getting the right kind of plug-in
from the vast array available requires knowing a number of things about your ma-
chine and the kind of network you are using. In going through the various options

WEB PLUG-INDIRECTORY

Here is where you find the links to all of the plug-ins available on the net. Simply
find a plug-in you're interestedin, view what platformsit currently (or will 'soon’)
supportand click on its link. If you know of a plug-in not listed on this page
please take a moment and tell us about it with our all new reporting system!

Plug-ins by Category

The Full List This is the whole list, but | gotta warn ya its getting big
MultiMedia Multi-Media Plug-Ins, AVI, QuickTime, ShockWave...
Graphics Graphic Plug-Ins, PNG, CMX, DWG...

Sound Sound & MIDI Plug-Ins, MIDI, ReadAudio, TrueSpeech...
Document  Document Viewer Plug-Ins, Acrobat, Envoy, MS Word...
Productivity Productivity Plug-Ins, Map Viewers, Spell Checkers...
VRML/3-D  VRML & QDP3D Plug-Ins

Plug-ins by platform

Macintosh  Macintosh Plug-Ins
08/2 IBM O8/2 Plug-Ins
Unix Unix Plug-Ins
Windows  Windows Plug-Ins

Figure 5.7b Directory of plug-ins available on aplug-in site directed to fromNetscape.
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to narrow down which plug-inis required, it is easy to overlook something and end
up with an inappropriate plug-in. Even when the right plug-in has been down-
loaded and placed in the appropriate systemfolder, it may not work. A number of
other things usualy need to be done, like specifying mime-type and suffix. The
whole process can end up taking huge amounts o time, rather than the couple of
minutesmost userswould assume.

How to avoid or help reducethe frustration:

Users should not have to spend large amountsaof time on housekeeping tasks.
Upgradingshould be an effortlessand largely automatic process. Designersneed to
think carefully about the trade-offsincurred when introducing upgrades, especially
the amount o relearning required. Plug-ins that users have to search for, down-
load, and set up themselvesshould be phased out and replaced with more powerful
browsers that automatically download the right plug-insand place them in the ap-
propriate desktop folder reliably, or, better still, interpret the different file types
themselves.

4. Appearance

Cause: When the appearance o an interfaceis unpleasant

Level of frustration: Medium

As mentioned earlier, the appearance d an interface can affect its usability. Users
get annoyed by:

* websites that are overloaded with text and graphics, making it difficult to
find the information desired and dow to access

¢ flashing animations, especially banner ads, which are very distracting

* the copious use o sound effects and Muzak, especialy when selecting op-
tions, carrying out actions, starting up CD-ROMS, running tutorials, or
watching website demos

¢ featuritis—an excessive number o operations, represented at the interface
asbanksd iconsor cascading menus

¢ childish designsthat keep popping up on the screen, such as certain kinds of
helper agents
¢ poorly laid out keyboards, pads, control panels, and other input devicesthat

cause the user to pressthe wrong keys or buttons when trying to do some-
thing else

How to avoid or help reducethe frustration:

Interfaces should be designed to be ssimple, perceptually salient, and elegant
and to adhere to usability design principles, well-thought-out graphi c design princi-
ples, and ergonomic guidelines(e.g. Mullet and Sano, 1996).

5.3.1 Dealing with user frustration

Oneway d coping with computer-inducedfrustration isto vent and take it out on
the computer or other users. As mentioned in Chapter 3, atypica responseto see-
ing the cursor freeze on the screenis repeatedly to bash every key on the keyboard.
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Another way of venting anger is through flaming. When upset or annoyed by a
piece of news or something in an email message, people may overreact and re-
spond by writing thingsin email that they wouldn't dream of saying face to face.
They often use keyboard symbols to emphasize their anger or frustration, e.g., ex-
clamation marks (1), capital letters (WHY DID YOU DO THAT?) and re-

receivingend. Whilesuch venting behavior can makethe user feel temporarily less
frustrated, it can be very unproductive and can annoy the recipients. Anyone who
has received aflameknows just how unpleasant it is.

In the previous section, we provided some suggestionson how systems could
be improved to help reduce commonly caused frustrations. Many of the ideas dis-
cussed throughout the book are also concerned with designing technologiesand in-
terfaces that are usable, useful, and enjoyable. There will always be situations,
however, in which systems do not function in the way users expect them to, or in
which the user misunderstands something and makes a mistake. In these circum-
stances, error messages (phrased as ' how-to-fix-it" advice) should be provided that
explain what the user needs to do.

Another way of providing information is through online help, such as tips,
handy hints, and contextualized advice. Like error messages, these need to be de-
signed to guide users on what to do next when they get stuck and it is not obvious
from the interface what to do. The signaling used at the interface to indicate that
such online help is available needs careful consideration. A cartoon-based agent
with a catchy tune may seem friendly and helpful the first time round but can
quickly become annoying. A help icon or command that is activated by the users
themselveswhen they want help is often preferable.

5.5 A debate: the application of anthropomorphism
to interaction design

In this section we present a debate. Read through the arguments for and against
the motion and then the evidence provided. Afterwards decide for yoursdf
whether you support the motion.
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The motion

The use of anthropomorphism in interaction design is an effective technique and
should be exploited further.

Background

A controversial debate in interaction design is whether to exploit the phenomenon
of anthropomorphism (the propensity people have to attribute human qualities to
objects). It issomething that people do naturally in their everyday livesand iscom-
monly exploited in the design of technologies (e.g., the creation of humanlike ani-
malsand plantsin cartoon films, the design o toysthat have human qualities). The
approach is also becoming more widespread in interaction design, through the in
troduction of agentsin arange of domains.

What is anthropomorphism? It is well known that people readily attribute
human qualities to their pets and their cars, and, conversely, are willing to accept
human attributes that have been assigned by others to cartoon characters, robots,
toys, and other inanimate objects. Advertisers are well aware o this phenomenon
and often create humanlike characters out of inanimate objects to promote their
products. For example, breakfast cereals, butter, and fruit drinks have all been
transmogrifiedinto characters with human qualities (they move, talk, have person-
dlities, and show emotions), enticing the viewer to buy them. Children are espe-
cially susceptible to this kind of "magic,”" as witnessed in their love of cartoons,
where all manner of inanimate objects are brought to life with humanlike qualities.

Excmples of its application to system design

Thefinding that people, especialy children, have a propensity to accepting and en-
joying objects that have been given humanlike qualities has led many designers
into capitalizingon it, most prevalently in the design of human-computer dialogs
modeled on how humans talk to each other. A range d animated screen charac-
ters, such asagents, friends, advisorsand virtual pets, have also been devel oped.

Anthropomorphism has also been used in the development of cuddly toysthat
are embedded with computer systems. Commercia products like ActiMates™
have been designed to try to encourage children to learn through playing with the
cuddly toys. For example, Barney attempts to motivate play in children by using
human-based speech and movement (Strommen, 1998). The toys are programmed
to react to the child and make comments while watching TV together or working
together on a computer-based task (see Figure 1.2 in Color Plate 1). In particular,
Barney is programmed to congratulate the child whenever he or she getsa right an-
swer and also to react to the content on screen with appropriate emotions {e.g.,
cheering at good news and expressingconcern at bad news).

Arguments for exploiting this behavior

An underlying argument in favor of the anthropomorphic approach isthat furnish-
ing interactive systems with personalities and other humanlike attributes makes
them more enjoyable and fun to interact with. It is also assumed that they can moti-
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vate people to carry out the tasks suggested (e.g., learning material, purchasing
goods) more strongly than if they are presented in cold, abstract computer lan-
guage. Being addressed in first person (e.g., "Hello Chrisl Nice to see you again.
Welcome back. Now what were we doing last time? Oh yes, exercise 5. Let's start
again.") is much more endearing than being addressed in the impersonal third per-
son ("User 24, commence exercise 5”), especialy for children. It can make them
feel more at ease and reduce their anxiety. Similarly, interacting with screen char-
acters like tutors and wizards can be much pleasanter than interacting with a cold
dialog box or blinking cursor on a blank screen. Typing aguestion in plain English,
using a search engine like Ask Jeeves (which impersonates the well-known ficti-
tious butler), ismore natural and personable than thinking up a set of keywords, as
required by other search engines. At the very least, anthropomorphicinterfaces are
a harmless bit of fun.

Arguments against exploiting this behavior

There have been many criticisms dof the anthropomorphic approach. Shneiderman
(1998), one of the best known critics, has written at length about the problems of
attributing human qualities to computer systems. His central argument is that an-
thropomorphic interfaces, especially those that use first-person dialog and screen
characters, are downright deceptive. An unpleasant side effect is that they can
make people feel anxious, resulting in them feeling inferior or stupid. A screen
tutor that wags its finger at the user and says, "Now, Chris, that's not right! Try
again. You can do better."” islikely to feel more humiliating than a system dialog
box saying, “Incorrect. Try again.”

Anthropomorphism can also lead people into a false sense of belief, enticing
them to confidein agents called " software bots" that reside in chatrooms and other
electronic spaces, pretending to be conversant human beings. By far the most com-
mon complaint against computers pretending to have human qualities, however, is
that people find them very annoying and frustrating. Once users discover that the
system cannot really converse like a human or does not possess real human quali-
ties (like having a personality or being sincere), they become quickly disillusioned
and subsequently distrust it. E-commerce sites that pretend to be caring by present-
ing an assortment of virtual assistants, receptionists, and other such helpers are
seen for what they really are—artificial and flaky. Children and adults alike also are
quickly bored and annoyed with applications that are fronted by artificial screen
characters (e.g., tutor wizards) and simply ignore whatever they might suggest.

Evidence for the motion

A number of studies have investigated peopl€e's reactions and responses to comput-
ers that have been designed to be more humanlike. A body of work reported by
Reeves and Nass (1996) hasidentified several benefits of the anthropomorphic ap-
proach. They found that computers that were designed to flatter and praise users
when they did something right had a positiveimpact on how they felt about them-
selves. For example, an educational program was designed to say, Y our question
makesan interesting and useful distinction. Great job!" after a user had contributed
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anew question to it. Students enjoyed the experience and were more willing to con-
tinue working with the computer than were other students who were not praised by
the computer for doing the same things. In another study, Walker et a. (1994) com-
pared people's responses to a talking-facedisplay and an equivalent text-only one
and found that people spent more time with the talking-face display than the text-
only one. When given a questionnaire to fill in, the face-display group made fewer
mistakes and wrote down more comments. In a follow-up study, Sproull et al.
(1996) again found that users reacted quite differently to the two interfaces, with
users presenting themselvesin a more positivelight to the talking-face display and
generally interacting with it more.

Evidence against the motion

Sproull et al.’s studies aso revealed, however, that the talking-face display made
some users feel somewhat disconcerted and displeased. The choice of a stern talk-
ing face may have been alarge contributing factor. Perhaps a different kind of re-
sponse would have been elicited if a friendlier smiling face had been used.
Nevertheless, a number of other studies have shown that increasing the " human-
ness’ of an interface is counterproductive. People can be mided into believing that
a computer is like a human, with human levels of intelligence. For example, one
study investigating user's responses to interacting with agents at the interface rep-
resented as human guidesfound that the users expected the agentsto be more hu-
manlike than they actually were. In particular, they expected the agents to have
personality, emotion, and motivation—even though the guides were portrayed on
the screen as simple black and white staticicons (see Figure 5.8). Furthermore, the
users became disappointed when they discovered the agents did not have any of
these characteristics (Oren et al., 1990). In another study comparing an anthropo-
morphic interface that spoke in the first person and was highly personable (HI
THERE, JOHN! ITS NICETOMEET YOU, | SEEYOU AREREADY NOW)
with a mechanisticone that spoke in third person (PRESS THE ENTER KEY TO

Figure 5.8 Guidesd histori-
cd characters.
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BEGIN SESSION), the former was rated by college students as less honest and it
made them feel lessresponsiblefor their actions (Quintanar et al., 1982).

Casting your vote: On the basis of this debate and any other articles on the topic
(see Section 5.6 and the recommended readings at the end o this chapter) together
with your experiences with anthropomorphic interfaces, make up your mind
whether you arefor or against the motion.

5.6 Virtual characters: agents

Asmentioned in the debate above, a whole new genre of cartoon and life-likechar-
acters has begun appearing on our computer screens—as agents to help us search
the web, as e-commerce assistantsthat give us information about products, as char-
acters in video games, as learning companions or instructors in educational pro-
grams, and many more. The best known are videogame stars like Lara Croft and
Super Mario. Other kindsinclude virtual pop stars (See Figure 59 on Color Plate
6), virtual talk-show hosts, virtual bartenders, virtual shop assistants, and virtual
newscasters. Interactive pets (e.g., Aibo) and other artificial anthropomorphized
characters(e.g., Pokemon, Creatures) that are intended to be cared for and played
with by their owners have also proved highly popular.

5.6.1 Kinds of agents

Below we categorize the different kinds of agentsin terms of the degree to which
they anthropomorphize and the kind of human or animal qualities they emulate.
These are (1) synthetic characters, (2) animated agents, (3) emotional agents, and
(4) embodied conversational interface agents.

1. Synthetic characters

These are commonly designed as 3D characters in video games or other forms of
entertainment, and can appear as a first-person avatar or a third-person agent.
Much effort goes into designing them to be lifelike, exhibiting realistic human
movements, like walking and running, and having distinct personalities and traits.
The design of the characters appearance, their facial expressions, and how their
lips move when talking are also considered important interface design concerns.
Bruce Blumberg and hisgroup at MIT are devel oping autonomous animated
creatures that live in virtual 3D environments. The creatures are autonomous in
that they decide what to do, based on what they can sense of the 3D world, and
how they feel, based on their internal states. One of the earliest creaturesto be de-
veloped was Silas T. Dog (Blumberg, 1996). The 3D dog looks like a cartoon crea-
ture (colored bright yellow) but is designed to behave like a real dog (see Figure
5.10). For example, he can walk, run, sit, wag his tail, bark, cock his leg, chase
sticks, and rub his head on people when he is happy. He navigates through his
world by using his" nose" and synthetic vision. He also has been programmed with
various internal goals and needs that he tries to satisfy, including wanting to play
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(b) (c)

Figure 5.10 User interacting with Slasthedogin (a) physica world (b) virtua world, and
(c) doseupd Silas.

and have company. He responds to events in the environment; for example, he be-
comes aggressiveif ahamster enters hispatch.

A person can interact with Silas by making variousgesturesthat are detected by a
computer-vision system. For example, the person can pretend to throw a stick, which
is recognized as an action that Silas respondsto. Animage d the personis aso pro-
jected onto alarge screen so that he can be seenin relationto Silas (see Figure 5.10).
Depending on his mood, Silas will run after the stick and return it (e.g., when he is
happy and playful) or cower and refusetofetchit (e.g., when heis hungry or sad).

2. Animated agents

These are similar to synthetic characters except they tend to be designed to play a
collaborating role at the interface. Typically, they appear at the side of the screen
astutors, wizards and helpersintended to help users perform atask. This might be
designing a presentation, writing an essay or learning about a topic. Most of the
characters are designed to be cartoon-like rather than resemble human beings.

An example df an animated agent is Herman the Bug, who was devel oped by In-
tellimediaat North Carolina State University to teach children from kindergarten to
high school about biology (Lester et al., 1997). Herman is a talkative, quirky insect
that flies around the screen and dives into plant structures as it provides problem-
solving adviceto students (See Figure 5.11 on Color Plate 7). When providing its ex-
planations it performs a range of activities including walking, flying, shrinking,
expanding, swimming, bungee jumping, acrobatics, and teleporting. Its behavior in-
cludes 30 animated segments, 160 canned audio clips, and anumber of songs. Herman
offersadviceon how to perform tasks and also triesto motivatestudentsto do them.

3. Emotional agents

These are designed with a predefined personality and set of emotions that are ma
nipulated by users. The amisto alow peopleto change the moods or emotions of
agents and see what effectit hason their behavior. V arious mood changers are pro-
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vided at the interface in the form of dliders and icons. The effect of requesting an
animated agent to become very happy, sad, or grumpy is seen through changes to
their behavior, For example, if a user moves a dider to a "' scared™ position on an
emotional scale, the agent starts behaving scared, hiding behind objects and mak-
ing frightened facial expressions.

TheWogglesareone o the earliest forms of emotional agents (Bates, 1994). A
group of agents was designed to appear on the screen that played games with one
another, such as hide and seek. They were designed as different colored bouncy
ballswith cute facial expressions. Users could change their moods (e.g., from happy
to sad) by moving varioussliders, whichin turn changed their movement (e.g., they
bounced less), facia expression (e.g., they no longer smiled), and how willing they
wereto play with the other Woggles (See Figure 5.12 on Color Plate 7).

4. Embodied conversational interface agents

Much of the research on embodied conversational interface agents has been con-
cerned with how to emulate human conversation. This hasincluded modeling vari-
ous conversational mechanismssuch as:

e recognizing and responding to verbal and non-verbal input
e generating verba and non-verbal output
« coping with breakdowns, turn-taking and other conversational mechanisms

¢ giving signalsthat indicate the state of the conversation as well as contribut-
ing new suggestionsfor the dialog (Cassell, 2000, p.72)

In many ways, this approach is the most anthropomorphic in its ams of all the
agent research and devel opment.

Rea is an embodied real-estate agent with a humanlike body that she usesin
humanlike ways during a conversation (Cassell, 2000). In particular, she uses eye
gaze, body posture, hand gestures, and facial expressionswhiletalking (See Figure
5.13 on Color Plate 8). Although the dialog appears relatively simple, it involves a
sophisticated underlying set of conversational mechanismsand gesture-recognition
techniques. An example of an actual interaction with Reais.

Mike approachesthe screen and Rea turns to face him and says
"Hello. How can | help you?"

Mike: "'I'm looking to buy a place near MIT."

Rea nods, indicating sheisfollowing.

Rea: "'| have a house to show you" (picture of a house appears on the screen).
"Itisin Somerville."

Mike: " Tell me about it."

Realooks up and away whileshe planswhat to say.
Rea "It's big."

Rea makes an expansivegesture with her hands.
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Comment

Mike brings his hands up asif to speak, so Rea does not continue, waiting for
him to speak.

Mike: "Tell me more about it."”
Rea "Surething. It hasanicegarden...”

Which d the variouskindsd agents described above do you think are the mogt convinang?
Isit thosethat try to be as humanlike as possibleor thosethat are designed to be smple, car-
toon-based animated characters?

We argue that the agents that are the mogt successful are ironicdly those that are least
like humans. The reasons for this include that they appear less phony and are not trying
to pretend they are more intelligent or human than they redly are. However, others
would argue that the more humanlike they are, the more believable they are and hence
the more convincing.

5.6.2 General design concerns

Believability of virtual characters

One of the mgjor concerns when designing agents and virtual charactersis how to
make them believable. By believability is meant "the extent to which usersinter-
acting with an agent come to believe that it hasits own beliefs, desires and person-
dity" (Lester and Stone, 1997, p 17). In other words, a virtual character that a
person can believein istaken asone that allows usersto suspend their disbelief. A
key aspect isto match the personality and mood of the character toitsactions. This
requires deciding what are appropriate behaviors (e.g., jumping, smiling, sitting,
raising arms) for different kinds of emotions and moods. How should the emotion
"very happy" be expressed? Through a character jumping up and down with a big
grin on its face? What about moderately happy —through a character jumping up
and down with asmall grin on itsface? How easy isit for the user to distinguish be-
tween these two and other emotions that are expressed by the agents? How many
emotions are optimal for an agent to express?

Appearance

The appearance of an agent isvery important in makingit believable. Parsimony and
smplicity are key. Research findingssuggest that people tend to prefer simple car-
toon-based screen charactersto detailed imagesthat try to resemblethe human form
as much as possible (Scaife and Rogers, 2001). Other research has aso found that
simple cartoon-like figures are preferable to rea people pretending to be artificial
agents. A project carried out by researchersat Apple Computer Inc. in the 80sfound
that people reacted quite differently to different representations o the same inter-
face agent. The agent in question, called Phil, was created as part of a promotional
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Figure 5.14 Twoversonsd
Phil, the agent assgtant that
gopeared in Apples promo-
tiond video cdled the
Knowledge Navigetor () as
ared actor pretendingto be
acomputer agent and (b) as
acartoon being an agent.
Phil wes created by Doris
Mitsch and the actor Phil

(a) (b) was Scott Freeman,

video called " The Knowledge Navigator." He was designed to respond and behave
just like a well-trained human assistant. In one version, he was played by areal actor
that appeared on a university professor'scomputer screen. Thus, he was portrayed as
an artificial agent but was played by a real human. The actor was a smartly dressed
assistant wearing a white shirt and bow tie. He was aso extremely polite. He per-
formed a number of simple tasks at the computer interface, such as reminding the
professor of his appointments for that day and alerting him to phone calls waiting.
Many people found this version o Phil unredistic. After viewing the promotional
video, people complained about him, saying that he seemed too stupid. In another
version, Phil wasdesigned asasimpleline-drawncartoon with limited animation (see
Figure5.14) and wasfound to be much morelikeable (see Laurel, 1993).

Behavior

Another important consideration in making virtual characters believable is how
convincing their behavior is when performing actions. In particular, how good are
they at pointing out relevant objects on the screen to the user, so that the user
knows what they are referring to? One way of achievingthisisfor the virtua char-
acter to "'lead" with itseyes. For example, Silas the dog turnsto look at an object or
a person before he actually walks over to it (e.g., to pick the object up or to invite
the person to play). A character that does not lead with itseyes|ooks very mechan-
ical and assuch not very life-like (Maes, 1995).

As mentioned previously, an agent's actions need also to match their underly-
ing emotional state. If the agent is meant to be angry, then its body posture, move-
ments, and facial expression al need to beintegrated to show this. How thiscan be
achieved effectively can be learned from animators, who have a long tradition in
thisfield. For example, one of their techniquesis to greatly exaggerate expressions
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and movementsas away o conveying and drawing attention to an emotional state
o acharacter.

Mode of interaction

The way the character communicateswith the user isal soimportant. One approach
has been towards emulating human conversationsas much as possibleto make the
character's way o talking more convincing. However, as mentioned in the debate
above, adrawback of thiskind of masqueradingisthat peoplecan get annoyed eas-
ily and feel cheated. Paradoxically, a more believable and acceptable dialog with a
virtual character may proveto be onethat is based on asimpleartificial mode o in-
teraction, in which prerecorded speech is played at certain choice pointsin the in-
teraction and the user's responses are limited to selecting menu options. The
reason why thismode of interaction may ultimately prove more effectiveis because
the user isin a better position to understand what the agent is capable of doing.
Thereis no pretence of astupid agent pretending to be asmart human.

Assignment

Thisassignment requiresyou to write a critique of the persuasiveimpact of virtual sales agents
on customers. Consider what it would take for a virtual sales agent to be believable, trustwor-
thy, and convincing, so that customers would be reassured and happy to buy something based
on itsrecommendations.

(@) Look at some e-commerce sites that use virtual sales agents (use a search engine to
find sitesor start with Miss Boo at boo.com, which wasworking at time of printing)
and answer thefollowing:

What do the virtual agentsdo?

What type of agent are they?

Do they dlicit an emotional response from you? If so, what isit?
What kind of personality dothey have?

How isthisexpressed?

What kinds of behavior do they exhibit?

What aretheir facial expressionslike?

What istheir appearancelike? Isit realistic or cartoon-like?
Where do they appear on the screen?

How do they communicate with the user (text or speech)?
Isthelevel of discourse patronizingor at theright level?
Aretheagents helpful in guiding the customer towards making a purchase?
Arethey too pushy?

What gender arethey? Do you think this makes a difference?

Would you trust the agents to the extent that you would be happy to buy a prod-
uct from them? If not, why not?

What else would it take to make the agents persuasive?
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(b) Next, look at an e-commerce website that does not include virtual sales agents but
is based on a conceptual model of browsing (e.g., Amazon.com). How doesit com-
pare with the agent-based sites you have just looked at?

e |sit easy tofind information about products?

e What kind of mechanism does the site use to make recommendations and guide
the user in making a purchase?

¢ Isany kind of personalization used at theinterface to make the user feel welcome
or specia?

e Would the site be improved by having an agent? Explain your reasons either
way.

(c) Finaly, discusswhichsite you would trust most and give your reasonsfor this.

This chapter has described the different waysinteractive products can be designed (both de-
liberately and inadvertently) to make people respond in certain ways. The extent to which
users will learn, buy a product online, chat with others, and so on depends on how comfort-
able they feel when using a product and how well they can trust it. If theinteractive product
is frustrating to use, annoying, or patronizing, users easily get angry and despondent, and
often stop using it. If, on the other hand, the system is a pleasure, enjoyable to use, and
makes the usersfeel comfortable and at ease, then they arelikely to continue to useit, make
a purchase, return to the website, continue to learn, etc. This chapter has described various
interface mechanisms that can be used to dlicit positive emotional responses in users and
waysof avoiding negative ones.

Key points

o Affective aspects of interaction design are concerned with the way interactive systems
make people respond in emotional ways.

¢ Waell-designed interfaces can elicit good feelingsin people.
* Aesthetically pleasing interfaces can be a pleasure to use.

o Expressiveinterfaces can provide reassuring feedback to users as well as be informative
and fun.

o Badly designed interfaces often make peoplefrustrated and angry.

o Anthropomorphismisthe attribution of human qualitiesto objects.

e Anincreasingly popular form of anthropomorphismisto create agents and other virtual
characters as part of an interface.

People are more accepting of believableinterface agents.
o People often prefer simple cartoon-like agents to those that attempt to be humanlike.

Further reading

TURKLE, S (1995) Life on the Screen. New York: Simonand  puter-based applications. Sherry Turkle discusses at length
Schuster. This classiccoversarange o socia impact and af-  how computers, the Internet, software, and the design of in-
fective aspects of how usersinteract with a variety of corn-  terfacesaffect our identities.
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Two very good papers on interface agents can be found in
BrendaLaurel's (ed.) The Art of Human-Computer Interface
Design (1990) Reading, MA.: Addison Wedey:

LAUREL, B. (1990} Interface agents: metaphor with charac-
ter, 355-366

OREN. T.,SALOMON, G., KREITMAN, K., AND DON. A. (1990)
Guides: characterizingtheinterface, 367-381

MAEs, P. (1995) Artificid life meets entertainment: lifelike
autonomous agents. Communications of the ACM, 38. (11),
108-114. Pattie Maes has written extensively about the role
and design of intelligent agents at the interface. This paper
provides a good review of some of her work in this field.

Excerpts from a lively debate between Pattie Maes and Ben
Shneiderman on "Direct manipulation vs interface agents”
canbefound ACM Interactions Magazine, 4 (6) (1997), 42-61.
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The process of interaction design
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6.2 What is interaction design about?
6.2.1 Four basic activities of interaction design
6.2.2 Three key characteristics of the interaction design process
6.3 Some practical issues
6.3.1 Who are the users?
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Introduction

Designisapractical and creative activity, the ultimate intent of whichisto develop
a product that helps its users achieve their goals. In previous chapters, we looked
at different kinds of interactive products, issues you need to take into account
when doing interaction design and some of the theoretical basisfor the field. This
chapter isthefirst of four that will explorehow we can design and build interactive
products.

Chapter 1 defined interaction design as being concerned with "' designing inter-
active products to support peoplein their everyday and workinglives." But how do
you go about doing this?

Developing a product must begin with gaining some understanding of what is
required of it, but where do these requirements come from? Whom do you ask
about them? Underlying good interaction design is the philosophy o user-centered
design, i.e., involving users throughout development, but who are the users? Will
they know what they want or need even if we can find them to ask? For an innova
tive product, users are unlikely to be able to envision what is possible, so where do
these ideas come from?

In this chapter, we raise and answer these kinds of questions and discuss the
four basic activities and key characteristics of the interaction design process that

165
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were introduced in Chapter 1. We also introduce a lifecycle model o interaction
designthat capturesthese activitiesand characteristics.

The main aimsaf thischapter are to:

e Consider what 'doing' interaction design involves.

¢ Ask and provide answersfor someimportant questions about the interaction
design process.
Introduce the idea of a lifecycle model to represent a set of activities and
how they are related.

Describe some lifecycle model sfrom software engineering and HCI and dis-
cuss how they relate to the processdf interaction design.

Present alifecyclemodel of interaction design.

6.2 What is interaction design about?

There are many fields of design, for example graphic design, architectural design,
industrial and software design. Each discipline has its own interpretation of "de-
signing." We are not going to debate these different interpretations here, aswe are
focussing on interaction design, but a general definition of "design™ isinformative
in beginning to understand what it's about. The definition of design from the Ox-
ford English Dictionary captures the essence dof design very well: " (designis) a plan
or scheme conceivedin the mind and intended for subsequent execution.” The act
of designing therefore involves the development of such a plan or scheme. For the
plan or scheme to have a hope of ultimate execution, it has to be informed with
knowledge about its use and the target domain, together with practical constraints
such as materias, cost, and feasibility. For example, if we conceived of a plan for
building multi-level roads in order to overcome traffic congestion, before the plan
could be executed we would have to consider drivers' attitudesto usingsuch acon-
struction, the viability of the structure, engineering constraints affectingitsfeasibil-
ity, and cost concerns.

In interaction design, we investigate the artifact's use and target domain by
taking a user-centered approach to development. This means that users' concerns
direct the development rather than technical concerns.

Designisalso about trade-offs, about balancing conflicting requirements. If we
take the roads plan again, there may be very strong environmental arguments for
stacking roads higher (less countryside would be destroyed), but these must be bal-
anced against engineering and financia limitations that make the proposition less
attractive. Getting the balance right requires experience, but it aso requires the de-
velopment and evaluation of alternative solutions. Generating alternatives isa key
principle in most design disciplines, and one that should be encouraged in interac-
tion design. As Marc Rettig suggested: "' To get agood idea, get lots of ideas” (Ret-
tig, 1994). However, thisis not necessarily easy, and unlike many design disciplines,
interaction designers are not generaly trained to generate aternative designs.
However, the ability to brainstorm and contribute alternative ideas can be learned,
and techniques from other design disciplines can be successfully used in interaction




6.2 Whatis interaction design about? 167

design. For example, Danis and Boies (2000) found that using techniques from
graphic design that encouraged the generation of alternative designsstimulated in-
novative interactive systems design. See aso the interview with Gillian Crampton
Smith at the end of this chapter for her views on how other aspects of traditional
design can help produce good interaction design.

Although possible, it is unlikely that just one person will be involved in devel-
oping and using a system and therefore the plan must be communicated. This re-
quires it to be captured and expressed in some suitable form that alows review,
revision, and improvement. There are many ways of doing this, one of the simplest
being to produce aseriesof sketches. Other common approaches are to write a de-
scription in natural language, to draw a seriesof diagrams, and to build prototypes.
A combination of these techniques islikely to be the most effective. When users
are involved, capturing and expressing a design in a suitable format is especially
important since they are unlikely to understand jargon or specialist notations. In
fact, aform that users can interact with is most effective,and building prototypes of
oneform or another (see Chapter 8) isan extremely powerful approach.

So interaction design involves developing a plan which is informed by the
product's intended use, target domain, and relevant practical considerations. Alter-
native designs need to be generated, captured, and evaluated by users. For the
evauation to be successful, the design must be expressed in a form suitable for
userstointeract with.

magine that you want to design an electronic calendar or diary for yourself. You might use
this system to plan your time, record meetings and appointments, mark down people's birth-
days, and so on, basicaly the kinds of things you might do with a paper-based calendar.
Draw a sketch of the system outlining its functionality and its general look and feel. Spend
about five minutes on this.

Having produced an outline, now spend five minutes reflecting on how you went about
tackling this activity. What did you do first? Did you have any particular artifacts or experi-
ence to base your design upon? What process did you go through?

Comment The sketch | produced isshown in Figure 6.1. As you can see, | was quite heavily influenced
by the paper-based books | currently use! | had in mind that this calendar should alow me
to record meetings and appointments, so | need a section representing the days and months.
But | also need a section to take notes. | am a prolific note-taker, and so for me this wasa
key requirement. Then | began to wonder about how | could best use hyperlinks. | certainly
want to keep addresses and telephone numbers in my calendar, so maybe there could be a
link between, say, someone's namein the calendar and their entry in my address book that
will give me their contact details when | need them? But I still want the ability to be able to
turn page by page, for when I'm scanning or thinking about how to organize my time. A
search facility would be useful too.

Thefirst thing that cameinto my head when I started doing this was my own paper-based
book where | keep appointments, maps, telephone numbers, and other small notes. | also
thought about my notebook and how convenient it would be to have the two combined.
Then | sat and sketched different ideas about how it might look (although I'm not very good
at sketching). Thesketch in Figure 6.1isthe version I'm happiest with. Note that my sketch
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Figure 6.1 Anoutline sketch of an electronic calendar.

has a strong resemblance to a paper-based book, yet I've also tried to incorporate electronic
capabilities. Maybe once | have evaluated this design and ensured that the tasks | want to
perform are supported, then | will be more receptive to changing the look away from a
paper-based "'look and feel."

The exact steps taken to produce a product will vary from designer to designer, from
product to product, and from organization to organization. In this activity, you may have
started by thinking about what you'd like such a system to do for you, or you may have been
thinking about an existing paper calendar. Y ou may have mixed together features of differ-
ent systems or other record-keeping support. Having got or arrived at an idea of what you
wanted, maybe you then imagined what it might look like, either through sketching with
paper and pencil or in your mind.

6.2.1 Four basic activities of interaction design

Four basic activitiesfor interaction design were introduced in Chapter 1, some of
which you will have engaged in when doing Activity 6.1. These are: identifying
needs and establishing requirements, developing alternative designs that meet
those requirements, buildinginteractive versionsso that they can be communicated
and assessed, and evaluating them, i.e., measuring their acceptability. They are
fairly generic activitiesand can be found in other designsdisciplinestoo. For exam-
ple, in architectural design (RIBA, 1988) basic requirements are established in a
work stage called "'inception”, alternative design options are considered in a"'feasi-
bility" stage and "the brief" isdevel oped through outline proposals and scheme de-



6.2 What is interaction design about? 169

sign. During this time, prototypes may be built or perspectives may be drawn to
give clients a better indication of the design being developed. Detail design speci-
fiesall components, and working drawings are produced. Finally, the job arrives on
site and building commences.

We will be expanding on each of the basic activitiesof interaction designin the
next two chapters. Here we give only a brief introduction to each.

Identifying needs and establishingrequirements

In order to design something to support people, we must know who our target
users are and what kind of support an interactive product could usefully provide.
These needsform the basisof the product's requirements and underpin subsequent
design and development. This activity isfundamental to a user-centered approach,
and isvery important in interaction design; it isdiscussed further in Chapter 7.

Developing alternative designs

This is the core activity of designing: actually suggesting ideas for meeting the re-
quirements. Thisactivity can be broken up into two sub-activities: conceptual design
and physical design. Conceptual design involvesproducing the conceptual model for
the product, and a conceptual model describes what the product should do, behave
and look like. Physical design considers the detail of the product including the col-
ors, sounds, and imagesto use, menu design, and icon design. Alternativesare con-
sidered at every point. You met some of the ideas for conceptual design in Chapter
2, we go into more detail about conceptual and physical designin Chapter 8.

Building interactive versions of the designs

Interaction design involves designing interactive products. The most sensible way
for users to evaluate such designs, then, is to interact with them. This requires an
interactive version of the designsto be built, but that does not mean that a software
version is required. There are different techniques for achieving "interaction,” not
al of which require aworking piece of software. For example, paper-based proto-
types are very quick and cheap to build and are very effectivefor identifying prob-
lems in the early stages of design, and through role-playing users can get a real
sense of what it will be like to interact with the product. This aspect is also covered
in Chapter 8.

Evaluating designs

Evaluation is the process of determining the usability and acceptability of the prod-
uct or design that is measured in terms of avariety of criteriaincluding the number of
errors usersmake usingit, how appealingit is, how well it matches the requirements,
and so on. Interaction design requires a high level of user involvement throughout
development, and this enhances the chances of an acceptable product being deliv-
ered. In most design situations you will find a number of activities concerned with
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quality assuranceand testing to make sure that the final product is™fit-for-purpose.”
Evaluation does not replace these activities, but complements and enhances them.
We devote Chapters 10 through 14 to the important subject of eval uation.

The activitiesof developing alternative designs, building interactive versionsof
the design, and evaluation are intertwined: alternatives are evaluated through the
interactive versions of the designsand the results are fed back into further design.
This iteration is one of the key characteristics of the interaction design process,
whichwe introduced in Chapter 1.

6.2.2 Three key characteristics of the interaction design process

There are three characteristicsthat we believe should form a key part of the interac-
tion design process. These are; a user focus, specific usability criteria, and iteration.

The need to focus on users has been emphasized throughout this book, so you
will not be surprised to see that it formsacentral plank of our view on theinterac-
tion design process. While a process cannot, in itself, guarantee that a devel opment
will involve users, it can encourage focus on such issues and provide opportunities
for evaluation and user feedback.

Specific usability and user experience goals should be identified, clearly docu-
mented, and agreed upon at the beginning of the project. They help designers to
choose between different alternative designsand to check on progress as the prod-
uct is devel oped.

Iteration allows designsto be refined based on feedback. As users and design-
ers engage with the domain and start to discuss requirements, needs, hopes and as-
pirations, then different insights into what is needed, what will help, and what is
feasible will emerge. This leads to a need for iteration, for the activitiesto inform
each other and to be repeated. However good the designersare and however clear
the users may think their visionis of the required artifact, it will be necessary to re-
viseideasin light of feedback, several times. Thisis particularly true if you are try-
ing to innovate. Innovation rarely emerges whole and ready to go. It takes time,
evolution, trial and error, and a great deal of patience. Iteration is inevitable be-
cause designersnever get the solution right the first time (Gould and Lewis, 1985).

We shall return to these issues and expand upon them in Chapter 9.

6.3 Some practical issues

Before we consider hbw the activitiesand key characteristics of interaction design
can be pulled together into a coherent process, we want to consider some questions
highlighted by the discussion so far. These questions must be answered if we are
going to be able to "'do" interaction designin practice. These are:

* \Who are the users?

e What do we mean by needs?

e How do you generate alternative designs?

¢ How do you choose among alternatives?




6.3 Sone practical issues 171

6.3.1 Who arethe usys?

In Chapter 1, we said that an overarching objective of interaction design isto opti-
mize the interactions people have with computer-based products, and that this re-
quires us to support needs, match wants, and extend capabilities. We also stated
above that the activity of identifying these needs and establishing requirements was
fundamental to interaction design. However, we can't hope to get very far with this
intent until we know who the users are and what they want to achieve. Asastarting
point, therefore, we need to know who we consult to find out the users require-
ments and needs.

Identifying the users may seem like a straightforward activity, but in fact
there are many interpretations of "user." The most obvious definition is those
people who interact directly with the product to achieve a task. Most people
would agree with this definition; however, there are others who can aso be
thought of as users. For example, Holtzblatt and Jones (1993) include in their
definition of ""users" those who manage direct users, those who receive products
from the system, those who test the system, those who make the purchasing de-
cision, and those who use competitive products. Eason (1987) identifies three
categories of user: primary, secondary and tertiary. Primary users are those
likely to be frequent hands-on users of the system; secondary users are occa-
sional users or those who use the system through an intermediary; and tertiary
users are those affected by the introduction of the system or who will influence
its purchase.

The trouble is that there is a surprisingly wide collection of people who all
have a stake in the development of a successful product. These people are called
stakeholders. Stakeholders are "' people or organizations who will be affected by
the system and who have a direct or indirect influence on the system require-
ments” (Kotonya and Sommerville, 1998). Dix et al. (1993) make an observation
that is very pertinent to a user-centered view of development, that "It will fre-
quently be the case that the formal ‘client’ who orders the system falls very low
on the list of those affected. Be very wary of changes which take power, influ-
ence or control from some stakeholders without returning something tangible in
its place."

Generally speaking, the group of stakeholders for a particular product is
going to be larger than the group of people you'd normally think of as users, al-
though it will of course include users. Based on the definition above, we can see
that the group of stakeholders includes the development team itself as well asits
managers, the direct users and their managers, recipients of the product's out-
put, people who may lose their jobs because of the introduction of the new prod-
uct, and so on.

For example, consider again the calendar system in Activity 6.1. Accordingto
the description we gave you, the user group for the system has just one member:
you. However, the stakeholders for the system would also include people you
make appointments with, people whaose birthdays you remember, and even com-
panies that produce paper-based calendars, since the introduction of an elec-
tronic calendar may increase competition and force them to operate differently.
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Comment

Thislast point may seem alittle exaggerated for just one system, but if you think
of others also migrating to an electronic version, and abandoning their paper cal-
endars, then you can see how the companies may be affected by the introduction
of the system.

The net of stakeholders is really quite wide! We do not suggest that you need
toinvolve dl o the stakeholders in your user-centered approach, but it is impor-
tant to be aware of the wider impact of any product you are developing. Identifying
the stakeholders for your project means that you can make an informed decision
about who should beinvolved and to what degree.

Who do you think are the stakeholders for the check-out system of alarge supermarket?

First, there are the check-out operators. These are the people who sit in front of the machine
and pass the customers' purchases over the bar code reader, receive payment, hand over re-
ceipts, etc. Their stake in the success and usability of the system is fairly clear and direct.
Then you have the customers, who want the system to work properly so that they are
charged the right amount for the goods, receive the correct receipt, are served quickly and
efficiently. Also, the customers want the check-out operators to be satisfied and happy in
their work so that they don't have to deal with a grumpy assistant. Outside of thisgroup, you
then have supermarket managers and supermarket owners, who also want the assistants to
be happy and efficient and the customers to be satisfied and not complaining. They also
don't want to lose money because the system can't handle the payments correctly. Other
people who will be affected by the success of the system include other supermarket employ-
ees such as warehouse staff, supermarket suppliers, supermarket owners' families, and local
shop owners whose business would be affected by the success or failure of the system. We
wouldn't suggest that you should ask the local shop owner about requirementsfor the super-
market check-out system. However, you might want to talk to warehouse staff, especially if
the system links in with stock control or other functions.

6.3.2 What do we mean by "needs"?

If you had asked someone in the street in the late 1990swhat she 'needed’, | doubt
that the answer would have included interactive television, or a jacket which was
wired for communication, or a smart fridge. If you presented the same person with
these possibilitiesand asked whether she would buy them if they were available,
then the answer would have been different. When we talk about identifying needs,
therefore, it's not simply a question of asking people, "What do you need?' and
then supplying it, because people don’t necessarily know what is possible (see
Suzanne Robertson's interview at the end of Chapter 7 for " un-dreamed-of" re-
quirements). Instead, we have to approach it by understanding the characteristics
and capabilitiesdf the users, what they are trying to achieve, how they achieveit
currently, and whether they would achievetheir goals more effectively if they were
supported differently.

There are many dimensions along which a user's capabilities and characteris-
ticsmay vary, and that will have an impact on the product's design. Y ou have met
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some of thesein Chapter 3. For example, a person's physical characteristicsmay af-
fect the design: size of hands may affect the size and positioning of input buttons,
and motor abilities may affect the suitability of certain input and output devices;
height isrelevant in designing a physical kiosk, for example; and strength in design-
ing a child's toy—a toy should not require too much strength to operate, but may
require strength greater than expected for the target age group to change batteries
or perform other operationssuitable only for an adult. Cultural diversity and expe-
rience may affect the terminology the intended user group is used to, or how ner-
vous about technology aset of users may be.

If a product isanew invention, then it can be difficult to identify the usersand
representative tasks for them; e.g., before microwave ovens were invented, there
were no users to consult about requirements and there were no representative
taskstoidentify. Those devel oping the oven had to imaginewho might want to use
such an oven and what they might want to do withiit.

It may be tempting for designers simply to design what they would like, but
their ideas would not necessarily coincide with those of thetarget user group. It is
i nperat i ve that representative users from the real target group be consulted. For
example, a company called Netpliance was developing a new "Internet appli-
ance,” i.e., a product that would seamlessly integrate al the services necessary for
the user to achieve a specific task on the Internet (Isensee et al., 2000). They took
a user-centered approach and employed focus group studies and surveysto under-
stand their customers' needs. The marketing department led these efforts, but de-
velopers observed the focus groups to learn more about their intended user group.
Isensee et al. (p. 60) observe that "It is dways tempting for developers to create
products they would want to use or similar to what they have done before. How-
ever, in the Internet appliance space, it was essential to develop for a new audi-
ence that desires a ssimpler product than the computer industry has previously
provided."

In these circumstances, a good indication of future behavior is current or
past behavior. So it is always useful to start by understanding similar behavior
that isalready established. Apart from anything else, introducing something new
into people's lives, especially a new "everyday" item such as a microwave oven,
requires a culture change in the target user population, and it takes along time
to effect a culture change. For example, before cell phones were so widely avail-
able there were no users and no representative tasks available for study, per se.
But there were standard telephones and so understanding the tasks peopl e per-
form with, and in connection with, standard telephones was a useful place to
start. Apart from making a telephone call, users aso look up people's numbers,
take messages for others not currently available, and find out the number of the
last person to ring them. These kinds of behavior have been translated into
memories for the telephone, answering machines, and messaging services for
mobiles. In order to maximize the benefit of e-commerce sites, traders have
found that referring back to customers' non-electronic habits and behaviors can
be a good basisfor enhancing e-commerce activity (CHI panel, 2000; Lee et dl.,
2000).
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6.3.3 How do you generate alternative designs?

A common human tendency is to stick with something that we know works. We
probably recognize that a better solution may exist out there somewhere, but it's
very easy to accept this one because we know it works—it's "'good enough.” Set-
tling for asolution that is good enough is not, in itself, necessarily " bad,” but it may
be undesirable because good aternatives may never be considered, and considering
aternative solutionsis a crucia step in the process of design. But where do these
aternative ideas comefrom?

One answer to this question is that they come from the individual designer's
flair and creativity. While it is certainly true that some people are able to produce
wonderfully inspired designswhile others struggle to come up with any ideas at al,
very little in this world is completely new. Normally, innovations arise through
cross-fertilization of ideas from different applications, the evolution of an existing
product through use and observation, or straightforward copying of other, similar
products. For example, if you think o something commonly believed to be an "'in-
vention," such asthe steam engine, thiswasin fact inspired by the observation that
the steam from a kettle boiling on the stove lifted the lid. Clearly there was an
amount of creativity and engineering involved in making the jump from a boiling
kettle to a steam engine, but the kettle provided the inspiration to translate experi-
ence gained in one context into aset of principlesthat could be applied in another.
Asan example of evolution, consider the word processor. The capabilities of suites
of office software have gradually increased from the time they first appeared. Ini-
tially, a word processor was just an electronic version o a typewriter, but gradually
other capabilities, including the spell-checker, thesaurus, style sheets, graphical ca
pabilities, etc., were added.
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So although creativity and invention are often wrapped in mystique, we do un-
derstand something of the process and of how creativity can be enhanced or in-
spired. We know, for instance, that browsing a collection of designs will inspire
designersto consider alternative perspectives, and hence alternative solutions. The
field of case-based reasoning (Maher and Pu, 1997) emerged from the observation
that designers solve new problems by drawing on knowledge gained from solving
previous similar problems. As Schank (1982; p. 22) putsit, " An expert is someone
who gets reminded of just the right prior experience to help him in processing his
current experiences.” And while those experiences may bethe designer's own, they
can equally well be others.

A more pragmatic answer to this guestion, then, isthat alternatives comefrom
looking at other, similar designs, and the process of inspiration and creativity can
be enhanced by prompting a designer's own experience and by looking at others
ideas and solutions. Deliberately seeking out suitable sources of inspiration is a
valuable step in any design process. These sources may be very close to the in-
tended new product, such as competitors products, or they may be earlier versions
of similar systems, or something compl etely different.

Consider again the calendar system introduced at the beginning of the chapter. Reflecting
on the process again, what do you think inspired your outline design? Seeif you can identify
any elementswithinit that you believe are truly innovative.

For my design, | haven't seen an electronic calendar, although | have seen plenty of other
software-based systems. My main sources of inspiration were my current paper-based books.

Some of the things you might have been thinking of include your existing paper-based
calendar, and other pieces of software you commonly use and find helpful or easy to usein
some way. Maybe you already have accessto an electronic calendar, which will have given
you some ideas, too. However, there are probably other aspectsthat make the design some-
how unique to you and may be innovativeto agreater or lesser degree.

All this having been said, under some circumstancesthe scope to consider alterna-
tive designs may be limited. Design is a process of balancing constraints and con-
stantly trading off one set o reguirements with another, and the constraints may be
such that there are very few viable aternatives available. As another example, if
you are designing a software system to run under the Windows operating system,
then elements of the design will be prescribed because you must conform to the
Windows' look and feel," and to other constraints intended to make Windowspro-
grams consistent for the user. We shall return to style guides and standards in
Chapter 8.

If you are producing an upgrade to an existing system, then you may face other
congtraints, such as wanting to keep the familiar elements of it and retain the same
"look and feel." However, thisis not necessarily arigid rule. Kent Sullivan reports
that when designing the Windows 95 operating system to replace the Windows 3.1
and Windows for Workgroups 3.11 operating systems, they initially focused too
much on consistency with the earlier versions (Sullivan,1996).
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6.3.4 How do you choose among alternative designs?

Choosing among alternativesis about making design decisions. Will the device use
keyboard entry or atouch screen? Will the device provide an automatic memory
function or not? These decisions will be informed by the information gathered
about users and their tasks, and by the technical feasibility of an idea. Broadly
speaking, though, the decisionsfall into two categories: those that are about exter-
naly visible and measurable features, and those that are about characteristics in-
ternal to the system that cannot be observed or measured without dissecting it.
For example, externally visible and measurable factors for a building design in-
clude the ease of access to the building, the amount of natural light in rooms, the
width o corridors, and the number of power outlets. In a photocopier, externally
visible and measurable factors include the physical size of the machine, the speed
and quality of copying, the different sizes of paper it can use, and so on. Underly-
ing each of thesefactors are other considerations that cannot be observed or stud-
ied without dissecting the building or the machine. For example, the number of
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power outlets will be dependent on how the wiring within the building is designed
and the capacity of the main power supply; the choice of materials used in a pho-
tocopier may depend on itsfriction rating and how much it deforms under certain
conditions.

In an interactive product there are similar factors that are externally visible
and measurable and those that are hidden from the users view. For example, ex-
actly why the response timefor aquery to a database (or a web page) is, say, 4 sec-
onds will ailmost certainly depend on technical decisions made when the database
was constructed, but fromthe users' viewpoint the important observation is the fact
that it doestake 4 secondsto respond.

In interaction design, the way in which the users interact with the product is
considered the driving force behind the design and so we concentrate on the exter-
naly visible and measurable behavior. Detailed internal workings are important
only to the extent that they affect the external behavior. This does not mean that
design decisions concerning a system's internal behavior are any less important:
however, the tasks that the user will perform should influence design decisionsno
lessthan technical issues.

So, one answer to the question posed above is that we choose between alterna-
tive designs by letting users and stakeholdersinteract with them and by discussing
their experiences, preferencesand suggestionsfor improvement. Thisisfundamen-
tal to a user-centered approach to development. Thisin turn means that the de-
signs must be availablein aform that can be reasonably evaluated with users, not
in technical jargon or notation that seemsimpenetrableto them.

Oneform traditionally used for communicatinga design isdocumentation, e.g.,
a description of how something will work or a diagram showing its components.
The trouble is that a static description cannot capture the dynamics of behavior,
and for an interaction device we need to communicate to the users what it will be
like to actually operateit.

In many design disciplines, prototyping is used to overcome potential client
misunderstandings and to test the technical feasibility of a suggested design and its
production. Prototyping involves producing a limited version o the product with
the purpose of answering specific questions about the design’s feasibility or appro-
priateness. Prototypes give a better impression of the user experience than simple
descriptions can ever do, and there are different kinds of prototyping that are suit-
able for different stages of development and for eliciting different kinds of infor-
mation. One experience illustrating the benefitsof prototyping is described in Box
6.2. So one important aspect of choosing among alternatives is that prototypes
should be built and evaluated by users. Well revisit the issue of prototyping in
Chapter 8.

Another basis on which to choose between alternativesis "quality,” but this
requires a clear understanding of what " quality” means. Peopl€e's views of what is
aquality product vary, and we don't alwayswrite it down. Whenever we use any-
thing we have some notion of the level of quality we are expecting, wanting, or
needing. Whether thislevel of quality isexpressed formally or informally does not
matter. The point is that it exists and we use it consciously or subconsciously to
evaluate alternative items. For example, if you have to wait too long to download
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aweb page, then you are likely to give up and try adifferentste—you are apply-
ing a certain measure of quality associated with the time taken to download the
web page. If one cell phone makes it easy to perform a critical function while an-
other involves several complicated key sequences, then you are likely to buy the
former rather than the latter. You are applying a quality criterion concerned with
efficiency.

Now, if you are the only user of a product, then you don't necessarily have
to expressyour definition of ""quality” since you don't have to communicateit to
anyone else. However, as we have seen, most projects involve many different
stakeholder groups, and you will find that each of them has a different definition
of quality and different acceptable limits for it. For example, although all stake-
holders may agree on targets such as " response time will be fast” or "the menu
structure will be easy to use," exactly what each of them means by thisislikely
to vary. Disputes are inevitable when, later in development, it transpires that
"fast" to one set of stakeholders meant "under a second,” while to another it
meant "between 2 and 3 seconds.” Capturing these different viewsin clear un-
ambiguous language early in development takes you halfway to producing a
product that will be regarded as " good™ by all your stakeholders. It helpsto clar-
ify expectations, provides a benchmark against which products of the develop-
ment process can be measured, and gives you a basis on which to choose among
alternatives.

The process of writing down formal, verifiable—andhence measurable-usability
criteriaisakey characteristicaf an approach to interaction design called usahi lity en-
gineering that hasemerged over many yearsand with variousproponents (Whiteside
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et d., 1988; Nidsen, 1993). Usability engineering involves specifying quantifiable
measures of product performance, documenting them in a usability specification,
and assessing the product against them. One way in which thisapproach isused isto
make changesto subsequent versions of a system based on feedback from carefully
documented results of usability tests for the earlier version. We shall return to this
idealater when we discuss eval uation.

Consider the calendar system that you designed in Activity 6.1. Suggest some usahility crite-
riathat you could use to determine the calendar's quality. You will find it helpful to think in
terms of the usability goals introduced in Chapter 1: effectiveness, efficiency, safety, utility,
learnability, and memorability. Be as specificas possible. Check your criteria by considering
exactly what you would measure and how you would measure its performance.

Having done that, try to do the samething for the user experience goalsintroduced in
Chapter 1; these rel ate to whether a system is satisfying, enjoyable, motivating, rewarding,
and soon.

Comment Finding measurable characteristicsfor some of these isnot easy. Here are some suggestions,
but you may havefound others. Notethat the criteria must be measurable and very specific.

e Effectiveness: Identifying measurable criteria for this goal is particularly difficult since
it is a combination of the other goals. For example, does the system support you in
keeping appointments, taking notes, and so on. In other words, is the calendar used?

¢ Efficiency: Assuming that thereisasearch facility in the calendar, what isthe response
timefor finding a specificday or a specificappointment?

o Safety: How often doesdata get lost or doesthe user pressthe wrong button? This may
be measured, for example, asthe number of times this happens per hour of use.

e Utility: How many functions offered by the calendar are used every day, how many
every week, how many every month? How many tasks are difficult to complete in a
reasonable time because functionality is missing or the calendar doesn't support the
right subtasks?

* Learnability: How long does it take for a novice user to be able to do a series of set
tasks, e.g., make an entry into the calendar for the current date, delete an entry from
the current date, edit an entry in the following day?

e Memorability: If the calendar isn't used for a week, how many functions can you re-
member how to perform? How long does it take you to remember how to perform
your most frequent task?

Finding measurable characteristicsfor the user experience criteriaiseven harder, though.
How do you measure satisfaction, fun, motivation or aesthetics? What is entertaining to one
person may be boring to another; these kinds of criteria are subjective, and so cannot be
measured objectively.

6.4 Lifecycle models: showing how the activities are related

Understanding what activitiesare involved in interaction designisthe first step to
being ableto doit, but it isalso important to consider how the activitiesare related
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to one another so that the full development processcan be seen. The term lifecycle
model?! is used to represent a model that captures aset o activitiesand how they
are related. Sophisticated models aso incorporate a description of when and how
to move from one activity to the next and a description of the deliverablesfor each
activity. The reason such modelsare popul ar isthat they alow developers, and par-
ticularly managers, to get an overall view o the development effort so that
progress can be tracked, deliverabl es specified, resources allocated, targets set, and
soon.

Existing models have varying levelsof sophistication and complexity. For pro-
jectsinvolvingonly afew experienced devel opers, asimple processwould probably
be adequate. However, for larger systemsinvolvingtens or hundreds of developers
with hundreds or thousands of users, a simple process just isn't enough to provide
the management structure and discipline necessary to engineer a usable product.
So something is needed that will provide more formality and more discipline. Note
that this does not mean that innovation islost or that creativity is stifled. It just
means that a structured processis used to provide a more stable framework for
credtivity.

However simple or complex it appears, any lifecycle model is a simplified
version of reality. It is intended as an abstraction and, as with any good ab-
straction, only the amount of detail required for the task at hand should be in-
cluded. Any organization wishing to put a lifecycle model into practice will
need to add detail specific to its particular circumstances and culture. For ex-
ample, Microsoft wanted to maintain a small-team culture while also making
possible the development of very large pieces of software. To this end, they
have evolved a process that has been called " synch and stabilize,” as described
in Box 6.3.

In the next subsection, we introduce our view of what alifecycle model for in-
teraction design might look like that incorporates the four activitiesand the three
key characteristics of the interaction design process discussed above. Thiswill form
the basis of our discussion in Chapters 7 and 8. Depending on the kind of system
being developed, it may not be possible or appropriate to follow this model for
every element o the system, and it is certainly true that more detail would be re-
quired to put thelifecycleinto practicein areal project.

Many other lifecycle models have been developed in fields related to interac-
tion design, such as software engineering and HCI, and our model is evolved from
these ideas. To put our interaction design model into context weinclude here ade-
scription of five lifecycle models, three from software engineering and two from
HCI, and consider how they relatetoiit.

1Sommerville (2001) usesthe term processmodel to mean what we call alifecycle model, and refersto
the waterfall model asthe softwar elifecycle. Pressman (1992) talksabout paradigms. In HCI the term
“lifecycle model" isused morewidely.For thisreason, and becauseother suse" processmodel” to
represent somethingthat ismor edetailed than a lifecycle model (e.g., Comer, 1997) we have chosen to
uselifecyclemodel.
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6.4.1 A simple lifecycle model for interaction design

We see the activitiesof interaction design as being related as shown in Figure 6.7.
This model incorporates iteration and encourages a user focus. While the outputs
fromeach activity are not specified in the model, you will see in Chapter 7 that our
description of establishing requirements includes the need to identify specific us-
ability criteria.

The mode is not intended to be prescriptive; that is, we are not suggesting
that thisis how all interactive products are or should be developed. It isbased on
our observations of interaction design and on information we have gleaned in the
research for this book. It hasits rootsin the software engineering and HCI lifecy-
cle models described below, and it represents what we believeis practiced in the
field.

Most projects start with identifying needs and requirements. The project may
have arisen because of some eval uation that has been done, but the lifecycle o the
new (or modified) product can be thought of asstarting at this point. From this ac-
tivity, some alternative designs are generated in an attempt to meet the needs and
requirements that have been identified. Then interactive versions of the designs
are developed and evaluated. Based on the feedback from the evaluations, the
team may need to return to identifying needs or refining requirements, or it may
go straight into redesigning. It may be that more than one alternative design fol-
lows thisiterative cyclein paralel with others, or it may be that one alternative at
atimeisconsidered. Implicitin thiscycleisthat thefinal product will emergein an
evolutionary fashion from arough initial idea through to the finished product. Ex-
actly how this evolution happens may vary from project to project, and we return
to this issue in Chapter 8. The only factor limiting the number of times through
the cycleisthe resources available, but whatever the number is, development ends
with an evaluation activity that ensures the final product meets the prescribed us-
ability criteria.

R

Final product

Figure 6.7 A dmpleinteraction design modd.
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6.4.2 Lifecycle models in software engineering

Software engineering has spawned many lifecycle models, including the water-
fall, the spiral, and rapid applications development (RAD). Before the waterfall
was first proposed in 1970, there was no generally agreed approach to software
development, but over the years since then, many models have been devised, re-
flecting in part the wide variety of approaches that can be taken to developing
software. We choose to include these specific lifecycle models for two reasons:
First, because they are representative of the models used in industry and they
have all proved to be successful, and second, because they show how the empha-
sisin software development has gradually changed to include a more iterative,
user-centered view.

The waterfall lifecycle model

The waterfall lifecyclewas the first model generally known in software engineer-
ing and forms the basis of many lifecyclesin use today. Thisis basically a linear
model in which each step must be completed before the next step can be started
(see Figure 6.8). For example, requirements analysis has to be completed before

Figure 6.8 The waterfall lifecyclemodel of softwaredevelopment.
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design can begin. The names given to these steps varies, as does the precise defi-
nition of each one, but basicaly, the lifecycle starts with some requirements
analysis, moves into design, then coding, then implementation, testing, and fi-
nally maintenance. One of the main flaws with this approach is that require-
ments change over time, as businesses and the environment in which they
operate change rapidly. This means that it does not make sense to freeze re-
quirements for months, or maybe years, while the design and implementation
are completed.

Some feedback to earlier stages was acknowledged as desirable and indeed
practical soon after thislifecyclebecame widely used (Figure 6.8 does show some
limited feedback between phases). But the idea of iteration was not embedded in
the waterfall's philosophy. Some level of iteration is now incorporated in most ver-
sions of the waterfall, and review sessions among developers are commonplace.
However, the opportunity to review and evaluate with users was not built into this
model.

The spiral lifecycle model

For many years, the waterfall formed the basis of most software developments, but
in 1988 Barry Boehm (1988) suggested the spiral model of software development
(see Figure 6.9). Two featuresof the spiral model are immediately clear from Fig-
ure 6.9: risk analysis and prototyping. The spiral model incorporatesthem in an it-
erative framework that allows ideas and progress to be repeatedly checked and
evaluated. Each iteration around the spiral may be based on a different lifecycle
model and may have different activities.

In the spiral's case, it was not the need for user involvement that inspired the
introduction of iteration but the need to identify and control risks. In Boehm's ap-
proach, development plans and specificationsthat are focused on the risksinvolved
in devel oping the system drive development rather than the intended functionality,
aswas the case with the waterfall. Unlike the waterfall, the spiral explicitly encour-
ages alternatives to be considered, and steps in which problems or potential prob-
lems are encountered to be re-addressed.

The spiral idea has been used by othersfor interactive devices (see Box 6.4). A
more recent version o the spiral, called the WinWin spiral model (Boehm et al.,
1998), explicitly incorporates the identification o key stakeholders and their re-
spective "win™ conditions, i.e., what will be regarded as a satisfactory outcome for
each stakeholder group. A period of stakeholder negotiation to ensure a"'win-win"
result isincluded.

Rapid Applications Development (RAD)

During the 1990s the drive to focus upon users became stronger and resulted in a
number of new approaches to development. The Rapid Applications Development
(RAD) approach attempts to take a user-centered view and to minimize the risk
caused by requirements changing during the course of the project. The ideas be-
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hind RAD began to emerge in the early 1990s, also in response to the inappropri-
ate nature of thelinear lifecycle models based on the waterfall. Two key features of
aRAD project are:

¢ Time-limited cycles of approximately sx months, at the end of which a sys-
tem or partial system must be delivered. Thisiscalled time-boxing. In effect,
this breaks down a large project into many smaller projects that can deliver
productsincrementally, and enhancesflexibility in termsof the development
techniques used and the maintainability of thefina system.
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e JAD (Joint Application Development) workshopsin which users and devel-
opers come together to thrash out the requirements of the system (Wood
and Silver, 1995). These are intensive requirements-gathering sessions in
which difficult issuesare faced and decisionsare made. Representativesfrom
each identified stakeholder group should be involved in each workshop so
that all the relevant viewscan be heard.

A basic RAD lifecycle has five phases (see Figure 6.10): project set-up, JAD
workshops, iterativedesign and build, engineer and test find prototype,implementa-
tion review. The popularity of RAD has led to the emergence o an industry-
standard RAD-based method cadled DSDM (Dynamic Systems Development
Method) (Millingtonand Stapleton, 1995). This was developed by a non-profit-mak-
ing DSDM consortiummade up of agroup of companiesthat recognized the need for
some standardization in the fidd. The first of nine principles stated as underlying
DSDM isthat "active user involvement is imperative.”” The DSDM lifecycleis more
complicated than the one weve shown here. It involvesfive phases. feasibility study,
business study, functional mode! iteration, design and build iteration, and implemen-
tation. Thisisonly ageneric processand must betailoredfor a particul ar organization.

_How closely do you think the RAD lifecycle model relatesto the interaction design model
described in Section 6.4.1?

Comment RAD and DSDM explicitlyincorporate user involvement, evaluationand iteration. User in-
volvement, however, appearsto be limited to the JAD workshop, and iteration appearsto
be limited to the design and build phase. The philosophy underlying the interaction design
model is present, but the flexibility appears not to be. Our interaction design processwould
be appropriately used within the design and build stage.

Figure 6.10 A basic RAD lifecycle
model o software development.




6.4 Lifecycle models: showing how the activitiesrelate 191




192 Chapter 6 The process of interaction design

TOP STORY REUTERS ®
Russian PeacehoopsHead Toward Kesove
FRIJUN 44 08:50:57 EOT 108¢

BELGRADE (Reulars) - A first group of Russian peacekeeping troops entered
Yugosiavia from Bosnia Friday ~a day before NATQ farces are due to arrive in
Kosovo, witnesses said.

NATO military in Macedonia confirmed that a token force of fewer than
100 Russian troops had headed toward Kosove overfand from Bosnia.

“Theyre going to get thelr feet on the ground first, thats what this is about,” the
sowrce told Rauters.

The Russians were the firet foreign troops to arrive in Yugoslavia after the
sianing of an intemnational peace deal under which NATO ended its 11-week
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Again
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Bames & Noble Gives Up Merger
With lngram

Delf Hires Frito-Lay Executive
FDA Urgas Limits on Rezulin
Fed May Get 'Pro-emptive’
Clinton Mesets Europsan Aflies
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and Russia, which played a leading patt in brokering an sccord on

Tensions have persistad beb the Wester alli
ending NATOQs 78-day bembing of Yugeslvia.

The sudden eniry of the Russians recalled the last weeks of Wodd War Twe, when Rugsian and VWestermn troops raced
each othsr into Germany from opposite directions to capture as much tewitory as possible before the war ended.

But Wastem oficials were quick to try to defuse any concemns about the rapid Russian move in Yugoslavia.

6.4. 3 Lifecycle models in HC

Another of the traditions from which interaction design has emerged isthe field of
HCI (human-computer interaction). Fewer lifecycle models have arisen from this
field than from software engineering and, as you would expect, they have a
stronger tradition of user focus. We describe two of these here. The first one, the
Star, was derived from empirical work on understanding how designers tackled
HCI design problems. This represents a very flexible process with evaluation at its
core. In contrast, the second one, the usability engineering lifecycle, shows a more
structured approach and hailsfrom the usability engineering tradition.

The Star Lifecycle Madd

About the same time that those involved in software engineering were looking for
aternatives to the waterfall lifecycle, so too were people involved in HCI looking
for alternative ways to support the design of interfaces. In 1989, the Star lifecycle
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Figure 6.13 The Ster lifecycle
modd.

model was proposed by Hartson and Hix (1989) (see Figure 6.13). This emerged
from some empirical work they did looking at how interface designers went about
their work. They identified two different modes of activity: analytic mode and syn-
thetic mode. The former is characterized by such notions as top-down, organizing,
judicial, and formal, working from the systems view towards the user's view; the
latter is characterized by such notions as bottom-up, free-thinking, creative and ad
hoc, working from the user's view towards the systems view. Interface designers
move from one mode to another when designing. A similar behavior has been ob-
served i n software designers (Guindon, 1990).

Unlike thelifecycle modelsintroduced above, the Star lifecycle does not specify
any ordering of activities. In fact, the activities are highly interconnected: you can
move from any activity to any other, provided you first go through the evaluation
activity. This reflects the findings of the empirical studies. Evaluation is central to
this model, and whenever an activity is completed, its result(s) must be evaluated.
So a project may start with requirements gathering, or it may start with evaluating
an existing situation, or by analyzing existing tasks, and so on.

The Star lifecyclemode hasnot been used widdy and successfullyfor large projectsin indus-
try. Consider the benefits o lifecyclemodel sintroduced above and suggest why thismay be.

Comment One reason may be that the Star lifecycdemodd is extremely flexible. Thismay be how de-
signerswork in practice, but as we commented above, lifecycle models are popular because
"they dlow developers, and particularly managers, to get an overdl view o the develop-
ment effort so that progress can be tracked, deliverablesspecified, resourcesallocated, tar-
gets set, and o on.” With a modd as flexible as the Star lifecydlg, it is difficult to control
theseissues without substantialy changing the modd itself.

The Usability Engineering Lifecycle

The Usability Engineering Lifecycle was proposed by Deborah Mayhew in 1999
(Mayhew, 1999). Many people have written about usability engineering, and as
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Figure 6.14 The Usability Engineering Lifecycle.
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Figure 6.14 (continued).

Mayhew herself says, | did not invent the concept of a Usability Engineering Life-
cycle. Nor did | invent any of the Usability Engineering tasksincluded in the lifecy-
cle....”. However, what her lifecycle does provide is a holistic view of usability
engineering and a detailed description of how to perform usability tasks, and it
specifies how usability tasks can be integrated into traditional software develop-
ment lifecycles. It istherefore particularly helpful for those with little or no exper-
tisein usability to see how the tasks may be performed alongside more traditional
software engineering activities. For example, Mayhew has linked the stages with a
general development approach (rapid prototyping) and a specific method (object-
oriented software engineering (OOSE, Jacobson et al, 1992)) that have arisen from
software engineering.

The lifecycle itself has essentially three tasks: requirements analysis, design/
testing/development, and installation, with the middle stage being the largest and
involving many subtasks (see Figure 6.14). Note the production of aset of usability
goalsin thefirst task. Mayhew suggeststhat these goals be captured in a style guide
that isthen used throughout the project to help ensure that the usability goalsare
adhered to.

This lifecycle follows a similar thread to our interaction design model but in-
cludes considerably more detail. It includes stages of identifying requirements, de-
signing, evaluating, and building prototypes. It aso explicitly includes the style
guide as a mechanism for capturing and disseminating the usability goals of the
project. Recognizing that some projects will not require the level of structure pre-
sented in the full lifecycle, Mayhew suggests that some substeps can be skipped if
they are unnecessarily complex for the system being devel oped.

Study the usability engineering lifecycle and identify how this modd differsfrom our inter-
action design mode described in Section6.4.1, in termsd theiterationsit supports.

Comment One d the main differences between Mayhew’s modd and oursis that in the former theiit-
eration between design and evauation is contained within the second phase. Iteration be-
tween the design/test/development phase and the requirements analysis phase occurs only
after the conceptual model and the detailed designs have been developed, prototyped, and
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Assignment

Summary

evaluated oneat a time. Our version models areturn to the activity of identifying needs and
establishing requirements after evaluating any element of the design.

Nowadays, timepieces (such as clocks, wristwatchesetc) have a variety of functions. They not
only tdll thetime and date but they can speak to you, remind you when it'stime to do some-
thing, and provide a light in the dark, among other things. Mostly, the interface for these de-
vices, however, showsthe timein one of two basic ways. as a digital number such as 23:40 or
through an analog display with two or three hands—one to represent the hour, one for the
minutes, and one for the seconds.

In this assignment, we want you to design an innovative timepiece for your own use. This
could be in the form of a wristwatch, a mantel piece clock, an eectronic clock, or any other
kind of clock you fancy. Your goal isto beinventive and exploratory.We have broken this as-
signment down into the following stepsto makeit clearer:

(a) Think about the interactive product you are designing: what do you want it to do
for you? Find 3-5 potential users and ask them what they would want. Write alist
of requirementsfor the clock, together with some usahility criteria based on the de-
finition of usability used in Chapter 1.

(b) Look around for similar devices and seek out other sources of inspiration that you

might find helpful. Make a note of any findings that are interesting, useful or in-
sightful.

(c) Sketch out someinitial designsfor the clock. Try to develop at least two distinct al-
ternatives that both meet your set of requirements.

(d) Evaluatethetwo designs, using your usability criteria and by role playing an interac-
tion with your sketches. Involve potential usersin the evaluation, if possible. Doesit
do what you want? Isthe time or other information being displayed alwaysclear?

Designisiterative, so you may want to return to earlier elements of the process be-
fore you choose one of your alternatives.

Once you have a design with which you are satisfied, you can send it to us and we shall
post a representative sample of those we receive to our website. Details of how to format
your submission are available from our website.

In this chapter, we have looked at the process of interaction design, i.e., what activities are
required in order to design an interactive product, and how lifecycle models show the rela-
tionships between these activities. A simple interaction design model consisting of four ac-
tivities was introduced and issues surrounding the identification of users, generating
alternative designs, and evaluating designs were discussed. Some lifecycle models from soft-
ware engineering and HCI were introduced.

Key points

e Theinteraction design process consists of four basic activities: identifying needs and es-
tablishing requirements, developing alternative designs that meet those requirements,
building interactive versions of the designs so that they can be communicated and as-
sessed, and evaluating them.
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Further reading

o Key characterigtics of theinteraction design processare explicit incorporationof user in-
volvement, iteration, and specific usability criteria.

o Before you can begin to establish requirements, you must understand who the usersare
and what their goalsarein using the device.

e Looking at others' designs provides useful inspiration and encourages designersto con-
sider alternativedesign solutions, which is key to effectivedesign.

e Usahility criteria, technical feasibility, and users feedback on prototypescan dl be used

to choose among alternatives.

e Prototypingis a useful techniquefor facilitating user feedback on designsat al stages.
o Lifecyclemode sshow how development activitiesrelate to one another.
e Theinteractiondesign processis complementary to lifecyclemodel sfrom other fields.

Further reading

RuDISILL, M., LEwIs, C., PoLsoNn, P. B, AND McKaAy, T. D.
(1995) (eds.) Human-Computer Interface Design: Success
Stories, Emerging Methods, Real-World Context. San Fran-
cisco: Morgan Kaufmann. Thiscollectiondf papers describes
the application of different approaches to interface design.
Included here isan account of the Xerox Star devel opment,
some advice on how to choose among methods, and some
practical examplesd real-worlddevelopments.

BERGMAN, ERIC (2000) (ed.) Information Appliances and Be-
yond. San Francisco: Morgan Kaufmann. This book is an
edited collectiond paperswhich report on the experience of
designing and building a variety o ‘information appliances,
i.e., purpose-built computer-based products which perform a
specific task. For example, the PAm Pilot, mobile telephones,
avehiclenavigationsystem, and interactive toysfor children.

MAYHEW, DEBORAH J. (1999) The Usability Engineering
Lifecycle. San Francisco: Morgan Kaufmann. Thisis a very

practical book about product user interface design. It ex-
plains how to perform usability tasks throughout develop-
ment and provides useful examples along the way to
illustrate the techniques. It links in with two software devel-
opment based methods: rapid prototyping and object-ori-
ented softwareengineering.

SOMMERVILLE, IAN (2001) Seftware Engineering (6th edi-
tion). Harlow, UK: Addison-Wedley. If you are interested in
pursuing the software engineering aspects of the lifecycle
models section, then this book providesa useful overview of
the main models and their purpose.

NIELSEN, JAkOB (1993) Usability Engineering. San Fran-
cisco: Morgan Kaufmann. Thisisaseminal book on usability
engineering. If you want to find out more about the philoso-
phy, intent, history, or pragmatics of usability engineering,
then thisisa good place to start.
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with Gillian Crampton Smith

Gillian Crampton Smith is
Director of the Interaction
Design Institute Ivrea near
| Milan, aly.

Prior fo this, she was af the

Royal College of Art where
L she starfed and directed the

k. Computer Related Design

Department, developing a

program to enable artist-designers to develop and apply their
traditional skills and knowledge to the design of all kinds of
interactive products and systems.

GC: | beieve that things should work but they
should aso ddight. In the past, when it wasredlly dif-
ficult to make things work, that waswhat people con-
centrated on. But now it's much easier to make
software and much easier to make hardware. We've
got aload of technologies but they're still often not
designed for people—and they're certainly not very
enjoyableto use. If wethink about other thingsin our
life, our clothes, our furniture, the thingswe eat with,
we choose what we use because they have a meaning
beyond their practical use. Good design is partly
about working really wel, but it's also about what
something looks like, what it reminds us of, what it
referstoin our broader cultural environment. It's this
side that interactivesystems haven't really addressed
yet. They're only just beginning to become part o
culture. They are not just a tool for professionalsany
more, but an environment in which we live.

HS How do you think we can improvethings?

GC: The paralle with architecture is quite an inter-
esting one. In architecture, a great deal of time and
expense is put into the initia design; | don't think
very much money or timeis put into the initial design
of software. If you think of the big software engineer-
ing companies, how many people work in the design
siderather than on the implementation side?

HS: When you say design do you mean conceptual
design, or task design, or somethingelse?

GC: | mean al phases o design. Firstly there's re-
search—finding out about people. Thisis not neces-
sarily limited to finding out about what they want
necessarily, because if were designing new things,
they are probably things people don't even know they

could have. At the Royal Collegeof Art we tried to
work with users, but to be inspired by them, and not
constrained by what they know is possible.

The second stage is thinking, ""What should this
thing we are designing do?"' Y ou could cal that con-
ceptual design. Then athird stage is thinking how do
you represent it, how do you giveit form? And then
the fourth stageis actually crafting the interface--ex-
actly what color is this pixel? Is this type the right
size, or do you need asize bigger? How much can you
get on ascreen?—all those thingsabout the details.

One of the problems companieshave is that the
feedback they get is. "'l wish it did x."" Softwarelooks
as if it's designed, not with a basic model o how it
works that is then expressed on theinterface, but asa
load o different functions that are strung together.
The desktop interface, athough it has great advan-
tages, encourages the idea that you have a menu and
you can just add a few more hits when people want
more things. In today's word processors, for instance,
there isn't a.clear conceptual modd about how it
works, or an underlying theory people can use to rea-
son about why it is not workingin the way they expect.

HS Sointryingto put moreeffortintothedesign as
pect of things, do you think we need different people
intheteam?

GC: Yes Peoplein the softwarefidd tend to think that
designersare people who know how to give the product
form,whichd courseisone d thethingsthey do. But a
graphic designer, for instance, is somebody who aso
thinks at a more strategic level, "What is the message
that these people wart to get over and to whom?' and
then, "What is the best way to give form to a message
like that?" The part you seeis the beautiful design, the
lovely poster or record deeve, or eegant book, but be-
hind that isalot of thinking about how to communicate
ideasviaa particular medium.

HS. If you've got people from different disciplines,
have you experienced difficultiesin communication?

GC: Absolutely. | think that people from different
disciplines have different values, so different results
and different approachesare valued. People have dif-
ferent temperaments, too, that have led them to the
different fidds in the first place, and they've been
trained in different ways. In my view the big differ-




ence between the way engineers are trained and the
way designers aretrained isthat engineers are trained
to focus in on a solution from the beginning whereas
designers are trained to focus out to begin with and
then focus in. They focus out and try lots of different
aternatives, and they pick some and try them out to
see how they go. Then they refine down. This is very
hard for both the engineers and the designers because
the designers are thinking the engineers are trying to
hone in much too quickly and the engineers can't
bear the designers faffing about. They are trained to
get their resultsin a completely different way.

HS: Isyour idea to make each more tolerant of the
other?

GC: Yes, my ideais not to try to make renaissance
people, as| don't think it's feasible. Very few people
can do everything well. | think the ideal team is made
up of people who arereally confident and good at what
they do and open-mined enough to realize there are
very different approaches. There's the scientific ap-
proach, the engineering approach, the design approach.
All three are different and that's their vaue—you
don't want everybody to bethe same. The best combi-
nation is where you have engineers who understand
design and designers who understand engineering.

It's important that people know their limitations
too. If you realize that you need an ergonomist, then
you go and find one and you hire them to consult for
you. So you need to know what you don't know as
well as what you do.

HS. What other aspects of traditional design do you
think help with interactiondesign?

G C | think the ability to visualize things. It alows
people to makequick prototypesor modelsor sketches
so that a group of people can talk about something
concrete. | think that's invaluable in the process. |
think also making thingsthat people likeis just one of
thethingsthat good designers have afeel for.

HS Do you mean aesthetically like or like in its
wholesense?

GC: In its whole sense. Obviously there's the aes-
thetic of what something looks like or feels like but
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there's also the aesthetic of how it works aswell. You
can talk about an elegant way of doing something as
well as an elegant look.

HS. Another trait I've seen in deﬁigr}gsisbeing pro-
tectiveof their design. !

GC: | think that is both a vice and a virtue. I n order
to keep a design coherent you need to keep a grip on
the whole and to push it through as a whole. Other-
wiseit can happen that people try to make this a bit
smaller and cut bits out of that, and so on, and before
you know where you are the coherence of the design
islost. It is quite difficult for a team to hold a coher-
ent vision of a design. If you think of other design
fields, like film-making, for instance, there is one di-
rector and everybody accepts that it's the director's
vision. One df the things that's wrong with products
like Microsoft Word, for instance, is that there's no
coherent ideain it that makesyout nk, " Oh yes, I
understand how thisfitswith that."

Design is always a balance between things that
work well and thingsthat ook good, and theideal de-
sign satisfieseverything, but in most designs you have
to make trade-offs. If you're making a gameit's more
important that people enjoy it and that it looks good
than to worry if some of it's a bit difficult. If you're
making a fighter cockpit then the most important
thingisthat pilotsdon't fal out of the sky, and so this
informsthe trade-offsyou make. The question is, who
decides how to decide the criteria for the tradeoffs
that inevitably need to be made. Thisis not a matter
of engineering: it's amatter of values--cultural, emo-
tional, aesthetic.

HS 1know thisisa controversial issue for some de-
signers. Do you think usersshould be part of the de-
sign team?

GC: No, | don't. I think it's an abdication of re-
sponsibility. Usersshould definitely beinvolved asa
source of inspiration, suggesting ideas, evaluating
proposals—saying, "Yes, we think this would be
great” or "No, we think thisis an appalling idea."
But in the end, if designers aren't better than the
general public at designing things, what are they
doing as designers?
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Introduction

An interaction design project may aim to replace or update an established system,
or it may aim to develop a totally innovative product with no obvious precedent.
There may be an initial set of requirements, or the project may have to begin by
producing a set of requirements from scratch. Whatever the initial situation and
whatever the aim of the project, the users needs, requirements, aspirations, and
expectations have to be discussed, refined, clarified, and probably re-scoped. This
requires an understanding of, among other things, the users and their capabilities,
their current tasks and goals, the conditions under which the product will be used,
and constraints on the product's performance.
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202 Chapter 7 Identifying needs and establishing requirements

Aswe discussed in Chapter 6, identifying users needsis not as straightforward
as it sounds. Establishing requirements is also not simply writing a wish list of fea
tures. Given the iterative nature of interaction design, isolating requirements activ-
itiesfrom design activitiesand from evaluation activitiesis alittle artificial,since in
practice they are al intertwined: some design will take place while requirements
are being established, and the design will evolve through a series of evaluation-re-
design cycles. However, each of these activitiescan be distinguished by its own em-
phasisand its own techniques.

Thischapter provides amore detailed overview of identifying needs and estab-
lishing requirements. We introduce different kinds of requirements and explain
some useful techniques.

The main aimsof thischapter are to:

¢ Describe different kindsof requirements.

e Enable you to identify examples of different kinds of requirementsfrom a
simpledescription.

e Explain how different data-gathering techniques may be used, and enable
you to choose among them for asimple description.

e Enable you to develop a "scenario,” a "use case,” and an "essential use
case" from asimpledescription.

¢ Enableyou to perform hierarchical task analysison asimple description.

7.2 What, how, and why?
7.2.1 What are we trying to achieve in this design activiiy?

There aretwo ams. Oneaim isto understand as much as possible about the users,
their work, and the context of that work, so that the system under development can
support them in achieving their goals; this we call ' identifyingneeds.” Building on
this, our second aim is to produce, from the needsidentified, a set of stablerequire-
ments that form a sound basisto move forward into thinking about design. Thisis
not necessarily a major document nor aset of rigid prescriptions, but you need to
be sure that it will not change radically in the time it takes to do some design and
get feedback on the ideas. Because the end goal is to produce this set of require-
ments, we shall sometimes refer to thisas the requirements activity.

7.2.2 How can we achieve this?

The whole chapter is devoted to explaining how to achieve these aims, but first we
give an overview of wherewere heading.

At the beginning of the requirements activity, we know that we have a lot to
find out and to clarify. At theend of the activity we will have aset of stable require-
ments that can be moved forward into the design activity. In the middle, there are
activities concerned with gathering data, interpreting or analyzing® the data, and

'We useinterpretationtomean theinitial investigationof the data, whileanalysis isamoredetailed
study,usinga particular frame of referenceand notation.
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capturing the findings in a form that can be expressed as requirements. Broadly
speaking, these activities progress in a sequential manner: first gather some data,
then interpret it, then extract some requirements from it, but it gets a lot messier
than this, and the activitiesinfluence one another asthe processiterates. One of the
reasonsfor thisisthat once you start to analyze data, you may find that you need to
gather some more data to clarify or confirm some ideas you have. Another reason
isthat the way in which you document your requirements may affect your analysis,
since it will enable you to identify and express some aspects more easily than oth-
ers. For example, using a notation which emphasizes the data-flow characteristics
of asituation will lead the analysisto focus on this aspect rather than, for example,
on data structure. Analysisrequires some kind of framework, theory or hypothesis
to provide a frame dof reference, however informal, and this will inevitably affect
the requirements you extract. To overcome this, it is important to use a comple-
mentary set of data-gathering techniques and data-interpretation techniques, and
to constantly reviseand refine the requirements. Aswe discussbelow, there are dif-
ferent kinds of requirements, and each can be emphasized or de-emphasized by the
different techniques.

Identifying needs and establishing requirements isitself an iterative activity in
which the subactivities inform and refine one another. It does not last for a set
number of weeks or months and then finish. In practice, requirements evolve and
develop as the stakeholders interact with designs and see what is possible and how
certain facilitiescan help them. And as shown in the lifecycle model in Chapter 6,
the activity itself will be repeatedly revisited.

7.2.3 Why bother? The importance of getting it right

An article published in January 2000 (Taylor, 2000) investigated the causes of IT
project failure. The article admits that "there is no single cause of | T project fail-
ure,” but requirements issuesfigured highly in the findings. The research involved
detailed questioning of 38 I T professionalsin the UK. When asked about which
project stages caused failure, respondents mentioned "' requirements definition™
more than any other phase. When asked about cause of failure, " unclear objectives
and requirements" was mentioned more than anything else, and for critical success
factors, "' clear, detailed requirements"” was mentioned most often.

As stressed in previous chapters, understanding what the product under de-
velopment should do and ensuring that it supports stakeholders' needs are criti-
cally important activities in any product development. If the requirements are
wrong then the product will at best be ignored and at worst be despised by the
users, and will cause grief and lost productivity. In either case, the implications
for both producer and customer are serious: anxiety and frustration, lost revenue,
loss of customer confidence, and so on. However we look at it, getting the re-
quirements of the product wrong is a very bad move and something to be avoided
at all costs.

Taking a user-centered approach to development is one way to address this. If
users voices and needs are clearly heard and taken into account, then it is more
likely that the end result will meet users needs and expectations. Involving users
isn't dways easy, however, and we explore in more detail how to do this effectively
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in Chapter 9. Here we focus on establishing the requirements, while keeping the
emphasisclearly on users needs.

7.24  Why establish requirements?

The activity of understanding what a product should do has been given various la
bels—for example, requirements gathering, requirements capture, requirements
elicitation, requirements analysis, and requirements engineering. The first two
imply that requirements exist out there and we simply need to pick them up or
catch them. "Elicitation™ implies that "' others” (presumably the clients or users)
know the regquirements and we have to get them to tell us. Requirements, however,
are not that easy to identify. Y ou might argue that, in some cases, customers must
know what the requirements are because they know the tasks that need to be per-
formed, and may have asked for a system to be built in the first place. However,
they may not have articulated requirements as yet, and even if they have an initial
set of requirements, they probably have not explored them in sufficient detail for
development to begin.

The term "requirements analysis” is normally used to describe the activity of
investigating and analyzing an initial set of requirements that have been gath-
ered, elicited, or captured. Analyzing the information gathered is an important
step, since it is this interpretation of the facts, rather than the facts themselves,
that inspires the design. Requirements engineering is a better term than the oth-
ers because it recognizes that developing a set of requirements is an iterative
process of evolution and negotiation, and one that needsto be carefully managed
and controlled.

We chose the term establishing requirementsto represent thefact that require-
ments arise from the data-gathering and interpretation activitiesand have been es-
tablished from a sound understanding o the users needs. This aso implies that
requirementscan be justified by and related back to the data collected.

7.3 What are requirements?

Before we go any further, we need to explain what we mean by arequirement. In-
tuitively, you probably have some understanding of what a requirement is, but we
should beclear. A requirement isa statement about an intended product that spec-
ifies what it should do or how it should perform. One o the aims of the require-
ments activity is to make the requirements as specific, unambiguous, and clear as
possible. For example, arequirement for a website might be that the time to down-
load any complete page isless than 5 seconds. Another less precise example might
be that teenage girls should find the site appealing. In the case o thislatter exam-
ple, further investigation would be necessary to explore exactly what teenage girls
would find appealing. Requirements comein many different formsand at many dif-
ferent levelsof abstraction, but we need to make sure that the requirementsare as
clear as possible and that we understand how to tell when they have been fulfilled.
The example requirement shown in Figure 7.1 is expressed using a template from
the Volere process (Robertson and Robertson, 1999), which you'll hear more
about later in this chapter and in Suzanne Robertson's interview at the end o this
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7.3 What are requirements? 205

Requirement #: 75 Requirement Type: 9 Eventluse case #: 6

Description: The productshall issue analertif 2 weatherst at i on fails to transmit
readings.

Rationale: Failure to transmit readings mightindicate that the weather station is faulty
and needs maintenance,andthatt he dataused to predict freezing roads may beincomplete.

Source: Road Engineers
Fit Criterion: Foreachweather station the productshall communicate to the user when
t he recorded number of each type of reading per hour is not withinthe manufacturers

specified rangeof the expected number of readingsper haur.

Customer Satisfaction: 3 Customer Dissatisfaction: 5
Dependencies: None Conflicts: None
Supporting Materials: Spesification of Rosa Weather Station

History: Raised by GBS, 28 July99 Volere

Copyright @ Atlantic Systems Guild

Figure 7.1 An example requirement using the Volere template.*

chapter. Thistemplate requires quite a bit of information about the requirement it-
sdlf, including something called a "*fit criterion,” which is a way of measuring when
the solution meetsthe requirement. In Chapter 6 we emphasized the need to estab-
lish specific usability criteriafor a product early on in development, and this part of
the template encourages this.

7.3.1 Different kinds of requirements

In software engineering, two different kinds of requirements have traditionally
been identified: functional requirements, which say what the system should do, and
non-functional requirements, which say what constraints there are on the system
and its development. For example, afunctional requirement for a word processor
may be that it should support a variety of formatting styles. This requirement
might then be decomposed into more specific requirements detailing the kind of
formatting required such as formatting by paragraph, by character, and by docu-
ment, down to a very specific level such as that character formatting must include
20 typefaces, each with bold, italic, and standard options. A non-functiona re-
quirement for aword processor might be that it must be able to run on a variety of
platforms such as PCs, Macs and Unix machines. Another might be that it must be
able to function on a computer with 64 MB RAM. A different kind o non-func-
tional requirement would be that it must be delivered in six months' time. This rep-
resents a constraint on the development activity itself rather than on the product
being devel oped.

If we consider interaction devicesin general, other kinds of non-functional re-
quirements become relevant such as physical size, weight, color, and production

*SeeFigure7.5for an explanation of thesefields.


Saman
Highlight

Saman
Highlight


-

feasibility. For example, when the PalmPilot was developed (Bergman and Haitani,
2000), an overriding requirement wasthat it should be physically assmall as possible,
dlowing for the fact that it needed to incorporate batteries and an LCD display. In
addition, there were extremely tight constraints on the size of the screen, and that
had implicationsfor the number of pixelsavailableto display information. For exam-
ple, formatting linesor certain typefaces may becomeinfeasibleto useif they take up
even one extra pixd. Figure 7.2 shows two screen shotsfrom the PalmPilot devel op-
ment. Asyou can see, removing the line at the left-hand side of the display in the top
window rel eased sufficient pixelsto display the missing*'s’ in the bottom window.

Interaction design requires us to understand the functionality required and the
constraintsunder which the product must operate or be devel oped. However, instead
of referringto all requirementsthat are not functional assmply " non-functiona” re-
quirements, we prefer to refine this into further categories. The followingis not an
exhaustivelist of the different requirements we need to be looking out for (see the
figurein Suzanne Robertson's interview at theend o thischapter for amore detailed
list), nor isit atight categorization, however, it doesillustratethe variety of require-
mentsthat need to be captured.

Functional requirements capture what the product should do. For example, a
functional requirement for a smart fridge might be that it should be able to tell
when the butter tray is empty. Understanding the functional requirementsfor an
interactive product is very important.

Data requirements capture the type, volatility, size/amount, persistence, accu-
racy, and valuedf the amounts of the required data. All interactive devices have to
handle greater or lesser amounts of data. For example, if the system under consid-

206 Chapter 7 identifying needs and establishing requirements

Active display area

Inactivedisplay border

Figure 7.2 Every pixe counts.
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eration iSto operate in the share-dealing application domain, then the data must be
up-to-date and accurate, and islikely to change many times aday. In the personal
banking domain, data must be accurate, must persist over many monthsand proba
bly years, isvery valuable, and thereislikely to bealot of it.

Environmental requirements or context of use refer to the circumstances in
which the interactive product will be expected to operate. Four aspects of the envi-
ronment must be considered when establishing requirements. First is the physical
environment such as how much lighting, noise, and dust is expected in the opera-
tional environment. Will users need to wear protective clothing, such as large
gloves or headgear, that might affect the choice of interaction paradigm? How
crowded isthe environment? For example, an ATM operatesin avery public phys-
ical environment. Using speech to interact with the customer is thereforelikely to
be problematic.

The second aspect of the environment is the social environment. The issues
raised in Chapter 4 regarding the social aspects of interaction design, such as col-
laboration and coordination, need to be explored in the context of the current de-
velopment. For example, will data need to be shared? If so, does the sharing have
tobesynchronous, e.g., doeseveryone need to be viewing the data at once, or asyn-
chronous, e.g., two people authoring a report take turnsin editing and adding toit?
Other factorsinclude the physical location of fellow team members, e.g., do collab-
orators have to communicate acrossgreat distances?

The third aspect is the organizational environment, e.g., how good is user sup-
port likely to be, how easily can it be obtained, and are there facilitiesor resources
for training? How efficient or stable isthe communications infrastructure? How hi-
erarchical isthe management?and so on.

Finally, the technical environment will need to be established: for example,
what technologies will the product run on or need to be compatible with, and what
technological limitations might be relevant?

User reguirements capture the characteristics of the intended user group. In
Chapter 6 we mentioned the relevance of a user's abilities and skills, and these are
an important aspect of user requirements. But in addition to these, a user may be a
novice, an expert, a casual, or afrequent user. This affects the waysin whichinter-
action isdesigned. For example, a novice user will require step-by-step instructions,
probably with prompting, and a constrained interaction backed up with clear infor-
mation. An expert, on the other hand, will require a flexibleinteraction with more
wide-ranging powers of control. If the user isafrequent user, then it would be im-
portant to provide short cuts such as function keys rather than expecting them to
type long commands or to have to navigate through a menu structure. A casual or
infrequent user, rather like a novice, will require clear instructions and easily un-
derstood prompts and commands, such as a series of menus. The collection of at-
tributes for a "typical user” is caled a user profile. Any one device may have a
number of different user profiles.

Note that user requirements are not the same as usability requirements. We
discussthe latter below.

Usability requirements capture the usability goals and associated measures for
a particular product. In Chapter 6 we introduced the idea of usability engineering,
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an approach in which specificmeasures for the usability goalsof the product are es-
tablished and agreed upon early in the development processand are then revisited,
and used to track progress as development proceeds. This both ensuresthat usabil-
ity isgiven due priority and facilitates progress tracking. In Chapter 1 we described
anumber of usability goals: effectiveness, efficiency, safety, utility, learnability, and
memorability. If we are to follow the philosophy of usability engineering and meet
these usability goals, then we must identify the appropriate requirements. Chapter
1 also described some user experience goals, such as making products that are fun,
enjoyable, pleasurable, aesthetically pleasing, and motivating. As we observed in
Chapter 6, it is harder to identify quantifiable measures that dlow usto track these
qualities, but an understanding of how important each of theseisto the current de-
velopment should emerge aswe learn more about the intended product.

Usahility requirements are related to other kinds of requirement we must es-
tablish, such asthe kinds of usersexpected to interact with the product.
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: Suggest one key functional, data, environmental, user and usability requirement for each of

the following scenarios:

(@
(b)

A system for use in a university's self-service cafeteria that allows users to pay for
their food using a credit system.

A system to control the functioning of a nuclear power plant.

(c) A system tosupport distributed design teams, e.g., for car design.

You may have come up with alternative suggestions; these areindicative of the kinds of an-
swer we might expect.

(@

(b)

(©

Functional: The system will calculate the total cost of purchases.
Data: The system must have accessto the price of productsin the cafeteria.

Environmental: Cafeteria userswill be carrying a tray and will most likely bein area-
sonable rush. The physical environment will be noisy and busy, and users may be
talking with friends and colleagues while using the system.

User: The majority of users are likely to be under 25 and comfortable dealing with
technology.

Usability: The system needsto be ssmple so that new users can use the system imme-
diately, and memorable for morefrequent users. Users won't want to wait around for
the system to finish processing, so it needsto be efficient and to be able to deal easily
with user errors.

Functional: The system will be able to monitor the temperature of the reactors.
Data: The system will need accessto temperature readings.

Environmental: The physical environment is likely to be uncluttered and to impose
few restrictionson the consoleitself unlessthere isa need to wear protective clothing
(depending on where the console isto belocated).

User: The user islikely to be awell-trained engineer or scientist who is competent to
handl e technology.

Usability: Outputs from the system, especialy warning signals and gauges, must be
clear and unambiguous.

Functional: The system will be able to communicate information between remote
sSites.

Data: The system must have access to design information that will be captured in a
common fileformat (such as AutoCAD).

Environmental: Physically distributed over a wide area. Files and other electronic

media need to be shared. The system must comply with available communication
protocols and be compatible with network technologies.

User: Professional designers, who may be worried about technology but who are
likely to be prepared to spend time learning a system that will help them perform
their jobs better. The design team islikely to be multi-lingual.

Usability: Keeping transmission error rate low islikely to be of high priority.
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74 Data gathering

So how do we go about determining requirements? Data gathering is an important
part of the requirementsactivity and also of evaluation. In thischapter, we concen-
trate on data gathering for the requirements activity. Further information about
the techniques we present here and how to apply them in evaluation isin Chapters
12 through 14.

The purpose of data gathering isto collect sufficient, relevant, and appropriate
dataso that aset of stable requirementscan be produced. Even if aset of initial re-
quirements exists, data gathering will be required to expand, clarify, and confirm
those initial requirements. Data gathering needs to cover a wide spectrum of issues
because the different kinds of requirement we need to establish are quite varied, as
we saw aboye. We need to find out about the tasks that userscurrently perform and
their associated goals, the context in which the tasks are performed, and the ratio-
nale for why thingsare the way they are.

There is essentiadly a small number of basic techniquesfor data gathering, but
they are flexible and can be combined and extended in many ways; this makes the
possibilitiesfor data gathering very varied, to givefull leverage on understanding the
variety of requirements we seek. These techniques are guestionnaires, interviews,
focus groups and workshops, naturalistic observation, and studying documentation.
Somed them, such astheinterview, require active participation from stakeholders,
while others, such as studying documentation, require no involvementat al. In addi-
tion, various props can be used in data-gathering sessions, such as descriptions of
common tasks and prototypes of possible new functionality. See Section 7.6 and
Chapter 8 for further information on how to develop these props. Box 7.2 gives an
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exampled how different methods and props can be combined to gain maximum ad-
vantage, while Box 7.3 describesavery different approach aimed at prompting inspi-
ration rather than simple data gathering.

7.4.1 Data-gathering techniques

In addition to the most common forms of data-gathering techniques listed above, if
asystem is currently operational then data logging may be used. Thisinvolvesin-
strumenting the software to record users activity in a log that can be examined
later. Each of the techniques will yield different kinds of data and are useful in dif-
ferent circumstances. In most cases, they are also used in evaluation, and how to
implement them is described in Chapters 12 and 13. Here we describe what each
techniqueinvolvesand explain the circumstancesfor which they are most suitable, in
the context of the requirements activity. The discussionis summarizedin Table 7.1
on page 214.

Questionnaires. Most of us are familiar with questionnaires. They are a series
of questions designed to dlicit specificinformation from us. The questions may re-
quire different kinds of answers: some require asimple YES/NO, others ask usto
choose from a set of pre-supplied answers, and others ask for alonger response or
comment. Sometimes questionnaires are sent in electronic form and arrive via
email or are posted on a website, and sometimes they are given to us on paper. In
most cases the questionnaire is administered at a distance, i.e., no one is there to
help you answer the questions or to explain what they mean.

Well-designed questionnaires are good at getting answersto specific questions
from alarge group of people, and especidly if that group of peopleisspread across
awide geographical area, makingit infeasible to vist them al. Questionnaires are
often used in conjunction with other techniques. For example, information ob-
tained through interviews might be corroborated by sending a questionnaire to a
wider group of stakeholders to confirm the conclusions.

Interviews. Interviewsinvolve asking someone a set of questions. Often inter-
viewsare face-to-face, but they don't have to be. Companiesspend |arge amounts of
money conducting telephone interviews with their customersfinding out what they
like or don't like about their service. If interviewed in their own work or home set-
ting, people may find it easier to talk about their activitiesby showingtheinterviewer
what they do and what systemsand other artifactsthey use. The context can also trig-
ger them to remember certain things, for example a problem they have downloading
email, which they would not have recalled had the interview taken place el sewhere.

Interviews can be broadly classified as structured, unstructured or semi-
structured, depending on how rigorously the interviewer sticksto a prepared set of
questions.

In the requirements activity, interviews are good at getting people to explore
issues and unstructured interviews are often used early on to dicit scenarios (see
Section 7.6 below). Interacting with a human rather than a sterile, impersonal piece
o paper or electronicquestionnaire encourages peopleto respond, and can make the
exercise more pleasurable. In the context d establishing requirements, it is equally
important for devel opment team membersto meet stakeholdersand for usersto feel
involved. Thison itsown may be sufficient motivationto arrange interviews.
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However, interviews are time consuming and it may not be feasible to vist al
the peopleyou'd liketo see.

Focus groups and workshops. Interviews tend to be one on one, and €licit only
one person’'s perspective. As an alternative or as corroboration, it can be very re-
vealing to get a group of stakeholders together to discussissues and requirements.
These sessions can be very structured with set topics for discussion, or can be un-
structured. In thislatter case, a facilitator is required who can keep the discussion
on track and can provide the necessary focus or redirection when appropriate. In
some development methods, workshops have become very formalized. For exam-
ple, the workshops used in Joint Application Development (Wood and Silver,
1995) are very structured, and their contents and participants are al prescribed.

In the requirements activity, focus groups and workshops are good at gaining a
consensus view and/or highlighting areas of conflict and disagreement. On asocial
level it also helpsfor stakeholders to meet designers and each other, and to express
their viewsin public. It is not uncommon for one set of stakeholders to be unaware
that their viewsare different from another's even though they arein the same orga-
nization. On the other hand, these sessions need to be structured carefully and the
participants need to be chosen carefully. It is easy for one or afew people to domi-
nate discussions, especialy if they have control, higher status, or influence over the
other participants.

Naturalistic observation. It can be very difficult for humans to explain what
they do or to even describe accurately how they achieve a task. So it is very un-
likely that a designer will get afull and true story from stakeholders by using any of
the techniques listed above. The scenarios and other props used in interviews and
workshops will help prompt people to be more accurate in their descriptions, but
observation provides a richer view. Observation involves spending some time with
the stakeholders as they go about their day-to-day tasks, observing work asit hap-
pens, in its natural setting. A member of the design team shadows a stakeholder,
making notes, asking questions (but not too many), and observing what is being
donein the natural context of the activity. Thisisan invaluable way to gaininsights
into the tasks of the stakeholders that can complement other investigations. The
level of involvement of the observer in the work being observed isvariable along a
spectrum with no involvement (outside observation) at one end and full involve-
ment (participant observation) at the other.
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Table 7.1 Overview of data-gathering techniques used in the requirements activity

Detail for
Technique Good for Kind of data Advantages Disadvantages designingin
Quedtionnaires  Answering Quantitative Can reach many Thedesignis Chapter 13
specific and qualitative  people with low crucial. Response
questions data resource rate may below.
Responses may
not be what
you want
Interviews Exploring Some Interviewer can Timeconsuming.  Chapter 13
issues quantitative guideinterviewee Artificial
but mostly if necessary. environment
qualitative Encourages may intimidate
data contact between interviewee
developers and
users
Focusgroups Collecting Some Highlights areas Possibility of Chapter 13
and multiple guantitative of consensus dominant
workshops viewpoints but mostly and conflict. characters
qualitative Encourages contact
data between devel opers
and users
Naturalistic Understanding  Qualitative Observing actual Very time Chapter 12
observation context of user work gives consuming.
activity insights that other Huge amounts
techniques of data
can't give
Sudying Learning about  Quantitative Notime Day-to-day N/A
documentation  procedures, commitment working will
regulations from users differ from
and standards required documented
procedures

Not only can naturalisticobservation hel p fill in detailsand nuancesthat smply
did not come out of the other investigations, it also provides context for tasks. Con-
textualizing the work or behavior that a device is to support provides data that
other techniquescannot, and from which we can evolve requirements.

In the requirements activity, observation is good for understanding the nature
o the tasks and the context in which they are performed. However, it requires
more time and commitment from a member of the design team, and it can resultin
ahuge amount of data.

Studying documentation. Proceduresand rul esare often written down in manu-
as and these are a good source of data about the stepsinvolvedin an activity and
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any regulations governing a task. Such documentation should not be used as the
only source, however, as everyday practices may augment them and may have been
devised by those concerned to make the procedures work in a practical setting.
Taking a user-centered view of development means that we are interested in the
everyday practicesrather than an idealized account.

Other documentation that might be studied includesdiaries or job logsthat are
written by the stakeholdersduring the course of their work.

In the requirements activity, studying documentation is good for understanding
legidation and getting some background information on the work. It also doesn't in-
volvestakeholder time, whichisalimiting factor on the other techniques.

7.4.2 Choosing between techniques

Table 7.1 provides some information to help you choose a set of techniquesfor a
specific project. It tells you the kind of information you can get, e.g., answers to
specific questions, and the kind of data it yields, e.g., qualitative or quantitative.
It also includes some advantages and disadvantages for each technique. The kind
of information you want will probably be determined by where you are in the
cycle of iterations. For example, at the beginning of the project you may not
have any specific questions that need answering, so it's better to spend time ex-
ploring issues through interviews rather than sending out questionnaires.
Whether you want qualitative or quantitative data may also be affected by the
point in development you have reached, but is also influenced by the kind of
analysisyou need to do.

The resources available will influence your choice, too. For example, sending
out questionnaires nationwide requires sufficient time, money, and people to do a
good design, try it out (i.e., pilot it), issueit, collate the results and analyze them. If
you only have three weeks and no one on the team has designed a survey before,
then thisisunlikely to be asuccess.

Finaly, the location and accessibility of the stakeholders need to be consid-
ered. It may be attractive to run a workshop for alarge group of stakeholders, but
if they are spread acrossa wide geographical area, it isunlikely to be practical.

Olson and Moran (1996) suggest that choosing between data-gathering tech-
niques rests on two issues. the nature of the data gathering technique itself and the
task to be studied.

Data-gathering techniques differ in two main respects:

1. The amount of time they take and the level of detail and risk associated
with the findings. For example, they claim that a naturalistic observation
will take two days of effort and three months of training, while interviews
take one day dof effortand one month of training (p. 276).

2. The knowledgethe analyst must h;c}ge about basic cognitive processes.
Tasks can be classified along three scales:

1 Isthe task a set of sequential steps or is it a rapidly overlapping series of
subtasks?
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2. Doesthetask involve highinformation content with complex visual displays
to beinterpreted, or low information content where simplesignasare suffi-
cient to alert the user?

3. Isthetask intended to be performed by alayman without much training or
by apractitioner skilledin the task domain?

Box 7.4 summarizes two examples to show how techniques can be chosen using
these dimensions.

So, when choosing between techniques for data gathering in the requirements
activity, you need to consider the nature o the technique, the knowledge required
of the analyst, the nature of the task to be studied, the availability of stakeholders
and other resources, and the kind of information you need.

7.4.3 Some basic data-gathering guidelines

Organizing your first data-gathering session may seem daunting, but if you plan the
sessionswell, and know what your objectivesare then thiswill increase your confi-
dence and make the whole exercise a lot more comfortable. Below we list some
data-gathering guidelinesto support the requirements activity.

¢ Focuson identifyingthe stakeholders' needs. Thismay be achieved by study-
ing their existingbehavior and support tools, or by looking at other products,
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such as a competitor's product or an earlier release o your product under
development.

Involve al the stakeholder groups. It is very important to make sure that
you get al the views o the right people. This may seem an obvious com-
ment, but it is easy to overlook certain sectionsd the stakeholder popula-
tion if you're not careful. We were told about one case where a large
distribution and logistics company reimplemented their software systems
and were very careful to involveal the clerical, managerial, and warehouse
gaff in their development process, but on the day the system went live, the
productivity o the operation fell by 50%. On investigationit wasfound that
the bottleneck was not in their own company, but in the suppliers ware-
houses that had to interact with the new system. No one had asked them
how they worked, and the new system was incompatible with their working
routines.

Involving only one representative from each stakeholder group is not
enough, especially if the group islarge. Everyoneyou involvein data gather-
ing will have their own perspective on the situation, the task, their job and
how othersinteract with them. If you only involve one representative stake-
holder then you will only get a narrow view.

Use acombination of data gathering techniques. Each technique will yield a
certain kind of information, from a certain perspective. Using different tech-
niquesis one way o making sure that you get different perspectives (called
triangulation, see Chapter 10), and corroboration o findings. For example,
use observationto understand the context of task performance, interviewsto
target specific user groups, questionnairesto reach a wider population, and
focusgroupsto build a consensusview.

Support the data-gathering sessionswith suitable props, such astask descrip-
tionsand prototypesif available. Since the requirements activity isiterative,
prototypes or descriptions generated during one session may be reused or
revisited in another with the same or a different set o stakeholders. Using
propswill helpto jog people's memoriesand act as afocusfor discussions.

Run a pilot session if possible to ensure that your data-gathering sessionis
likely to go as planned. This is particularly important for questionnaires
where there is no one to help the users with ambiguitiesor other difficulties,
but also appliesto interview questions, workshop formats, and props. Any
data collected during pilot sessions cannot be treated equally with other
data, so don't mix them up. After running the pilot it is likely that some
changeswill be needed before running the session**for red.”

In an ideal world, you would understand what you are looking for and what
kinds of analysisyou want to do, and design the data-capture exercise to col-
lect the data you want. However, data gathering is an expensive and time-
consuming activity that is often tightly constrained on resources. Sometimes
pragmaticconstrai nts mean that you have to make compromiseson theideal
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situation, but before you can make sensiblecompromises, you need to know
what you'd really like.

How you record the data during a face-to-facedata-gathering session is just
asimportant as the technique(s) you use. Video recording, audio recording,
and note taking are the main options. Video and audio recording provide
the most accuraterecord o the session, but they can generate huge amounts
of data. You also need to decide on practical issuesthat can have profound
effectson the data collected, such aswhereto position the camera. Note tak-
ing can be harder unlessthisisthe person's only rolein the session, but note
taking dwaysinvolvesan element of interpretation. Taking impartial, accu-
rate notesisdifficult but can beimproved with practice.

For each o the situationsbelow, consider what kinds o data gathering would be appropri-
ate and how you might use the different techniques introduced above. Y ou should assume
that yo